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ABSTRACT

Traditional dictionaries provide the word, defioiti and sometimes example
sentences. However, most of the important featunéssmation and relationships for the
words are not represented. While it is possiblénid applications that have some specific
features and relationships of the words for Englighis not possible to see these
applications for Turkish language. Therefore, ttemidea of this study is to represent the
semantic relationships between Turkish words.

In this study, a framework to facilitate comparisamong the words and access to
these words, semantic information is extracted fthenword definitions in a way to render
implicit information explicitly. In order to transfm this implicit information to an explicit
representation, the interactions of word definisionia significant relations have been
studied and association of words by these predgfielations, automatic inferencing of
new relationships by considering the interactiothefrelations are provided.

Keywords: Knowledge Base, WordNet, Turkish and Turkic langsidialects)
dictionary, semantic and structural relationshipstural language processing(NLP),
etymology, computational linguistics
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Geleneksel sozlikler kelime, tanim ve bazen dekdoienleler sglarlar. Bununla
birlikte, dnemli 6zelliklerin bir ¢gu, kelimeler hakkinda bilgi ve aralarindakiskiler
gosterilmez.ingilizce icin bazi 6zelliklere ve kelimeler arabkilere sahip uygulamalar
bulmak muhtemelken, bu tir uygulamalari Turkce igormek mdmkin dgldir. Bu
yuzden bu ¢cagmanin ana fikri TUrkce kelimeler arasindaki anlanisgkileri gostermektir.

Bu calsmada, kelimeler arasi kalastirmayi ve bu kelimelere armi kolaylastirmak
icin bir yapi olyturulmus, kelime tanimlarindan anlamsal bilgiler cikarilatar bakima
ortula bilgi acik hale getirilngtir. Ortilt haldeki bu bilgiyi acik bir gosterimesgirmek
icin, belirgin iliskiler Gzerinden kelime tanimlari arasindaki etfitder ve bu 6nceden
tanimlh iligkiler ile kelimeler arasindaki birliktelikler callmis, iliskiler arasindaki
etkilesim g6z 6ninde bulundurularak yengKilerin otomatik ¢ikarimi sganmstir.

Anahtar Kelimeler: Bilgi tabani, WordNet, Turkce ve Lehcgeleri s@ilil anlamsal ve
yapisal ilkiler, dogal dil isleme(DD), etimoloji, hesaplamali dilbilim.
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CHAPTER 1

INTRODUCTION

In recent years, the developments in the technology led to the concept of
information age by putting the knowledge forwarawdays, especially on the internet, it
has become very easy to access and to communioatefarmation. In parallel to this, the
need for the language processing software has echdog facilitating the knowledge and
the technology sharing between different individuamhd communities. There will be many
important changes in the business world, and afsdhe international relationships
depending on the communication, which will be easiad faster via computational
technology. However, man-machine interaction isimportant obstacle at this point.
Designs/implementations which can provide direanicwnication in natural languages

with the computers will be the key solutions toveaihese problems.

Turkish is a language that has been widely usedhasdan important role among
the world languages. Today, it has been spoken diitbrent accents and dialects in more
than 20 different geographical areas over the wanakic languages are spoken by some
180 million people as a native language; and tked taumber of Turkic speakers is about
200 million, including speakers as a second langudespite of the interdisciplinary
applications, such as computational linguistics )(Glatural language processing (NLP),
artificial intelligence, etc. that have gained ma&sing attention in the world and its

common usage, Turkish is a lesser studied langatipese fields.



Today in countries like Europe, America and Japdmickv attach importance to
information processing and communication, greaestments for NLP made and as a
result of this, softwares and computer systems phavide advantages to the users are
developed. Because the most acceptable languagecin countries is English, it can be
seen that the studies in this scope is in thatuagg. Although Turkish is a widespread
language with millions of speakers, it is in thee of less examined languages. Therefore
it can be said that the studies of applied linguistudies in Turkish are creeping and not

enough studies are completed in this area.

However many other technological developments cancdipied and used with
small changes in different parts of the world odifferent cultures, the studies on the field
of NLP can not be shared so easily. It is impossibi the rules and algorithms defined for
English or any other language to be used in theesaay or without any modification for
Turkish or any other language duet to the differstnitictures of the languages. The
adaptation of the existing systems for the spetafiguage can be achieved only as a result
of long and time consuming work. Furthermore thapaaltion of these is not often possible
and the re-construction obligatory of many syst@euliar to language appears. Also; the
works on this field requires proficiency especiatly computer science and linguistics.
Therefore, scientific works on a language can beieth out by the linguists of that
language and computer science experts, and alsosdlemtists who have a wide

acquaintance with the language.

Because the valid language in the countries whegerésearches related to NLP
mostly done and carried out in English, it is oliedrthat the studies are largely on this
language. NLP technologies which are already olsvitoube building stones of feature’s
world have a different aspect from other technadgiprovements. It is important that
these studies are done by the native speakeredittitied language. In other words, the
systems of Turkish language which are achievedabtiy@ speakers of Turkish will be more
productive. Considering that Turkish is being ubgdnillions of people and the dialects of

Turkish, the outcomes and gainings of the workogiaus to be exciting.

In order to model the knowledge acquisition, preteg usage and communication

abilities of humans in computational domain to soex¢ent, the simulation should be



started from the smallest units of human learnimgmanisms. The applications mentioned
below motivated this study about Turkish and plesnned to study in the word level in the
context of this project. Therefore, the main gdathis study is to represent the semantic

relationships between Turkish words.

Words are the fundamental building blocks of thencwnication, thinking, and
decision making cognitive processes. While theniear process of words takes place, most
of the information related to these words is aleptkn the background. Although, the most
commonly used dictionaries have been transferrdfigcelectronic environment and have
been utilized by information technologies in thetldecade, they generally provide only the
words and their definitions. However, various uséfflormation and features about the
words and relationships among them can not be septed. Therefore, the valuable data
can not be facilitated by many other applicatioBsoring the words along with their
various features and relationships in a knowledggepimplementation of WordNet that
allows demonstration of wide variety of relationshibetween words is aimed to put
together in the context of this study (Bariere, 2)99

Traditional dictionaries have some fundamentaluiest and generally in various
dictionaries word and its definition is the mostrernonly shared feature. In the context of
this study, all useful features that are providedraditional dictionaries will be brought
together, and additionally, insertion of new woetsl definitions, description of different
relationships between words and association of svdrg these predefined relations,
automatic inferencing of new relationships by cdasng the interaction of the relations
will be provided as the fundamental utilities. hetmeanwhile, the semantic annotations
will be protected by keeping the link between therdg and their various senses. An
interface will be formed that simulates human laggiacquisition process and collects the
information via internet by the contribution of nyapeople. However, the data formed in
this environment will be controlled by experts brefthe direct transfer to the knowledge
base and only the approved ones will be allowedog@omanently effect for further

processing steps.



1.1 RELATED WORK

While it is possible to find applications that haseme specific features and
relationships of the words for English such as Watd (Fellbaum, 1998) and other
languages, it is not possible to see these apipliatfor Turkish language. It will be

explained detailed in the next section.

1.1.1The Teach Rose Project

The Teach Rose Projédhat has been started in the first quarter of 80 English
has a close relationship with this study. It isdmting the learning mechanism of a child
named Rose by an approach calltde Mind Hive Mind uses the theory that if everyone
contributes a tiny bit, much likes bees in a baeha massive bee hive can be built. Rose
simulates human intelligence by participating iralogue with site visitors, building

vocabulary, building associations, and asking qoest

g _ The Teach Rose Project
Rose found this info in O.000039 sec
\3 Who is Rose?

"h. Talkto Rose

Teach Rose new words

|
Help Rose with word associations

Teach Rose with & & A (beta 2.0)

Help Rose with & & A associations (beta 2.0)

Sandbox (beta)
Project Mews

Mewsletter

Rose's current associations
(a new model is coming soon)

contact us

Figure 1.1 The Information of the Words in the Teach Rose o]

! The teach Rose Project: http://teachrose.com/iptiex



1.1.2Lexical Knowledge Base of Conceptual Graphs

The study of Bariere (Bariere, 1997) aims at buatdiLexical Knowledge Base by
extracting information from a machine readable idiry American Heritage First
Dictionary (AHFD) designed for children. The datatracted from the dictionary is
represented as a conceptual graph (CG) presettengxplicit relations and information

about the words.

) . " - s
| American Heritage First Dictionary I - I Statistical Analysis |

Sentence to analyze
y

' Morphological rules

Tagper |[=———
ek ] Files for proper names, irmegular verbs, irmegular plurals

Tagged Sentence

)

Parsing rules
I

Parser Cooecurrences of verbs and nouns

with prepositions

Multiple parse trees /

y

| Parse tree to Conceptual Graph | __ /

_transformation TTTmm—— 7/

e T ——u| Build type hierarchy
/ {is-a relations)
&
Multiple CGs :St,a.tislinal approach
’_.f’f to prepositional attachment
» A
-
- s o

| ; i ; % LKB-access for
.. Structural disambiguation |- |""~H TYPE

..., . prepositional attachment -

e s .. HIERARCHY
"--\_\.“— LKB-BG&ESS fclr ‘:____.-"-_' I —-_——
LEXICAL
Some CGs . eonjunctional attachment ] _,":-‘ KNOWLEDGE
</ BASE
i . - _r'f
Semantic disambiguation % Anaphora resolution I) -'"'
- SR . )
A Hﬁ-\._\_\_ "III §
", T

‘\\ 1 Word sense diEambiguatiul}‘{

k. N

Cne [or more) CG o
™, Finding deeper semantic
relations [SRTGs)

y

Conceptual Graph representation
of all sentences.

Figure 1.2 All Steps from a Sentence @onceptual Graphs
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The type hierarchy, extracted automatically frone dtefinitions, groups all the
nouns and verbs in the dictionary into taxonomye Télation hierarchy is built manually
which groups into subclasses/superclasses theiordaused in CG representation of
definitions. Its graph representation is joinedtie graph representations of other words in
the dictionary that are related to it. The setebdted words form a concept cluster and their
graph representation, showing all the relationsvbeh them and other related words, is a

concept clustering knowledge graph as shown inrEig2 All Steps from a Sentence to

One important aspect of this study is the undegltinread of finding similarity

through concept as a general way of processingnrebon.

An important study on creating an information bds®en the words and their
meanings and creating their graphics is implemenisthg AHFD (Bariere, 1997).
Conclusions are done according to meaningful seeterand the relations between the

words are shown by graphics.

1.1.3Sesli S6zluk

Sesli Sozlik which is developed for some languages includingkish is a good
study in this area. It is improving with the cohtriions of the users. The information
entered by the users is added to the system biygvotethod. Also the pronunciation of the
words can be listened, translations can be fountitanan be used with mobile devices

shows finding a word in Sesli S6zluk as shown guFe 1.4.

1.1.4Babylon

Another major study in this area is Babylamhich developed by Babylon. It is
founded in 1997. It translates and gives infornratwd the words which are clicked on as
shown in Figure 1.3. In its 7th version it transfain 17 languages and gives Wikipedia

?Sesli Sozliik: http://www.seslisozluk.com

% Babylon: http://www.babylon.com/



information in 13 languages.

It uses 1300 databag® languages.

computers in 168 countries.

It is used by 35 million

[El Options

babylon ¢ -

0|«

& X

j60'|1

Results

‘% Speling Alternatives
Actions

@ Text Translation
f) Conversions

e Web Search...
Options

’ My Dictionaries...
f‘ Configuration, ..

@ Help...

SideBar *

No matches were found for 'ucmak’.

»

"$ Spelling Alternatives *

ummak to anticipate; to look forward to

ucm ak ucm ak

ucak  airplane

uc mak uc mak

umiak (i.), (A.B.D.), (Kanada) deri ile kapl...
uymak fit

agmak open , power on , turn on , switch on

g More Results >3

=

Also the pronunciations of the words are addediviés Turkish results but it needs

to be improved.

Figure 1.3 Information of Words in Babylon

&7 aramak Seslisozluk.com dictio nary translation aramak sozliik cevirisi aramak definition of arama - Microsoft Internet Explorer

Dosya

@ Geri - b

Didzen EErndm

Sik kullarilanlar

EE

. =
2l s Lara

Araclar ardim

= 7 Sk Kullarlanlar

&4

£ | - & @r- {1 S

Acdres | @ hetp: v, seslisozluk.comiPward=ar amak

furkish | ) Mohile | Forum |
Your recent searches
zdeletes
aramak, vz, editiebilir, takit,
saflamak, sadlanacak, tasanm,
amag, kargilk, ligkilendirmek, ayvrica T
, olugturmak, ancak, ortam,
aktarmak, hesaplamal, esaplamal,
fan sbbract Doeoaonno bis
Recent dictionary
tranzlations  hide
slgmek, youtube porn com, wider,
wehiteout, white out, well, vocational i |
college, triad, swings, soil, post, T
ouch, matify, matit, manner, Tit, lion,
lathe, kurukata, hitched, dragon, die, "VI

» Recent dictionary translations

ools - About | Contact | FA(

Le L)) )s]

|aramak

(a]le]

| Search

Gl

Flease sign in to listen pronunciation. Register now if you do not have an account.

1. BEirini veya bir seyi bulmaya galgmak:"Dikkanin icinde gozleriyle bir geyler aradi.”- 3. F.
Abasiyanik. Aragtirmak, yoklamak. Ziyarete, hatir sormaya gitmelk: "Bir kere digtin mi, ne arayan
olur, ne soran!"- B. Felek. Bir seyin yoklufunu duyarak geri gelmesini istermek, dzlemek:"Seni gok
ariyorum, Zivacigim."- . 3. Taranci. Onem verip istemek. Sart kogulmak.

2. to look for. to seek. to hunt for. to rake aboutfaround. to search. to frizk. to shake sh/sth down. to
call. to give sb a buzz. to call sh up. telefon etmek. to long for. to miss. to ask for. suchen. fahnden.
durchsuchen. fragen (nach). aufsuchen. anrufen. abkammen. entbehren. nachtrauern. sich umsehen.
sich urmtun. chercher. explorer. perguisitionner.

English Translation

Flease sign in to listen pronunciation. Register now if you do not have an account.

1. look for. search for. search. seek. try to find. seek for. hunt. miss. comb. comb out. gun for. hunt
after. hunt for. hunt out. be on the look-out for. have a look-see: poke. quest. rout. rummage. scout
about. scout around. seek after. be spoiling fo.

2. look for. search for. search. seek. try to find. seek for. hunt. miss. comb. comb out. gun for. hunt
after. hunt for. hunt out. be on the look-out for. have a look-see: poke. quest. rout. rummage. scout
about. scout around. seek after. be spoiling fo. call. ransack. regret. scout.

3. look for, search for, search, seek, try to find, seek for, hunt, comb, search thoroughly, rummage,
hunt after, hunt for, hunt out, be on the lookout fo, quest, rout, scout about, scout around, seek after;
be spoiling for; miss; look for trouble. "to look for, to seek, to hunt for, to rake aboutfaround; to
search, to frisk, to shake sbfsth down; to call, to give sb a buzz, to call sb up;" " telefon etmek; to
lono for to miss tn ask fort

Figure 1.4The Information of Words in Seslisozluk




1.1.5Thinkmap Visual Thesaraus

ThinkMap Visual Thesaurfsis an interactive dictionary and thesaurus which
creates word maps that blossom with meanings aemthrto related words. Its innovative

display encourages exploration and learning. Thedwelations are represented by visual

interactive components as shown in Figure 1.5.

To do semantic inference, in addition to other veses, a database that includes the

relationships between words and terms in the laggimneeded. There are various studies

to create such databases in the literature.

@ Thinkmap Visual Thesaurus - Microsoft Internet Explorer

Dosya Dizen Gaoronam  SkKulanlanlar — Araglar  Yardm

@Ger\ il ) @ @ _}] /»-' fra \::?‘SleUHamIanlar &3 \:' \:,;_4 ] il ng al- ﬁ '\.S

o |
Adres -é] hikkp: v, visualthesaurus comf

¥ Be  Google[Gra

HOME HOWITWORKS BUY/SUBSCRIBE PRAISE INSTITUTIONAL SALES EDUCATORS SUPPORT

Already a Subscriber?

[rEm——
SIGN IN

" amount
VISUALTHESAURUS
S U S add up
ensue hail @
® %o
)
Look up a Word: & 0" ey @
come in ;.
issue forth ® come Wl% locome
oome\ ¢ come o -
derive 1) R | “ @
descens O égc e e
came ahout /
. ee 1]
I £OMe Acloss (&) 0 0
b
came after ] REUTS
carme alive fol 5)
I o "o om
come alang — - L
. AP A T Visual Thesaurus Word of the Day
ALRSTURT AL poime apart 1

Figure 1.5The Word Relations in ThinkMap Visual Thesaurus

1.1.6WordNet

The most common one in these studies is Wortivatch includes synonym sets
for nouns, verbs and adjectives and some semaiéitans between them. WordNet first

appeared after five years of study with a greadiamd taken up a lot of time and includes

* ThinkMap: http://www.visualthesaurus.com

® WordNet: http://wordnet.princeton.edu/man/wngl@®éN.html



150.000 word formats consist of one or more worts$ H15.000 synonym sets. WordNet
uses a hierarchic structure that includes hyperagth hyponym relations. Hypernyms are
extracted from descriptions, and then this progssssed to obtain new hypernyms by

using new inferences as shown in Figure 1.6.

Information in WordNet is organized around logigabupings called synsets. Each
synset consists of a list of synonymous words diocations (eg. "fountain pen" , "take
in"), and pointers that describe the relations ketwthis synset and other synsets. A word
or collocation may appear in more than one syres®,in more than one part of speech.
The words in a synset are grouped such that theyirderchangeable in some context
(Miller et al., 2005).

1.1.7Euro WordNet

EuroWordNet was a European resources and development projegbged by the
Human Language Technology sector of the Telemat\plications Programme.
EuroWordNet is a multilingual database with wordnéir several European languages
(Dutch, Italian, Spanish, German, French, Czech &stbnian). The wordnets are
structured in the same way as the American WordbleEnglish ( Princeton WordNet,
Miller et al 1990) in terms of synsets (sets of @ymous words) with basic semantic
relations between them. Each wordnet representeiquel language-internal system of

lexicalizations as shown in Figure 1.7.

In addition, the wordnets are linked to an Intemgual-Index, based on the Princeton
WordNet. Via this index, the languages are inteneated so that it is possible to go from
the words in one language to similar words in atheolanguage. The index also gives
access to a shared top-ontology of 63 semantindigtns. This top-ontology provides a
common semantic framework for all the languages|enbnguage specific properties are

maintained in the individual wordnets. The databaaa be usedamong others, for

® EurowordNet: http://www.illc.uva.nl/EuroWordNet/
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monolingual and cross-lingual information retriewahich was demonstrated by the users

in the project (Peters et al., 1998 ).

# Wordiet 7.1 Browser

Fil= Historne O ptions Help

Search “word: Ecnme

Searches for come: MHoun | “erb | Senzes:

The noun cotne has 1 sense (no senses from tagged teszts)

1. semen, seed, serminal fluid, gaculate, cum, come -- (the thick white fluid containing spermato=oa
that is gaculated by the male genital tract)

The werb come has 21 senses (first 18 firom tagged tesots)

1. C275) comne,. corme Up -- Ctnowe towward, trawvel toswssard something or sormebody or approach
sommething or somebhody, "He came singing dowen the road"”. "Come swrith e to the Cashah;
"cotme dowvwn herel", "come out of the closet!"], "come into the room™)

2. 2350 arrive, get. colne -- (reach a destination: arrive by mowvernent or progress. "She arrived
hotme at 7 o'clock". "She didn't get to Chicago until after midndight")

3. 0148) corme -- (cotne to pass; arniwe, as in dus course;, "The first success came tlhues dasys latesr";
"It camme as a shock", "Dawn comes early in June")

4. 410 comne -- (reach or enter a state, relation, condition, use, or position;: "The water carne to a
boil";, "We carme to understand the trae meaning of Bfe", "Their anger catme to a boil", "I camme to
realize the true meaning of life"; "The shoes carne untied"; "come into contact swith a terrorist
group'. "his face went red". "srour wwrish will come true")

S, 039 conne, followsr -- (to be the product or result;, "IWelons corme from a wine", "Tnderstanding
cotmes from escperience")

G. L1173 comne -- Che found or awvailable, "These shoes come in three colors: The farniture cormes
unassermnbled")

F. 09 issue forth, coyae -- (come forth, "A screarn came from the woman's mouth", "His breath
carne hard™ &

Owerviews of come

Figure 1.6 The Information of Words in WordNet

The cooperative framework of EuroWordNet is congithuthrough the Global
WordNet Association as shown in Figure 1.7. Thisiffee and public association that
builds on EuroWordNet and Princeton WordNet The &ito stimulate further building of
wordnets, further standardization and interlinkimgnd the development of tools,

dissemination of information.

1.1.8BalkaNet Project

Sabanci University Turkish Lexical Database Projeca part of BalkaNet project
which aims to design and develop a multilingualidak database by using the own
cognitive dictionaries (-wordnet- electronic dictasies according to the meaning of the
words instead of their structures) of Turkish, GreBulgarian, Czech, Romanian and

Serbian languages. Cognitive dictionaries are giéehto associate with cosets (synonym
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set) and the Interlingual Index which attachesdbgnitive dictionaries to each other like

Euro WordNet (Bilgin at el, 2004).

File Edit “iew Concept Faworntes Window Help

a1 Database: ewn@ams.fdb =] E3

. Polaris v1.2.1 [_[O] =

= wrren: keal-1
=- v wiortel 1, radis 1, worteltje-1
- gedeele 1, part-1, stuk-1, stukje

Wariants | Links Interlin%al

=

N
Tl:a Anchar: Iwm-n: aardappel 1. pieper 2 j
E Hyperonym Tree |1st Hyponymsl Cgordinatesl Blike / Unalikel “Your chpel

aa E-wrmrr: aardappel 1. pieper2

=) E--le\_lm-n: stengelknol 1

a portion of & natural object

= Equivalence | POS | Literals | Gloss |
eq_near_synongm  Moun pait, portion something less than the whole of a human artifa. .
I eq_heal_synongm  Moun pait, piece

Figure 1.7 The Cooperative Framework of EuroWordNet

Sabanci University that carries out the Turkishtpaf the BalkaNet Project, created

the Turkish Lexical Database which includes topiks development of Turkish synsets

and semantic organization, addition of languageiipdeatures to the cognitive dictionary
and the structural design of the database systehvidbrms the Turkish Lexical Database.

But it is needed to extend the scope of the diatipnincrease the relations between words

and improve the sample uses of the dictionary.
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&1-SABANCI UNIVERSITY -TURKISH LEXICAL DATABASE PROJECT- - Microsoft Internet Explorer

Dosya  Dizen  Gordndm Sk Kullanlanlar

\_J) Lagr]

= E] @ :_;\] /f"' ara ‘f:I’SkKuJIanllanlar @ Ljv

Araclar  Yardim

Adres |@ hiktp: f v, hlst sabanciuniy . eduf TL)

M8

R
=

M=)
ar

e g S
Coogle [Gv  [w|e? () settings=

liw: =

F

Tiirkce bir kelime giriniz -- Enter a
Turkish word

Tiirkce karakterler icin-- For
Turkish characters

Al
Tiurkce Sozcik
Veritabani Projesi

Bu proje Sabanc liniversitesi ile
University of California at Berkeley
'in ortak calizmasidir ve TUBITAK ile
ABD MNSF tarafindan
desteklenrnektedir, Proje, University
of Califarnia at Berkeley'deki TELL
projesi ile birlestirilecektir,

BalkaMet Projesi dahilindeki Tirkee
Kawramsal Sozlak, Avrupa Bidigi IST
Programu tarafindan IST-2000-
29388 numaral fon fercevesinde
dezteklenrmektedir,

Turkish Lexical
Database Project

This project is a cooperative research
project between Sabanc University &
University of California at Berieley
iz supported by TUBITAKS: USA MNSF,
The project will be integrated with the
TELL projedt in University of California
at Berkelay,

Turkizh wardMet, which iz a part of
BalkaMet Project, is funded by the
European Union I5T Programme by
grant no, IST-2000-29388,

Yeni Balkanet Sozligii hizmetinizde,
Yazim Tirkcelestirme Progranm
— — — Tiirkce Karakter Temizleme Program

T iurket Ravtamsal Soziik
STUTRIEh WWordNot )
SITENIN KULLANIMI

- Sayfarmin sol altindaki tuglardan her biri farkh bir dil hizmet verir.
- Uzerinde calismak istedidiniz kelime veya kelime grubunu, sol dst
kisedeki kutuya vazdktan sonra, vapmak istedidiniz isleme ait tusa

Baplantilar

Figure 1.8 Sabanci University Turkish Lexical Database Project

1.1.9Turkish Etymologic Lexicon Project

Some etymologic dictionaries are created for tinguages. The one for Turkish is
Nisanyan’s dictionary and includes some etymologiornimiation as shown in Figure 1.9.
The dictionary has 12.760 Turkish words. The olddsahat no longer exist in standard
Turkish language, local terms and proper nounstdale place in this dictionary. If not
necessesary the definiton of the words are not shamd only history and etymologic
sources are mentioned gdnyan, 2007).
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SOZLERIN SOYAGACI

Cagdas Tiirkgenin Etimolojik S6zliigl

Simgeler, kisaltmalar

Sizlikte kullandan simge ve
kizaltralarim liskesi igin tiklayim,

Simgeler

Cins

En erken drnekler

Dil adlan

Gramer notlarn
able  -den hali (ablative)

bilyiitme eki (sadece

. Tralyanca)

cod, sodulfeokik hali
ek,

F. disil {miiennes, ferminine]

arkaik bigim weya anlam

ger. iyelik hali [genitive)
by,

kg,

kryas [comparative)
kiigtlrme (dirminutive]
mad, kelimenin madern yazimi
. nlr

sup, abart (superlative)

- Arap-;al rpezu:l fiil vezni;

e | B | | |

I arapea mezid fil vezni: taf il

Sevan NISANYAN
Aranan : slem Yeni Arama : | | [ Ara ]
Kelime |Cinsi | En erlen Tiirloce Genele Kiken
~ Fralligorie aa ~ E¥un allfgoria bagka tirli sdvlere, bagka gev itma
etrie § Eiun allos bagka (~ HAvr i1 te, bagka ) + E¥un agoredd
alegori [xx/h] sitngesel anlaty komugmak, soylemek — kateson
» Hivr *al- kikiinden Lat alter (bagka), uls, ult- (Gte].
alelacele ~ Ar ala-l-c*aealat acele dle, acele olarak — alet, avele
alelade ~ Ar ala-l-c*ddai adet fizere, algliug surette — ale+, adet?
alelurmum w Ar “ala-l-c*umim genellikle, genel olarak — alet, nmum
alelusul w Ar Caln-l-u 50wl fizers, nsnlil ghi — alet, usull
q [xiv] sirage, igatet, ‘ o
alem belti sarcak, bayrak | Ar alam [#lm] a.a. — il
~ Ar “alam [#m] aa. ~ Aram “alam 1. sonsuz siive, shediyet, 2. dinya,
EVIED
alem? [el] digs, yeryizd, | Kars. Thr colin somsuz sive, shedipet).
herkes
EYEOKENLILER:
Ar “dlam - alerod, hareialezn
alemdar ~ Faa “alamddr sancaktar = Ar “alam sancak, bayrak — aletal, +dar

Figure 1.9The Information of the Words in the Turkish EtyngiloLexicon Project

These applications partially similar to some paiftshis study are studied and also

going on in different languages. As mentioned i@ pinoject’s purposes the studies in the

literature show the importance and necessity dfidysin this area in Turkish.

1.2.

THE MOTIVATION

The main purpose of this study can be summarized as

» Having studies devoted to recover from the langubgedicaps to facilitate

accessing intended knowledge and communicatiomiganet
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Providing contribution to the necessary studiesutitize the interdisciplinary
applications and their benefits that keep gainialge all over the world.
Recovering Turkish from the scope of less examlaaduages in technologic and
linguistic studies in spite of its broad usage.
Examining humans’ ability of obtaining, processingsing information and
communication and admitting of modelling these @ams degree, obtaining and
storing the information kept about words on thekigasund.
Providing opportunity to natural language procegsiand computational
linguistics studies providing enrichment and expamdor the features of the
words in use, obtaining a rich database and atstaland semantic word web,

o0 Gathering different meanings of the words,

o Showing different areas of usage,

o Obtaining example sentences of the words and havimghologic analysis
on these sentences for an open collection texiddkish language,
Giving the pronunciations as voiced or internatigpteonetic spelling,
Inserting the pictures if exists,

Showing the relationships between words and crgatiwordnet,

o O O o

Binding the words with the equivalents in otherdaages for usage in

multilingual platforms,

(@)

Being scalable, flexible, and trainable for humange
o Giving many people a chance for contributions ugimg interfaces which
will allow transfer on internet for obtaining andeating information, but
also existence of the control mechanism to keepracy and data quality
high,
o Immitating the ability of learning and using of hanteings,
0 Letting the system to update obtaining new autamaferences extracted
from the data,
0 Presenting the obtained results both as visuahartdxt based,
* Providing the Turkish NLP studies to be faster aedter of interest letting the
use of the products obtained from the study tgoaple who want to study on that

area.
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It is very difficult to find open sourcstudies in Turkish about this in such a wide
scope. Therefore this study has the characterin§l@ important study on Turkish natural
language processing. The purpose information meati@above briefly as this study shows

this importance.

Finally one of our purposes is, having scientifidtiwgs in respectable scientific
magazines on such important topics in behalf ofcoumtry and taking a step to participate
in the European Union projects in this scope amdidmg Turkish and Turkic languages to

be represented in projects, contests and NLP studie

In this study, latter approach is taken into coesation for representing the
meanings of the words. The issue of how one can aedior full automatically forms a
substantial lexical knowledge base that is useful hatural language processing
applications from existing information resource(s)addressed in this study. Although
there are some researches about Turkish langudbesiarea, this study has an importance
as being the first one which has the special pt@sgementioned above for Turkish natural

language processing field.



CHAPTER 2

IMPLEMENTATION

2.1 THE LEXICAL KNOWLEDGE

Lexical knowledge is the complete knowledge expmeédsy the words. The words
can be put together to form an infinite numbereftences, each one expressing a distinct
meaning. Furthermore, pragmatics asserts that gaimg can also vary depending on the
context of utterance. The study of words aimingitderstand the meaning and how they
relate to each other is a very wide and compleld fia itself. The ultimate goal of
rendering this information that can be utilized the computers presents even a harder
problem to tackle. Researchers have tried to cainsthis problem in a few ways (Bariere,
1997).

Words can be taken as single entities. Generdilgy tare examined without a
complete investigation of their meanings. The mtdons between words are given

through statistical measurements at different stégentence analysis (Onder at el., 2008).

On the other hand it is possible to work with alanguage where the number of
words is limited and the sentence structures ane mestricted. Investigating a smaller set
of words allows researchers to go deeper in thetysis and better understanding of the
meanings rather than the words themselves.

First of all, in order to have semantic infereniceaddition to other resources, it is
needed to create a database that stores the semelationships between words and

concepts in a language. There are various apgitatior creating these type of databases

16
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in the literature. Among these databases, the owsmon one is the WordNet which has
semantic clusters (synonym set — synset) for noterbs and adjectives (Fellbaum, 1998).
WordNet is created with a great effort in 5 yeamnsl @ontains 150.000 word structure
which has more than one or more words and 115.08nyms. WordNet uses

hierarchical structure which contains upper-conet lower-concept between words.

Since there is no common usage of these kind dicapipns for Turkish language,
an application similar to WordNet is being triedb® implemented. Generally most of the
words in the dictionaries have several meaningsésertherefore the relations of the words
are established by linking one sense of the sowael to the appropriate sense of the
target word rather than the words. Otherwise seimaansistency and integrity will be

destroyed when wrong relationship between wordstexi

The following example illustrates this situatiorhel'word “yiz” in Turkish has
senses like “to swim, a hundred, face, etc.” andmnelver a relationship is needed between
the “say1”(number) and “yiz” the sense that is tadired” has to be linked and the rest of

the senses will be irrelavant.

2.2 THE XML LEXICON

Linguistics is the scientific study of NLP. In lingptic, a corpus (plural corpora) or
more specifically text corpus is a large and stmed set of texts (now usually

electronically stored and processed).

XML is a markup language for documents containitigictured information.
Structured information contains both content (wopmstures, etc.) and some indication of
what role that content. Aimost all documents haw@es structure. A markup language is a
mechanism to identify structures in a document. XNt specification defines a standard

way to add markup to documents (O’Reilly Media, 200

An XML document comprises elements, attributes, cessing instructions,

comments, and entities.
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* Element Text delimited by an opening and a closing /ta/tag is a name
enclosed within angle brackets.

» Attribute : A piece of qualifying information for an elemern attribute consists
of a name, an equals sign, and an attribute valieied by either single-quotes or
double-quotes.

» Processing instruction The software that is reading an XML documentigmred
to as a /processor/. A processing instruction ditexhal information embedded in
the document to inform the processor and posstiéyge its behaviour.

« Comment An XML comment begins with the characters: ldssAt exclamation
mark, minus, minus; and ends with the charactensusnp minus, greater-than. Any
text within a comment is intended for a human reaaed is ignored by the
processor.

» Entity: An entity is a compact form that represents otbt. Entities are used to
specify problematic characters and to include skEbtext defined elsewhere. An

entity reference consists of an ampersand, a namaea semi-colon.

XML lexicon is used for Turkish Language Corpus evhcontains 63K word entries.
This corpus consist of an alphabetically seriesXML documents. These documents
together form the lexicon knowledge base. Thisdexiknowledge base is an organized as
a description of the lexemes of the language. th éaxeme word senses are described as
word-sense entries. For each word sense elemeamtsepresented by <kelime>, part of
speech is designated by <group_ID>, meaning <anlangiven and a sample sentence
<ornek_metin> is illustrated. The study is impleneehby finding relations among words

from this lexicon knowledge base.

A typical lexicon entry in the lexicon knowledgeskeas shown in Figure 2.1.
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<kayits
<kelime=parca parca</kelime:
<grups
<grup_ID=parca parca</grup_ID=
<grup_hilgizzarf</grup_hilgi=
<grup_anlam:z
<anlamzParcalanmis bir durumda, lime lime</anlam:
<arnek
<ornek_metinzHepsinin tiraslar uzamis, esvaplar parca parca idi.</ornek_metinz
<aornek_kaynak=0. Seyfettin</ornek_kaynak=
=fomek>
<forup_anlamz
<grup_anlam:
<anlamzAzar azar, biliim haliim</anlanm:
<orneks
<ornek_metinzDenize parca parca dakiillmiis kayalarin kenarindan bir cakil yol, ge
zornek_kaynak=S. F. Abasiyamk=/ornek_kaynak=
<forneks
<fgrup_anlamz
<grup_atasozu_deyirn_birlesikfiilz=
<s0z=parca parca etmek</soz>
<fgrup_atasozu_deyim_hirlesikfiil=
<fgrups
<fkayitz

Figure 2.1 A Representation of XML File

2.3 RULE EXTRACTION

The study of words in the goal of understandingrthreanings and how they relate
to each other is very large and complex field gelit Aiming to render this information
usable by a computer presents an even larger pnoblée are interesting in analyzing the
definitions given in the Turkish XML lexicon to finthe relationships between the words.
To do so, we needed to analyze the meaning ofefring sentences from the XML tags

<kelime> and <grup_anlam> and in that respect werderesting in semantic knowledge

Typical relationships and a few examples that caruged in this application are

given in Table 2.1.
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Table 2.1Typical RelationShips and Their Examples

RELATION EXAMPLE

Kind-Of Fasulye(bean) bitki(plant)

Amount-Of Hektar(hectare) —06lcti(measurement)
Group-Of Manga(squad) —asker(soldier)
Member-Of Burcak(vetch) —baklagil(leguminous)
Synonym Ak (White) — Beyaz(White)

Antonym Zor (Hard) — Kolay (Easy)

Much of the work on semantic relations, from a pecsive of extraction of
information from a dictionary, is done via the ais#d of defining formulas. Defining
formulas correspond to phrasal patterns that ocften through the dictionary definitions

suggesting particular semantic relations.

As it mentioned In PHD Thesis Bariere, the reladigmesented fall into two main

classes: objects or situations. This classificalgéaal us to find new relations.

OBJECTS: The relations found in this group take place his tgroup, as well as the

relation between a unique object and its propedigsarts (Bariere, 1997):

» part/ whole relations: This class looks at objects that can be segmenteda

number of functional parts, or into smaller segraent

Relations: part-of, piece-of, area-of, amount-ofjtent

* member/set relations: This class contains all the relations of quantityobjects,

whether we have none, one or many of the samdferefit types.

Relations: set-of, element-of

* human/animal relations. Some relations only apply to living entities hayithe

capacity for decision, perception and feeling.

Relations: child-of, possession, home-for
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comparison relations: This class contains the relation for comparing ghgsical
properties of two objects.

Relations: like, more-than, as, less-than

spatial relations: The relations for comparing two objects with regaodtheir

locations.
Relations: multiple prepositions such as on, imvah behind

word relations: To some extent, these relations are context imiggnt. They are
not part of an object or situation, they are relati on the concepts that words
represent instead of the physical entities theneselWe could say they are

intensional relations instead of extensional ones.
Relations: opposite, synonymy, taxonomy

description relations. This class gives the value of different attritsuté objects
through some formulas that describe the objects.

Relations: name, attribute, material, function,wtbo

SITUATIONS: This group deals with situations instead of olgedt therefore relates
actions to participants, location, and time. Aslwieklassifies the situations themselves as
being states or events depending on the time tileytb accomplish in comparison to the

surrounding events.

action modifiers: General adverbial modifiers not yet classifiedrase precise.

Relations: modify

case-role relations:This is the largest class, it contains all thatrehs that can be
subordinate to a verb.
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Relations: instrument, method, manner, agent, épezr, location, object,
recipient, result, cause, transformation, reason|,gaccompaniment, direction,

source, destination, path, during, point-in-tinmmegliency

* agent involvement The agent of the action is a living entity witbsites, feelings,
goals. The involvement of the agent in a situat®ran important factor to its

progress.
Relations: ability, desired-act, intention

» action relations: This class contains different types of actiongrgystate, process.
The three relations form more of a continuum thaeé¢ independent relations, as
the distinction between them is subtle. It involtes ratio of elapsed time between

the action itself and the other actions withintaation.
Relations: act, event, process, sequence.

For example, the relations part-of, made-of caddtected directly via the defining
formulas <X1 is a part of X2>, <X1 is made of X2henever the definitions contain these
patterns. Various rules similar to these have lokdimed to find the relationships between
the words and relationships. Then the frequendie=ach rule for the related relations of
the words have been calculated. In the meanwindasitive or inverse relations have been

considered and taken into account. A partial lisutes is provided in Table 2.2.

On the other hand if the relations were too specifiwould be very hard to find
formulas for rules from our lexicon that has 63Krexs. So the generic rules were defined
as shown in Table 2.2 that lists the most frequafining formulas. The rest of the
relations were added by looking through the daéinibf the words and trying to see which

relations would be needed.
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Table 2.2Relationships and the Corresponding Patterns ikiStur
RELATION RULES
Kind-Of Rule 1: <X: ...Y tipi(dir).>
Rule 2: <X:.... Y ¢sidi(dir).>
Rule 3: <X....: Y turu(dar).>
Amount-Of  Rule 1: <X: ... Y birimi(dir).>
Rule 2: <X: ....Y miktarn(dir).>
Rule 3: <X:..... Y 6lgusu(dur).>
Group-Of Rule 1: <X: ...Y toplulgu(dur).>
Rule 2: <X:... Y kiimesi(dir).>
Rule 3: <X: ...Y birligi(dir).>
Rule 4: <X:... Y(den|dan) okan topluluk.>
Rule 5: <X:.... Y butunu).>
Rule 6: <X: ....Y tumu).>
Rule 7: <X:.... Y surusid.>
Member-Of Rule 1: <X:..... Y’nin Gyesi(dir).>
Rule 2: <X:..... Y+gillerden(dir).>
Rule 3: <X: ... Ysinif.>
Rule 4: <X: ....Y takimi.>
Synonymy Rule 1: <X: Y (single word).>

Rule 2: <X:.....,Y. (after comma,the last word of 8entence)>
Antonymy Rule 1: <X:.... Y kantl.>

Rule 2: <X:.... Y olmayan.>

2.4 EXTRACTED RELATIONS

In this section from the Object group “synonymytceaymy, amount-of, member-
of” relations have been analyzed in great detaddifionally the hierarchical relation is
shown by the kind-of and a member-of relation exted from the definitions via defining
formulas such as shown in the examples below altmirMed by illustrative sentences and

the predicates that can be derived from them.
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2.4.1Relation: Kind -of

Most of the extraction techniques rely on findidgfining formulas within the
defining sentences. Rules such as <X: Y tipi(di{X is a type of Y), <X: Y c¢cgdi(dir) >
(Xis akind of Y), <X: Y turt(dar).> (X is a sodf Y).are mentioned as the most common
ways to identify a "Kind-Of” relation between comise X and Y.

(Rule 1) X WW, Waoooooni, W. Y tipi(dir).
S J
mavzer:....... orduda kullanilan loifetk tipi.

Kind-of {*mavzer”,"tufek’}

mavzer(mauser) is a kind of tufiélie(r

(Rule 2) X: WW, .W,. Y cadi(dir).
defne yapga ............. Bir lufer gedi.

Kind-of“defne yapraz1”,"lufer”}
defneyapga(bluefish) is a kind of lufer(bluefish

Rule3) X: WL W Waeooeeoeeeenanne, W. Y  tiru(dar).

o

atari:... basit programlarla diizenfeis bir oyun tura.

Kind-of“atari”,”oyun”}

atari(video game systems) is a kihdyun(game)
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2.4.2Relation: Amount of

(Rule1) X: WWoW5. e, W Y  birimi(dir)
\_Y_/ G J
'
Amper:... Elektrik akiminda.......... siddet birimi.

Amount-of {* siddet”,”"amper”}

Amper(ampere) is an amountmfdet(amplitude)>

(Rule 2) X: W Wo W Y miktari(dir).
- |\ )
\_Y_/ e
kapasite:... ........ Biflétmenin................... aretim miktari.

Amount-of“kapasite”,”tretim”}

kapasite(capacity) is an amount dtiim(manufacture)

(Rule 3) X: WWo W Y olgusa(dar).
- J
\_Y_/ ~ \_Y_)
ArUZ: ... oo, divan edgdii................ nazim o6lgusi

Amount-of {*nazim”,"aruz"}

aruz(prosody) is an amount of hazim(poetry)

2.4.3Relation:Group-of
(Rulel) X: WL Wo e W Y  toplulygu(dur)
h'd

CiNS:.... .coeeeenn. Pek cok ortak ozelliklerillan tdrler topluligu.
Group-of {“cins”,"tur"}

cins is a group of tlr (species)



(Rule 2) X: WL W e AW Y | kimesi(dir).
N _/
Y
skala:... .... Bir bestede kullanilabilecek agiirden sesler kiimesi.

Group-of {*skala”,"ses"}

skala (scale) is a group ses (tone)

(Rule 3) X: Wi Wo JW Y  birligi(dir)

Group-of {*hece”,"’ses”}

hece(syllable) is a group of ses(tone)

(Rule 4) X: WL WL Mblusan Y  toplulygu.
_ /
'
Grup:...... altinda birlgirilmesinden ........... okan kita toplulgu.

Group-of {*grup”,’kita”}
grup(group) is a group of kita(detachment)

(Rule 5) X: WL Wo e, Y Y  butuni
\_Y_/ - J
Y
donanma: Belli bir amagcla kullanilan  gemilerin butlna.

Group-of {*donanma”,”"gemi’}

donanma(fleet) is a group of gemi(ship)

(Rule 6) X: \Wl Wo s /W Y tumi
Y Y
bitki ortusui: Bir bolgede ygtn........... bitkilerin tumu

Group-of {“bitki 6rtisi”,”bitki"}
bitki ortusi(flora) is a group of bitki(plant).>

26



27

(Rule 7)

X: N B Lkt Y sirtsi
! Y

NANIF Los s e e Sir sardsu
Group-of {*nahir”,”s1 gir"}

nahir(flock of cattle) is a group of@r(cattle).

2.4.4Relation: Member-of

(Rule1) X: \W\Nz ................................ W Y uyesi(dir).

gangster: ........... Yasagdlisler yapan cete uyesi.
Member-o f{ gangster’,” cete’ }

gangster(gangster) is a member of ¢cete(gang).

X: Y+gillerden, W W ... W bitki
(Rule 2) Y Y K Y =
ahududu: Gllgillerden, Rairtleni andiran, ................... bir bitki

Member-o f{ raspberry’,” Rosacea€’}

Ahududu (raspberry) is a member of gulgille?dsaceae)

(Rule 3) X: Wi Wo e WY sinifi.
_ o

lImiye: ........... Din gleriyle ugrasan........... hocalar sinifi
Member-o f { ilmiye”,” hoca” }
Iimiye is a member of hoca.

(Rule 4) X: WL Wso MWNY  takimi.
\_Y_/ N ~ % \_Y_/
Formdl: ........... ilkeyi aciklayan ........... simgeler takimi.

Member-o f{ simge’,” formdl’ }

Simge(symbol) is a member of formul(formula)



2.4.5Relation: Synonymy

(Rule 1) X: Y
Bagislamak: Affetmek
Synonym §{ bagislamak”,” affetmek’}

bagislama (forgiveness) is a synonym of affetme(forgssn>

(Rule 2) X: WL Wso W Y.
J
g .
mazeretli: .....cooces oeiiianil. Mazereti olan, mazur.

Synonym { mazeretli”,” mazur”}

mazeretli (excused) is a synonym of mazur(excused).

2.4.6Relation: Antonymy

(Rulel) X: WL Wo e WY  Kkarsitl.

= (o Yemek yemesi gereken, .......tok  kafiti
Antonym { a¢”,” tok” }

ac (hungry) is an antonym of tok(satiated).

(Rule2) X: Wi Wo e W'Y olmayan.
- ~ J \_Y_/
ham: ..o s Yenecekakadolgun olmayan (meyve).

Antonym { ham”,” olgun” }

ham(unripe) is an antonym of olgun (ripe).

28
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2.5 DISCOVERY OF NEW RULES

A hypernymy relation denotes that there is a warchghat it is more specific than
the other word. This relationship is also can déedaas an “IS A” relation. On the other
hand hyponymy relation denotes that the word isulaclass of a more generic word.
Necessary sub-rules for relations to improve theugcy are applied. Further for finding
rules of hypernymy relations through lexicon ergtrilmm the lexicon knowledge base are
investigated. The table lists below the rules foand implemented in extraction of word
relations.

From the definitions via extracted relations suslslaown in below:

(Rulel) X: Bu renkte olan .(X is a colour)
mavi: Bu renkte olan.

In the example above the lexicon entry “mavi’(blus) related with word

“renk”(colour) and in English form the sentence dam expressed as “blue is a

colour”.
(Rule2) X: Y (gillerden) WW, ............. W bitki.(X is a plant which is a
N 5w Y member of)
Y Y ~"
ebegUimeci: Ebegumecigillerden,............ cicekli biitki.

Ebegtmecigiller: Ayri ta¢ yaprakli iki gceneklilerdedrnek bitkisi ebegtimeci olan bir

bitki familyasi.

In the example above the lexicon entry “ebegiméuaillow) is related with word “bitki”
(plant) and “ebegumecigiller” (Malvaceae). And gntebegtimecigiller” (Malvaceae) is
related with word “iki ¢cenekliler” (Magnoliopsidagnd“bitki”(plant).So in English form
the sentence can be expressed as “mallow is a\plaah is a member of Malvaceae” and .
“Malvaceae is a plant which is a member of Magrsida”. This example is shown in

Figure 2.2 as a tree structure.
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bitki

iki cenekliler

Yabani ebeglimecile sarical Sedef otugille carkifelekgille

ebeglime bamy:

Figure 2.2Hierarchical Structure Of Plant (Bitki ) Class

(Rule 3) X:  Y(gillerden|lerden|lardan), W W> ...W, hayvan .XX is an animal

N\ U ) which is a member of
\_Y_/ v Y
Y)
pars: Kedigillerden, genellikle ......... etcil, memeli hayvan,.

In the example above the lexicon entry “pars” (ko) is related with word
“hayvan” (animal) and “kedigiller” Felidae) so in English form the sentence can be
expressed as “leopard is an mammal animal which msember of Felidae”. This

example is shown in Figure 2.3.
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hayvan
memeli
kedigiller tek parmakhlar gevis getirenler
pars zebra okapi zurafa deve

Figure 2.3 Hierarchical Structure of Animal (Hayvan) Class

(Ruled4) X: WW, . .. SWh L bir element.(X is an element)
- \.
Y
kalay: Atom numarasi 50.,........... , yumuyak bir element.

In the example above the lexicon entry “kalay” )tins related with word
“element’(element) and in English form the senteme® be expressed as “tin is an

element”.

Rule 5 X: W, W,
(Rule 5) \W b y

firin: Bir maddenin fiziksel | arag.

arac. (X is a tool)

In the example above the lexicon entry “firin” (ayeés related with word “ara¢”(tool) and

in English form the sentence can be expressedras i$ a tool”.

(Rule6) X: W W, ... W .yer. (Xis aplace)

\_Y_/\ "y J

cephe: Yerde veya daha yukseklerde............. arsilapiklar yer.
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In the example above the lexicon entry “cephe’(expe) is related with word “yer”

(place) and in English form the sentence can beesspd as “cephe is a place”.

(Rue7) Wi W, ... W vbboWL Woiiiiiioonnn. W (suchas)
Olum, yangin, deprem vb. olaylarin yagattiziinti, keder, elem

In the example above in lexicon meaning “Olum”(ti¢at‘yangin’(fire), “deprem”(
earthquake) is related with word “olay’(event) andEnglish form the sentence can be

expressed as “{death.fire, earthquake} are events”.

(Rule 8) X: WW, ...W, kimse . (X is a person)
\W_} — ~— )
dondurmaci: Dondurma yapan veya satan kimse

In the example above in lexicon entry “dondurmacéihan) is related with word
“meslek”’(occupation) and in English form the sertenan be expressed as “dondurmaci is

an occupation”. This example is shown in Figuregs4 tree structure.

kisi
meslek milliyet
bakka ascl camc kebabg kafkasyal koreli leh

Figure 2.4 Hierarchical Structure of a Person ¢KiClass

2.6 MORPHOLOGICAL ANALYSIS

Turkish is an agglutinative language and frequentigs affixes, and specifically
suffixes, or endings (Lewis, 2001). One word camehaany affixes and these can also be

used to create new words, such as creating a venb & noun, or a noun from a verbal
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root. Most affixes indicate the grammatical funotiof the word (Lewis, 2001). The only

native prefixes are alliterative intensifying sylles used with adjectives or adverbs.

The extensive use of affixes can give rise too lamgds. To give an example, a
morphological structure of a word in a Turkish laage is given in the following example
(Jurafsky and Martin, 2006):

Turkish: uygarlatiramadiklarimizdanmsinizcasina

English: (behaving) as if you are among those whn@could not civilize/cause to
become civilized

uygar +la +ir +ama +dik +lar

civiized +become +causative +not able +participfs

+imiz ~ +dan +my +sIniz +casina

+personlpl +ablative +past +2pl +as if

Therefore all words that are acquired from thequatt have to be morphologically

parsed to obtain the word stems.

Turkish extensively uses agglutination to form nsards from nouns and verbal
stems. The majority of Turkish words originate frdime application of derivative suffixes

to a relatively small set of core vocabulary.

An example set of words derived from a substantdet is shown in Table 2.3 and

an example of starting from a verbal root is shawmable 2.4.
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Table 2.3 An Example Set of Words Derived From a Substarftivet

Turkish Components English Word class

g0z g0z eye Nour

g6zl g6z +-luk eyeglasse Nour

gozlikci g6z +-luk + -¢i opticiar Nour
gozlukeulll g0z +-luk + -ci +-luk ogtician's trad | Nour

gOzlen g6z +-lemr observatio Nour

gbzlemc g6z +-lem +-ci observe Nour

g6zle gbz +-le observ Verb (order
gbzleme g6z +-le + -mel to observ Verb (infinitive

The main problem in our application is stemming therds. Stemming is the
process for reducing inflectional or derived womis language to a reduced form that may
or may not be the morphological root of the wortlss not necessary that the stemmed
words should give the morphological root of the avdt is sufficient that similar words
math to similar stem. Eg. the words “call”, "caflefcalls” should match to same stem
"call” (Sanyal, 2006).



Table 2.4An Example Starting From a Verbal Root
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Turkish Components English Word class
yat- yat- lie down Verb (order)
yatmak | yat-mak to lie down Verb (infinitive)
yatik yat- + -(1)k leaning Adjective
yatak yat- + -ak bed, place to sleep Noun
yatay yat- + -ay horizontal Adjective
yatkin yat- + -gin inclined to; stale (from Adjective

lying too long)
yatir- yat- + -(1)r- lay down Verb (order)
yatirmak| yat- + -(1)r-mak to lay down Verb (infinitive)

yatirrm | yat- + -(1)r- + -(Hm laying down; deposit, Noun
investment
yatirimci| yat- + -(1)r- + -()m + -Cl depositor, investor Noun

Following example is detected according to onénefrulesof hypernymy relation

“Oluim, yangin, deprem vb. olaylarin yarattiiizintii, keder, elem”

The hypernymy relation is found between the woridspa

Hypernymy{“6lum(death)”,”olaylarin(events’)"}

Hypernymy{“ yangin(fire)

” o

olaylarin(events’)”}

” o

Hypernymy{* deprem(earthquake)”,“olaylarin(event¥’)
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One of the related word “olaylarin (events’)” hasme suffixes. Morphological
analysis is needed to have the stem of the wordacheeve this process an open source,

platform independent, general purpose Natural LagguProcessing library and toolset
designed for Turkic languages Zemberek is usett@srsin Figure 2.5.

femberek Demo

|TURKI‘('E |v| [ wome [[ =t || vorkseTes |
| Denetl= | | g_ﬁztlm'le— | | Ascii-=Tr | | Tr-=Ascii | | Hecels | | Sner
Giris alans -Cikis alani
| = | | 5 | | ; | | & | | " | | i | | c | | i | i-l’lclz_e_rli_ké;Iivllglr&ﬂn_ﬁimﬂﬂ;ij:’ljslm} Ekler|SIM_KOkK + 1SIM_COG
oLAavYLARIM

{loerik: olaylann Kok olay tip: 1S} EklerSiM_KOK + [Sih_COG
UL_LER + ISIM_SAHIFLIK_SER_IN

Figure 2.5Morphological Analysis of a Word

Zemberek has the ability to construct words. Tlsisai simpler operation then
Morphological parsing, it requires a root word abjand a list of suffix objects. The
system basically creates the suffixes and appendfier the formed word is shown in
Table 2.5.

Table 2.5Ro0t and the Suffix List in Zemberek

1. {Ilcerik: olaylarin  Kok: olay tip:ISIM} EklerISIM_KOK +
ISIM_COGUL_LER + ISIM_TAMLAMA _IN

2. {lcerik: olaylarin Kok: olay tip:ISIM} Ekler:ISIMKOK  +
ISIM_COGUL_LER + ISIM_SAHIPLIK_SEN_IN
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This list main contain many different roots, savitl be impossible to find the true
root. Therefore the root of the beginning elementhe list (Kok: olay) is accepted as a
default root of the word. After this operation thew related word pairs are:
Hypernymy{“6lim(death)”,”olay (event)”}
Hypernymy{“ yangin(fire)”,“olay (event)”}

”

Hypernymy{* deprem(earthquake)”,“olay (event)”}



CHAPTER 3

RESULTS AND COMPARISON

This chapter will show the accuracy results of #gwomatic detection of word
relations. The results in the tables below indithst some relations are hard to be detected
automatically from the definitions. Alternativelgne can also infer that the rules employed
are not sufficient and some other rules are nepeska these types of relations.
Additionally the accuracy of the results can berioved and the necessary rules can be
easily obtained by increasing the rules of thetieia. On the other hand, some relations
can be completely or at least generally detectedowt further modifications and this is

promising for some other types of relations.

3.1. PERFORMANCE MEASUREMENT

Performance of such systems is commonly evaluasgnjihe data in the matrix.
Confusion Matrix is a table with the true classaws and the predicted class in columns
(Kohavi and Provost, 1998). The diagonal elemergprasent correctly classified
compounds while the cross-diagonal elements represésclassified compounds. The
Table 3.1 also shows the accuracy of the classiBethe percentage of correctly classified
compounds in a given class divided by the total Imemof compounds in that class. The
overall (average) accuracy of the classifier i® @epicted (Hamilton, 2007).

The entries in the confusion matrix have the follmyymeaning in the context of our
study:

* Ais the number oforrect predictions that an instancenisgative

e B is the number ofincorrect predictions that an instance ipositive,

38



39

» Cis the number dhcorrect of predictions that an instannegative and

* D is the number oforrect predictions that an instancegesitive.

Table 3.1Confusion Matrix

Predicted

Negative | Positive

Actual | Negative A B
Positive C D

* The Accuracy(AC) is the proportion of the total number of predios that were
correct. It is determined using the equation:

A+D (3.1)

AC=——r———
A+B+C+D

3.2. ACCURACY OF THE RESULTS

The accuracy of a measurement process is usedaloade the performance of
system.

Table 3.2 demonstrates that the total number gbuisitthat is obtained from our
implementation by using extraction algorithms fde trelations and accuracy of this
implementation.

Table 3.3 results indicate that some rules are t@ine detected automatically. On
the other hand, some rules can be completely lmaat generally detected without further

modifications and this is promising for some ottygres of generations



Table 3.2Accuracy Results for Automatic Detection of Wordd&iens

Relation Total Correct Incorrect AC(%)
Antonymy 1962 1687 275 84
Synonymy 22124 21510 614 97
Kind Of 630 567 63 90
Amount Of 254 218 36 86
Group Of 421 303 118 72
Member Of 1026 831 195 81

Table 3.3Number of Relationships Obtained According to ERcie

Relation Rulel Rule2 Rule3 Rule4 Rule5 Rule6 Rule7
Antonymy 367 1595 - - - - -
Synonymy 6757 15367 - - - - -
Kind Of 12 32 586 - - - -
Amount Of 167 45 42 - - - -
Group Of 129 14 61 66 124 16 80
Member Of 37 805 66 118 - - -

The first column of Table 3.4 indicates the rulésgh®e Hypernymy Relation. The
second column points the total number of extractdations from that rules. The columns

named total and correct are used to calculate acgunf each rule for the hypernymy

relation.

For example, calculation of one of the rule “like™

C= Correct :%:0’94
Total 581
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3.3. ERROR SOURCES

Experimental results show that automatic relatiatraetion of words in Turkish
language is really difficult to be accomplishedhwitigh accuracy. Some of the sources of

incorrect results are explained below.

3.3.1 Subordinative Conjuctions

Two nouns, or groups of nouns, may be joined tanfeubordinative conjuctions. In
our relation extraction algorithm subordinative gmtions are not considered while finding

related words.

Table 3.4Accuracy Results for Hypernymy Relation

Rule Total Correct Error AC%
Term 7115 7115 0 100
Person 1939 1939 0 100
Action 5453 5453 0 100
Science 58 52 6 90
Animal-Plant 72 64 8 89
Category 141 141 0 100
Colour 68 68 0 100
Element 38 33 5 87
Place 303 303 0 100
Equipment 49 48 1 98
Tool 70 70 0 100
Job 413 413 0 100
Nationality 125 124 1 99
Such as 3119 1560 1559 50
Like 581 544 37 94
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In the following example according to Rule 3 of tkend-of Relation the correct
related word with “bal arisi” should be “eklem bkica Because of the difficulty of

detection of the subordinative conjuctions in TahkLanguage,they are not considered.
bal arisi: Zar kanathlardan, bal yapan eklem bakaurt (Apis mellifica).

Kind-Of {"bal arisi (honeybee)”,” bacakli (havingelys)”}

3.3.2 Morphological Analysis of Zemberek

Some of the morphological analyses provided by ZFelbare detected as incorrect.
There is an example below that shows this situation

“Bir onceki cumleyle bglanti kuran yani, demek ki, dyle ki vb. ghayicilarla

baslayan, s6z konusu duygu veyaidliceyi bitinleyen cimle.”

Hypernymy{“demek ki (scil)”,”bglayicilarla(with the connectives)”}
Hypernymy{“ yani ( | mean)”,” bglayicilarla(with the connectives)”}
Hypernymy{* 6yle ki (such that)”,“bglayicilarla(with the connectives)”}

The hypernymy relations show that the morphologaiysis is needed for the second
related word “balayicilarla(with the connectives)” as shown in Tald.5 Morphological

Analysisof Word “bgslayicilarla”

Table 3.5Morphological Analysis of Word “bdayicilarla”

3. {Icerik: baglayicilarla Kok: bala tip:FIIL} Ekler:FIIL_KOK +
FIIL_TANIMLAMA_ICI + ISIM_COGUL_LER + ISIM_BIRLIKTHK_LE

4. {Icerik: baglayicilarla Kok: bas tip:ISIM} Ekler:ISIM_KOK +
ISIM_DONUSUM_LE + FIIL_TANIMLAMA _ICI + ISIM_COGULHR +
ISIM_BIRLIKTELIK_LE
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The correct root of the wordbaglayicilarla” should be“baglayici”. After the
morphologic analyse of Zemberek it is found asgt@aThese incorrect relations can be

corrected only manually by the experts.

Hypernymy{“demek ki (scil)”,”bgla (fixate)"}
Hypernymy{* yani (I mean)”,” bgla(fixate)"}
Hypernymy{* 6yle ki (such that)”,“bgla(fixate)"}

These incorrect relations can be corrected onlyualynby the experts as:
Hypernymy{“demek ki (scil)”,”bglayici(conjuction)”}
Hypernymy{* yani (I mean)”,” bglayici(conjuction)}
Hypernymy{* éyle ki (such that)”,“bglayici(conjuction)”}

3.3.3 Conjunctions in Zemberek

Zemberek analyses some of the conjunctions like Birgok, veya,ki....” as they are
nouns. According to our kind-of algorithm the redat can be found only between the
words has same genus. If the conjunctions are eféfas nouns this becomes a problem
while finding the related noun pairs

ag mantarlar: /nsan ve hayvanlarda hastg yol acan ve birgok tirii icine alan ilkel

bitkiler toplulugu.

Kind-of{"*a g mantarlar”,”birgcok”} is not correct.



CHAPTER 4

CONCLUSION

4.1 EVALUATION OF RESULTS

In order to model the knowledge acquisition, preoggs usage and communication
abilities of humans in computational domain to soex¢ent, the simulation should be
started from the smallest units of human learniregimanisms. Therefore, it is planned to
study in the word level in the context of this gt} Words are the fundamental building
blocks of the communication, thinking, and decismaking cognitive processes. While the
learning process of words takes place, most oirtfeemation related to these words is also

kept in the background.

Although, most commonly used dictionaries are tiemed to the electronic
environment and are utilized by information teclugeds in the last decade, they generally
provide only the words and their definitions. Howevvarious useful information and
features about the words and relationships amoe ttan not be represented and these
can not be facilitated by many other applicatio8foring the words along with their
various features and relationships in a knowledggepformation of a WordNet that allows
demonstration of wide variety of relationships betw words, and also to associate the
words with their equivalent translations in the esthanguages for applications of

multilingual environments are among the major goalhis study.

The design is implemented in such a way that flesble, scalable and trainable by
humans and it is possible to imitate the dynam&nmg and processing mechanism of

human being in this manner.

44
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In our application some formulas are defined folatreg the words by using
dictionary definitions as the starting point. Thésenulas are applied to the meaning of the
words by using a computer program. All the relatentds and their relations that are
handled from the program which we have done amedtm the files. The results indicate

that some relations are hard to be detected auimatigt from the definitions.

On the other hand, some relations can be completeat least generally detected

without further modifications and this is promisifag some other types of relations.

4.2 FUTURE IMPROVEMENTS

In the future work example sentences, pronunciaf@s sound files or texts as
international phonetic spelling), pictures, etc may kept in our database. All useful
features that are provided in traditional dictioesr will be brought together, and
additionally, insertion of new words and definitsprdescription of different relationships
between words and association of words by thesdgefireed relations, automatic inference
of new relationships by considering the interactadrthe relations and demonstration of
words structural changes in different time peri@gl geographical locations will be
provided.

As the knowledge base enriched either by directitimgy automatic detection new
inferences or corrections on the automatic infezenwvill take place leading to an
exponential growth in the data. Sample sentenckkdevkept as the source of a corpus, the
words in this corpus will be morphologically anadgizand the sentences will be parsed, in
the meanwhile, the semantic annotations will bequted by keeping the link between the
words/their senses and the example sentences.XBmepte sentences will form a corpus
and provide an invaluable scalable resource thateesded but missing for the Turkish

semantic applications.

An interface will be formed that provides acquditiand inputting of the information
via internet and contribution of many people o¥ghowever, the given information will be

controlled before direct transfer to the knowletgse and only the approved data will be
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allowed to be processed. If there are new autoniafigcences that can be acquired from
the given information, these will also be added.tdhe outcome can be presented to users

in a visual and also text format.

As a result, although there are some researchasd dlokish language in this area,
this project has an importance as being the firet which has the special properties

mentioned above for Turkish natural language pngdield.
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