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ABSTRACT

This study is about analyzing medical data witthganeural networks and the accuracy of
these networks on diagnosis. During the trainingnetiral networks, a program named
FannTool that is under GPL license and uses aficatineural network library named Fast
Artificial Neural Network is used. Training with féBrent algorithms, different network
designs, using data sets with different trainirgi/t@tio, training with different number of
epochs, using different activation functions areestigated to find out how they affect the
performance of artificial neural networks.
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YAPAY SiNiR AGLARI iLE TIBB i VERILERIN DEGIiSiK EGiTiM METODLARI
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0z

Bu calsma tibbi verilerin yapay sinirghari yolu ile analizi ve bu@arin tani koyabilmedeki
performansi ile ilgilidir. Alar egitilirken Fast Artificial Neural Network isimli biyapay sinir
agl kutuphanesini kullanan FannTool isimli Ucretsiagitim bir program kullaningtir.
Farkli algoritmalarla gtilmenin, farkli & dizaynlarinin, farkl gitim/test oranina sahip veri
setlerinin  kullaniminin, farkli  miktarlarda adimkar egitiimenin, farkli  aktivasyon
fonksiyonlari kullaniminin yapay sinigain performansini nasil etkilggdiarastiriimistir.

Anahtar Kelimeler: Yapay Sinir Aslari, Anemi, Tam Kan Sayimi.
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CHAPTER 1

INTRODUCTION

1.1INTRODUCTION

Decision-making is one of the most important naissi in medical science.
Doctors are always required to make the right dmtss Despite the study and
experience of tens of years, they might make mestals human beings (Sprogar, et al.,
2002). Identifying complicated correlations whicte dard to be revealed by human
without the help of computation power of computéss succeeded with pattern
recognition methods in which Artificial Neural Netvk (ANN) model is involved
(Valafar and Ersoy, 1996). Huge training is regdifor artificial neural networks to
find a pattern among a pattern pool each of whatk llike similar. Revealing the
particular properties that artificial neural netk®ruse is problematic.Existence or
vacancy of a property makes ANNs to determine elmg¥alafar, et al., 2000). As a
result, in the last decades, making decisions daugrto computer-aided programs
become more of an issue and the researches isubjsct are extended (Allahverdi, et
al., 2011). In this study, we tried to diagnose Wreeaccording to blood sample reports.
For this, we collect blood samples of healthy peapid people with Anemia. What we
want to experience is that we use these blood sangplorts and train an ANN with
these samples. Then we test the trained ANN walrémainder samples and try to find
medically meaningful results from those blood samplin this study, by medically

meaningful will refer to two different cases. Fioste is determining whether a person is



an Anemia patient or he or she is healthy. Secamal ltas four choices which are

healthy or three different Anemia types; microcytiormocytic and macrocytic.

Firstly, in this introduction part, we investigdtéhe similar researches in this
field and saw what they have done. Then we thowdgjatt we could do further and talk
about them. In chapter 2, we speak of the neutalarks, structure and kinds of ANNSs.
In chapter 3, we give some medical background métion that is significant for
understanding this paper. In chapter 4, we givectite of our study and its results in

detail. And in conclusion part, we discuss the ltssand talk about the future study.

We gained the most successful results from FANNAICRINCREMENTAL
method. In binary choice test, we get 98.40% swosbich means we successfully
find whether a person has Anemia or not. In 4-asf, twhich we consider the type of

iliness, we get 95.80% success.

1.2 PRELIMINARY RESEARCH

Our aim in this study is to help doctors in diagisoof Anemia. We have used
Fast ANN, which is a kind of ANNs under GPL.

There are similar studies that have been donkisnarea that is the assistance
of computer-aided programs in medical science. \Aieelexamined several researches
related to Anemia diagnosis or treatment. In addjtin these articles, there are several
methods besides ANNs have been used and we haheecto check the comparison of
the results of different techniques.

The first paper was about therapy of Anemia p#iemith chronic renal
failure. They have studied for a better treatmehthat specific group of Anemia
patients due to the cost of the process and toceethe side effects by individualizing
the drug dosage. 110 patients have been examingédsereral ANN models used
including MLP, ElIman and FIR. In all methods, timeries process is exercised. The
results were satisfactory. Thus, an easy-to-usasidaeaid computer program is
implemented (Guerrero, et al., 2003).



Another article was written on the subject thathe effect of Hydroxyurea
(affected or not affected) on sickle Anemia pasenthe effects are examined on 83
patients over 23 parameters. The first method wezsl correlation analysis and it is
failed in finding a relation between Hemoglobin ahdse 23 parameters. The second
method was linear regression and it is also faildte successful method is an ANN
which uses pattern recognition analysis and iuccsssful with a rate of 86.6% on the

effect of Hydroxyurea on the examined patients &l et al., 2000).

The subject of the last study was very close topaper. It indicates that in
the Hematology Labs, the number of Full Blood CeuBC), their accuracy and the
number of parameters in FBCs have increased. €htsla raw data to be examined by
Hematology experts. The idea is that an algorithmlze used in order to conclude with
medically meaningful data from those raw data gateer by FBCs. Bayer R&D team
writes an ANN with a hidden layer between input andput nodes. Blood of 1000
patients from 22 hematology centers are examin®tN Avhich is trained by labeled
samples gives successful results. Moreover, taied that in the future, not only binary
results (patient or not patient) but also the tgbehe disease can be achieved using
neural networks (Zini and d'Onofrio, 2003).

Looking at the studies on medical assistance afptger programs, even if
the other methods do not give satisfactory reséitdNs end up with significantly
better models. The results tell us that we gairuaB0-95% success during this Neural

Network study.

The important part of the study is that the ag8alvhich we have examined are
all about determining if the patient has that dseor not. They have successfully
diagnosed the patients. Key point is that they aned binary questions like if the
patient is affected or he is healthy. We, herey &g to decide if someone has Anemia
depending on the blood test results. Afterwardsyaet to find what kind of cell leads
people to Anemia. At this point, we have 4 choid¢esjs healthy (1), or he has Anemia

with microcytic (2), normocytic (3) or macrocytid)(cells.



CHAPTER 2

NEURAL NETWORKS

2.1 GENERAL

Neural networks or ANNs were seen to be the nextegdion of the
programming architectures. They do not need a progrer for learning, they can learn
by themselves. This new kind of programming techeigvas started to be used by
many of the computer scientist with a big hope. Ewev, there was a disillusion for
those who rely on this new programming techniquaeeré were some of those who
tried but failed in neural networks. These neuratworks were complicated and
confusing. There are only a few neural network iéectures currently commercially
available. Many of those are in research. Theybaieg worked on in laboratories all
over the world (Anderson and McNeill, 1992).

The reason why the scientists are concentratedearahnetworks that much is
that they observe animals and see that they havery fast decision mechanism
compared to machines. Classical methods on obsgeragbjects and deciding
movements according to these objects, for instareglire so much computational
power. An idea to overcome this problem is to caupewith a new programming
architecture similar to those in animals’ braingtes scientist believe and this new type

of programming iSANNs (Mehrotra, et al., 1996).



One of the first studies about neural networks lvarconsidered as the study of
Warren McCulloh, neurophysiologist, and Walter fithathematician, in 1943. They
wrote a paper about how the neurons might workumdn brain and developed a
model for electrical circuits. In 1949, Donald Hebtote a book named ‘Organization
of Behavior'. He claimed that the paths betweenromsi get stronger as they are used
(Anderson and McNeill, 1992).

After 1950, with the developments in computer scéearea, it is proposed that
neural networks can be used in programming. Ontheffirst scientists tried to use
neural networks in programming was Nathanian Rdehes IBM Research Labs. In
1956, artificial intelligence and neural networksed together in Darthmouth Summer
Research Project and in both areas there has bgmovements. After this project,
John von Neuman and Frank Rosenblatt do some obsesr neural networks in
computer science. In 1985 and 1987, American urstibf Physics and Institute of
Electrical and Electronic Engineering arrange nmggsti about neural networks
(Mehrotra, et al., 1996).

Today, neural networks are studied in many aredstlagse studies are in a key

position for technology.

2.2METHODS

It cannot be considered as true to say that therenly one type of neural
networks. Different kinds of neural network architees have been proposed for
different type of problems. Same architectural emiés also in the structure of human
brain. For instance, the cerebral cortex, wherdhmught to do the most of the
processing in human brain, consists of 5 to 7 gach of which connected by taking
inputs from and giving outputs to other layers (elich, 2006).

Back-Propagation Algorithm: This algorithm started to be developed by differen
researchers in different locations in early 19Tgtrently it is the most common, easy
to learn algorithm and applicable to multi-layesatd complicated structures. Its main

advantage is to propose nonlinear solutions tdeflned problems. Usually there is an



input and an output layer with a hidden layer. Nemiif hidden layers may change but
it is thought that three hidden layer are enougbdlee a problem with any complexity
(IBM Research, 2005).

Other uses of neural networks are below:

Feedforward Neural Networks. The first and the simplest neural networks.

Information flows to forward. There is no cycleloop (Anderson and McNeill, 1992).

Stochastic Neural Networks: Adds random variants to the networks (Anderson and
McNeill, 1992).

Physical Neural Networks:This type of neural networks are used in electrotaluits.
Resistances of resistors are adjustable in thess tof circuits (Anderson and McNeill,
1992).

Spiking Neural Networks: These types of neural networks take into consiaerdhe
timings of inputs. The advantage is that it cancpss the information in time domain,
which means processing of time varying signalsossible in spiking neural networks
(Anderson and McNeill, 1992).

Dynamic Neural Networks: Deals with nonlinear behaviors with multi variablend
behaviors that are independent of time (AndersahMecNeill, 1992).

Cascading Neural Networks: Starts with a tiny network and then trains itsalfids

new nodes and becomes a multi-layered network (Asodeand McNeill, 1992).

2.3 APPLICATION AREAS

Animal behaviors that do not need mechanical moversech as perception and
recognition require neural networks. The idea gflypg these behaviors to machines
means the start of ANNs. General types of thesawers are classification, clustering,
vector quantization, pattern association, functagproximation, forecasting, control

application, optimization and search. Some of tlegeedescribed below:



In classification, new observed objects are class$ificcording to previous classes
that are determined before. For this process,neexled to have a data set that consists
of classified objects. By inspecting on this daf sBew objects can be classified.

Forecasting is a wide-used application type fromclstmarkets to weather
casting. Actually forecasting is similar to functicapproximating in high level.
Feedforward and recurring networks are important &md used in forecasting
(Dematos, 1996)

Optimization is very significant for business aredde process is about
optimizing, that is minimizing or maximizing, wittespect to specific constraints. For
instance, minimizing the cost or printing area afirguit board designed for a specific

purpose. Stochastic networks are used in optinozatrea (Mehrotra, et al., 1996).



CHAPTER 3

MEDICAL INFORMATION

3.1COMPLETE BLOOD COUNT

Complete Blood Count (CBC) is a kind of medicaltgest includes basically
hemoglobin, hematocrit, mean cell hemoglobin, mealh hemoglobin concentration,
mean cell volume, platelet count, red blood celldcand red cell distribution width. It

can include additional parameters on these.

BASO: (Basophil) When you apply basic dye to those wihi@od cells that have
coarse granules on them, they become blue. 1 geocdiess of white blood cells is

basophils and it is subjected to change in somditions like diseases. (AACC, 2005)
BASO#: Amount of basophil in the blood
BASO%: Percentage of basophil in the blood

EO: (Eosinophil) They are produced in bone marroweilhumber in body is between
0 and 450. They generate 1-3% of white blood ¢€ltslins, 2004).

EO#: Amount of eosinophil in the blood

EO% :Percentage of eosinophil in the blood



HCT: (Hematocrit) The ratio of the volume of the rddddl cells to the total volume of
the blood (Purves, et al., 2004).

HGB: (Hemoglobin) It is a protein that carries oxydgesm blood to tissues and carbon

monoxide from tissues to blood (Anthea, 1993).

LYMPH: (Lymphocyte) A kind of white blood cell and it msists almost half of them
(Dorlands, 2007).

LYMPH#: Amount of lymphocyte in the blood.

LYMPH% :percentage oflymphocyte in the blood sample.

MCH: (Mean Corpuscular Hemoglobin) Average amounteyhbglobin per red blood
cell in the blood (MedlinePlus, 2009).

MCHC: (Mean Corpuscular Hemoglobin Concentration) Catregion of hemoglobin
of sample red blood cells that is between 4.9 5anamol/L (Van Beekvelt, et al., 2001).

MCV: (Mean Corpuscular Volume) Average red blood callume. Reference is
between 80-100 fL (MedlinePlus, 2009).

MONO: (Monocyte) Kind of white blood cell, half of whicare stored in spleen
(Swirski FK, et al., 2009)

MONO#: Amount of monocyte in the blood

MONO%: Percentage of monocyte in the blood

MPV: (Mean Platelet Volume) Average size of plateletthe blood. Younger platelets

are larger than older ones.

NEU: (Neutrophil) Type of white blood cell either segmted or banded. Generates
PMNSs with basophils and eosinophils (Witko-Sar¥a2000).

NEU#. Amount of neutrophils in the blood.

NEUT% : Percentage of neutrophils in the blood.
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PCT: (Plateletcrit) Ratio of the total platelets te thlood (Wiwanitkit V., 2004)

PDW: (Platelet Distribution Width) Platelet size dibtrtion. It indicates active platelet
release.

PLT: (Platelet Count) Amount of platelets in the blood

RBC: (Red Blood Cell Count) Amount of red blood cetighe blood.
RDW-CV: (RBC Distribution Width) Distribution of red blaocell count.
WBC: (White Blood Cell Count) Amount of white bloodlisein the blood.

Some elements distribution on CBC graphics canelea & Figure 3.1, in Figure
3.2 and in Figure 3.3. These data is taken fronatioNal Health Nutrition Examination
Survey (NHANES) research result. Columns repre€8€ element amount and rows
represent how many people’s blood has elementistiriterval. For example in the

Figure 3.1, about 1600 people’s blood has betwe2®6dand 4.528 red blood cells in a
micro liter.

Red Blood Cell Count
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Figure 3.1 Normal Distribution of Red Blood Cell Count (NHANEZ006)
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Hemoglobin
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Figure 3.2 Normal Distribution of Hemoglobin (NHANES, 2006)
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Figure 3.3 Normal Distribution of Hematocrit (NHANES, 2006)

3.2ANEMIA

Anemia, which is known as bloodlessness, can beethby many factors. The
symptoms are usually tiredness, weakness, dizzitiesgus, spots on eyes, pallor and
headache. The first test that should be done on uspigous Anemia case
is hemogram test.



12

International Statistical Classification of Disesssnd Related Health Problems
(ICD) codes are the worldwide acceptable diseasssification system. Anemia is
between D50-D64 inICD-10 codes which indicatest th@ere are many kinds
of Anemia. The purpose of the project is to figawe if the patient has Anemia. ANN is
a technology which is developed by the inspirabbthe data processing mechanism of
human brain. By wusing ANN, simple biologic neuralystems can be
simulated. ANNs produce solutions for problems Wwhiequire human observation and
thought. In this project, doctors' capability ofagnosis of different kinds
of Anemia using the results and symptoms of CBC valtested. (WHO, 2007)

CBC (Complete blood count) or FBC/FBE (Full bloodunt/exam) is a test
which gives an idea about the blood cell count,clwhis known as hemogram, of the
patient. It can be used for many diseases but ivel/ significant information
for Anemia diagnosis. Project is about interpretimg blood test results in terms
of Anemia. The purpose is not making a diagnostshielping the doctor in diagnosing

process (Eisenstaedt R, et al., 2006).
3.2.1 Diagnosis

Anemia is basically diagnosed on CBC with hemogiplhiematocrit and red
blood cell count. These parameters’ normal valugeais in Table 3.1. Its data are
taken from lecture notes of Istanbul University @bpaa Faculty of Medicine.
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Table 3.1 Normal and Lower Limit values of Hemoglobin, Hen@atband MCV
(Dallman, 1977)

Hemoglobin (g/dl) Hematocrit (%) Mef‘/”oﬁ?;g‘zfsfy'ar
'(AYgeear) Mean | Lower Limit Mean | Lower Limit Mean | Lower Limit
0519 |125 | 11.0 37 33 77 70
2-4 125 |11.0 38 34 79 73
5-7 13.0 | 115 39 35 81 75
8-11 13,5 |12.0 40 36 83 76
12-14
Female | 13.5 |12.0 41 36 85 78
Male 14.0 | 125 43 37 84 77
15-17
Female | 14.0 |12.0 41 36 87 79
Male 15.0 | 13.0 46 38 86 78
18-49
Female | 14.0 |12.0 42 37 90 80
Male 16.0 | 14.0 47 40 90 80

Red Blue Cell's lower limit value is 4.0 on femsland 4.5 on males. Anemia
can be diagnosed via observing hemoglobin, hematwcRBC decrease. In this thesis,
samples include 18-59 years old patients CBCs,esnolglobin lower limit is 16.0 on
males and 14.0 on females. Some other sourcedayixez limit of hemoglobin 14.0 on

males and 12.0 on females.

An Anemia can be microcytic, normocytic or maciicy Size of the
erythrocytes (Mean Corpuscular Value) is decisimed@mgnose of Anemia. If MCV is
smaller than 80, we can say Anemia type is preslymalkrrocytic. Iron Deficiency
Anemia, Thalassemia or some other chronic disordanscause microcytic Anemia.
And if MCV is bigger than 100, this time Anemia &js likely macrocytic. Vitamin
B12 lack or folic acid lack can cause macrocyticeAwa. If MCV is between 80 and

100, we can say there is maybe normocytic Anemalifian, 1977).



CHAPTER 4

EXPERIMENTAL STUDY

4.1 DATA SOURCE

In the thesis, the main purpose was trying to sateutliagnosing process of the
doctors on a specific area like CBC (Complete Bl@adint). So, main requirement was
CBC Results.

Obtaining real data was a complicated processamakearch. For getting medical
data from a university to another one, a lot ofdlauicratic process is needed. In this
research, firstly Fatih University gave a repodnir Scientific-Ethics Committee for
requesting data from Istanbul University Istanbatity of Medicine. Then, with this
report, required CBC data could be taken from latooy. Privacy of patients was an

important issue; therefore patient identity infotima is not taken.

Number of Data: We have total 1688 CBC result at first. 1347 CB€ fmom
male patients, 341 are from females. But some mati€BC is corrupted, so these
CBCs eliminated. After this elimination, data senhsists of 1606 CBC, 1278 male and
328 female. Youngest person is 18 years old, oide$® and born year distribution of
samples can be seen in Figure 4.1. In the FigteHgure 4.3 and Figure 4.4 HCT,
HGB and RBC distribution of patients graphic candeen. Columns represent CBC

elements amount and rows represent how many sanvaliees are at this level. For

14
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example in the Figure 4.2, we can say about 40@mat HCT value of blood are
between 20 and 25 million cells / pL.

o Patient born year distribution

=i I

1965 1970 1975 1980 1985 1990 1995 year

Figure 4.1 Born year distribution of samples
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Figure 4.2 Hematocrit value distribution of samples
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Figure 4.3 Hemoglobin value distribution of samples
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Figure 4.4 RBC value distribution of samples

42 FEATURE REDUCTION

Feature extraction can be considered as reducmglithensions. Some of CBC
elements are not effective on Anemia diagndsest function of MATLAB is used for
this purpose.
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421 TTest

Some of CBC elements and correlations on Anemigndisis graphics are below.
A dot represents a sample, blue dots representsmatel red dots represent
females.Row groups represent diagnosis of this kampd columns represent CBC
element value of sample. In Figure 4.5 correlatidnhematocrit concentration and
Anemia type of our samples can be seen. Correlatigremoglobin concentration and
Anemia type of our samples can be seen in Fig@eCbrrelation of RBC and Anemia
type of our samples can be seen in Figure 4.8.€Ttleee parameter are efficient for
diagnosing Anemia but not efficient subtype of Amenin the Figure 4.8, mean cell
value distribution and Anemia diagnosis graphic banseen. MCV value are related
Anemia type but not related diagnosis of Anemia. the Figure 4.9, BASO
concentration and Anemia relation graphic can bens®ASO is a sample CBC
element of not relative with Anemia. Thereforesttes applied to understand which
CBC elements are efficient to diagnose Anemia ahighvare not.
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Figure4.5 HCT and Anemia correlation
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CBC element’dtest results are imable 4.1. Elements that have gray background color
are successful in test, so it means they may béedeby Anemia status.



Table4.1 TTest results

Order Title Ttest result
1 Gender 1
2 Birth year 0
3 BASO# 0
4 BASO% 0
5 EO# 0
6 EO% 0
7 HCT 1
8 HGB 1
9 LYMPH# 1
10 LYMPH% 0
11 MCH 1
12 MCHC 1
13 MCV 1
14 MONO# 0
15 MONO% 0
16 MPV 1
17 NEU# 0
18 NEUT% 0
19 PCT 1

20 PDW 0
21 PLT 1
22 RBC 1
23 RDW-CV 0
24 WBC 1

20
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4.2.2 Algorithm Comparison

4. Network/Data Manager - . - = ﬁ_;
Uk Input Data: w Metwarks +| Output Data:
test_input b nansp_outputs -
train_input et prob_outputs
genreq racdbe_outputs
hopf selforn_outputs
layrec cfb_outputs i
linlayd radbf_outputs =
linlayt comp_outputs |
Ivg b
'@ Target Data: PR x Error Data:
test_output fapap ffb_errors -
train_output BEEC ffdtd_errors i
prob genrag_errors e
|| radbe layrec_errors =
selfom linlayd_errars
cfb linlayt_errors
forap lvg_errars
radbf nark_errars b
>} Input Delay States: > Layer Delay States:
ffdtd_inputStates ffetd_layerStates
nan_inputStates layrec_layerStates
narxsp_inputStates narx_layerStates

Figure 4.10 MATLAB neural networks screenshot

There are about 15 neural network train algorithmMATLAB tool as seen in
Figure 4.10. These are:

» Feed-Forward Backpropagation (ffb)

» Feed-Forward Distributed Time Delay (ffdtd)
* Generalized Regression (genreq)
» Hopfield (hopf)

» Layer Recurrent (layrec)
 Linear Layer (design) (linlayd)
 Linear Layer (train) (linlayt)
* LVQ (Iva)

* NARX (narx)

* NARX Series-Parallel (narxsp)
» Perceptron (perc)

* Probabilistic (prob)

» Radial Basis (exact fit) (radbe)
» Self-Organizing Map (selfom)

» Cascade-Forward Backpropagation (cfb)

» Competitive (comp)
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« Radial Basis (fewer neurons) (radbf)

Performances of neural networks which use theseritighs are below. We
showed the ones with performance higher than %9§ray background in the Table
4.2.

Table 4.2 Comparing different ANN’s performance.

ANN

type True | Total Success

ffb 701 803 87.3%
ffdtd 723 803 90.0%
genreg 601 803 74.8%
hopf 803 0
layrec 727 803 90.5%
linlayd 721 803 89.8%
linlayt 803 0
Ivq 803 0
narx 635 803 79.1%
narxsp 803 0
perc 105 803 13.1%
prob 105 803 13.1%
radbe 695 803 86.6%
selfom 803 0
cfb 754 803 93.9%
comp 105 803 13.1%
radbf 695 803 86.6%

4.3 TRAINING METHOD COMPARISON TOOL

Fast Artificial Neural Network Library (FANN) is Multi-Layer Feed Forward
Back Propagate ANN library written in C. It can beed in a lot of programming
language like Perl, PHP, Java, and Delphi or Chat LGPL (GNU Library General

Public License) license.
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&} Downloads - fanntool - P... -" Google Translate 3 indirilenler ap

i{- (<JIE, SIE3E

.//code.google.com/p/fanntoc

» O S~ |
mfatihuslu@gmail.com | My favorites v | Profile | Sign out =

fanntool [Search projects
Tool for the Fast Artificial Neural Network Library (FANN)
| Project Home Downloads Wiki Issues
Search | Current downloads E for |Search
1-100f10 |*
Filename v Summary + Labels v Uploaded v Size v DownloadCount v
[ FEannTool-1 1 Beta zip FannTool 1.1 Beta Featured May 15 593 KB 157
|
I [0 YSA uygulama Sunumu ve yazilmi.zip Handwritten Digit Recognation program Feb 21 1.2 MB 353
[ FannTool Users_Guide.zip FannTool Users Guide 1.0 { thanks to Dr. Michasl  Nov 2009 34 MB 694
| Schaale ) Featured
(=) Parkinson zip Parkinson disease prediction Sep 2009 804 KB 165
[ EannTool Kilavuzu zip FannTool Kullanim Kilavuzu  Featured Sep 2009 526 KB 703
‘ [ EannTool-1.0.targz FannTool-1.0 Source + Linux Executable Aug 2009 459 KB 568
[ EannTool-10 zip FannTool-1.0. Source + Windows Executable Aug 2009 665 KB 1610
[T Kanbafig.zip Kan Bagis tahmini May 2009 111 KB 170
30 Spabll oin Tal Qatir Wad usrmadan VEA Drai azirlanna Fak 2000 AT KR 4R i

Figure 4.11 Screenshot of FannTool Page in Google Code

4.3.1 FANNTOOL MANUAL

FannTool is a program, which enables graphical igerface for FANN Library.
In this research FannTool is used for ANN libraPyogram interface can be seen in
Figure 4.12 and screenshot of FannTool page in [BoGgde web site can be seen in
Figure 4.11.
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'%ﬁ:iﬁﬁu?f%g#uwc MSE ~] #oflayersfo f Ha Layer1: [0 S e 0 e
: nﬂ; L - :Tm@imﬂFANN_TRNN_RPROP

idden) - [FANN_SIGMOID_SYMMETRIC

ction (Output) - | FANN_SIGMOID_SYMMETRIC

Figure 4.12 FannTool Program Interface

This is the main screen of FannTool. With this tdoktly we have to make a

Raw Data file. Then choose Number of Input and Neind Output. There is an option

for Scale data and shuffle data. The Raw Data raitist be in the format shown in

Table 4.3.

Table 4.3 Data Raw Matrix

i11i12 ... ilx 011 012 ... oly
i21i22 ... i2x 021 022 ... 02y

inlin2 ... inx onl on2 ... ony
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In “Data Processing” menu, you can choose raw didédaand make some
adjustments like training-testing fraction of datamber of input and output, shuffle
and scale data.

Number of Input: In a sample row of our matrix, it shows amouningiut values.

Number of Output: In a sample row of our matrix, it shows amounowofput values.

Scale Item: Values in matrix must be between 1 and -1 or betwieand 0. If in Raw
Data File, if values are not in this format, “scesm” option must be selected.

Minimum Output Value: It will be the minimum value of any row after scaji

Maximum Output Value: It will be the maximum value of any row after sogli

Ratio of Training: Neural network uses some data to train itself,ibndes some other
for testing. This section fixes the ratio of tré@st rows in data file.

Shuffle: It mixes rows each other.

Training: Program providing two options called “Normal” afi@ascade”. Normal
training has an ANN with constant geometry. Casdattaining changes network

geometry while training.

Stop Function: Criteria of ending training. Generally MSE (Meaqu@red Error) is

selected.

Max Epoch: Specifies number of the training steps.

FineTuning: Advanced options can be set in here.

Saving ANN: Program providing options while saving. We canesdwatest ANN” or
ANN in “Minimum MSE Step”.

Training Methods: FannTool has 4 training methods.

FANN_TRAIN_INCREMENTAL is standard back propagatiaigorithm. It
updates weights after any training data.
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FANN_TRAIN_BATCH is also standard back propagataigorithm. It updates
weights after looking all training data and caltug MSE.

FANN_TRAIN_RPROP improved by Riedmiller and Brannli993.

FANN_TRAIN_QUICKPROP improved by Fahlman in 1988.

44 TRAINING & TESTING

24 sections of CBC are inputs and Anemia resubutput at first. This type will
be called as Just-Anemia Network. Train & Testorasi %50-%50. FannTool found
FANN_TRAIN_INCREMENTAL as optimal training methodAnd also found
FANN_ELLIOT as optimal hidden activation functiomda FANN_SIGMOID as
optimal output activation function. After normadiming with 3 layers (hidden layer has
11 weights) network, an ANN is ready for testing.

|

||
k Epoch :,50—00 MSE : 5.00130976 Test MSE : O Bit Fail : 1 # of Visible Data : |500 i‘

Figure 4.13 Just Anemia ANN training graph with MSE (0.0013).

Trained ANN tested with 803 data. 752 of them w&remia and 51 of them
were healthy. ANN resulted in 790 true, 13 falsé.oAfalse data are healthy samples.
This means %98.4 total success, %100 Anemia saimmli@gnosed successfully and
%79.6 healthy sample is diagnosed successfullyiledtaesults can be seen in Table
4.4 and training graph can be seen in Figure 4.13.

Table 4.4 Just Anemia ANN success table with MSE (0.0013).
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Healthy 38 13 79.60%
Anemia 752 0 100%
Total 790 13 98.40%

Second design includes subtype of Anemia such asoanytic, normocytic or
macrocytic (and also healthy). So, input is samiedutput has 4 different situations.
This type will be called as Subtype Network. FanoiTorecommends
FANN_TRAIN_INCREMENTAL for training method, FANN_GWBSSIAN method for
hidden activation function, and FANN_SIGMOID_SYMMRTC method for output
activation function. At the and a 3 layers neurawork (11 weights hidden layer) is
designed with this functions and %50-%50 ratiotfaming & testing adopted.

Epoch : ’ﬁ MSE : 5.001558?’6 Test MSE: O Bit Fail : E # of Visible Data : [500 §|

Figure 4.14 Subtype ANN training graph with MSE (0.0016).

At the end, ANN tests with 803 test samples. 5&hefm healthy (57 true 1 wrong
diagnosed) and others have some conditions. 4Beofi thave microcytic Anemia (46
true 2 wrong diagnosed), 101 of them (88 true 18ngrdiagnosed) have macrocytic
Anemia and 596 of them (570 true 26 wrong diagnp$ede normocytic Anemia.
Detailed results can be seen in Table 4.5 anditigagraph can be seen in Figure 4.14.

Table 4.5 Subtype ANN success table with MSE (0.0016).
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Healthy 57 1 98.30%
Microcytic | 46 2 95.90%
Normocytic| 570 26 95.60%
Macrocytic | 88 13 87.10%
Total 761 42 94.80%

Another experiment is executed with different nekwdesign. Inputs are same
but outputs are different. There is no output repnéing different cases. There are 4
outputs represent microcytic, normocytic and magiiodnemia with healthiness. This
type network will be called as 4-Section Network3Aayer 11-neurons network trained
with INCREMENTAL training graph and results are d!

Epoch : Eiil MSE : Fi.ﬂﬂ13158? Test MSE : O Bit Fail : |:1 # of Visible Data : (500 i‘

Figure 4.15 4-Section Network Training graph with MSE (0.0013)

There are 803 test samples, 742 Anemia and 61hlgeél of healthy and 11 of
Anemia was misclassified. And 40 samples in Anemée diagnosed incorrectly in
their Anemia subtype. Detailed results can be $edrable 4.6 and training graph can

be seen in Figure 4.15.

Table 4.6 Subtype ANN success table 2.

Healthy 55 6 90.20%
Anemia 731 11 98.50%
Subtype 702 40 94.60%
Total 786 17 97.90%
Total 757 46 94.30%
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4.5 COMPARING DIFFERENT METHODS

In this research, effects of different methods @twork is another important
topic. Basically; changing train & test ratio andserving results, changing training
method, activation function and observing resutsitching from normal training to

cascade training and observing results are studitds topic.

4.5.1 Train Data Ratio and Number of Epochs

In FannTool, train & test ratio can be changed fro@50 to 90-10. Our one-
output 3-layer networks trained with using FANN_TIRAINCREMENTAL algorithm
and after 5000 and 10000 epochs have these MSEs:

Table4.7 Train and test ratio comparison table.

5000 10000

REUL epochs epochs

50 % train — 50 % test: 0.00162 0.00095

60 % train — 40 % test: 0.00181 0.00119

70 % train — 30 % test: 0.00186 0.00118

80 % train — 20 % test: 0.00188 0.00146

90 % train — 10 % test: 0.00197 0.00138

As can be seen, if we increase train ratio of sampVISE of trained network do
not decrease. So, as it can be seen in Table @%;3% distribution of data looks
suitable. Furthermore, we saw that number of epakgnificantly effective on MSE.
10000-epochs network provides 96 percent accuracyclassify test samples. It
misclassified only 32 in 803 samples. If we congina increase MSE, these MSEs will

be seen.
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Epoch : 100000 MSE : Fi.ﬂﬂ045?'942 Test MSE : 0 Bit Fail FI # of Visible Data - |500 i‘

Figure 4.16 MSE changes in 100000 epochs.

Table 4.8 MSE success rates.

10000 0.00095 96.00%
50000 0.00047 94.00%
100000 0.00045 93.50%

So, it can be seen in Table 4.8 that lack of MSEahways brings high accuracy
and after 50000 epochs, MSE does not change signtfy. It can be also seen in
Figure 4.16 that 100000 epoch is too much for megliraining.

4.5.2 Training Method

FannTool found FANN_TRAIN_INCREMENTAL as optimakining method in
just Anemia diagnose experiment. In Anemia subtgi&gnosing test, FannTool
recommended INCREMENTAL algorithm again. In thistsen, we search how MSE
and success change, if network is trained by atgarithms. Epochs are 5000; ratio of

training data is %50; activation function is SIGMIDDI



Table 4.9 Success rates of different training algorithms.

Method MSE Success %
INCREMENTAL | 0.00153 95.00%
BATCH 0.0086 85.30%
RPROP 0.00153 86.40%
QUICKPROP 0.00942 88.70%

31

In conclusion, INCREMENTAL algorithm, which FannTloaecommends

provides minimum MSE and best results. Detailedltesre in Table 4.9.

4.5.3 Activation Function

FannTool has a suggestion tool for Hidden Activatieunction and Output
Activation Fuction combination. For finding optimunpair, it compares all
combinations of activation function pairs. These BISEs of these combinations with
2000 epochs and INCREMENTAL algorithm. This proctssk about 15 minutes on 2

GHz Intel Core 2 Duo processors.

Table 4.10 MSEs of activation functions.

Hidden A.F. Best Output A.F. Pairl MSE
LINEAR COS SYM. 0.0062
SIGM. SIGM. SYM. STEP. | 0.002
SIGM. STEP. SIGM. SYM. STEP. 0.002
SIGM. SYM. ELLIOT SYM. 0.0023
SIGM. SYM. STEP. | ELLIOT SYM. 0.0024
GAUSSIAN SIGM. SYM. 0.0019
GAUSSIAN SYM. ELLIOT SYM. 0.0022
ELLIOT ELLIOT SYM. 0.0023
ELLIOT SYM. ELLIOT SYM. 0.002
LINEAR PIE. COS SYM. 0.0054
LINEAR PIE. SYM. COS SYM. 0.0062
COS SYM. ELLIOT SYM. 0.0046
SIN SYM. COS SYM. 0.0044
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In conclusion best pair is GAUSSIAN for hidden wation function and
SIGMOID_SYMMETRIC for output activation functionlts MSE is 0.0019. Detailed
results are in Table 4.10.

4.5.4 Number of Layers

In normal training, number of layers can be sday@r network means it has one
hidden layer. 4-layer means two hidden layers atay& means three-hidden layers.

Another experiment executed with 4-layer networkas 2 hidden layers with 17
neurons in hidden layer 1 and 10 neurons in hiddger 2. It was trained with
FANN_TRAIN_INCREMENTAL algorithm. Its training grdpis below.

Epoch : Eii: MSE : Fi_ﬂﬂﬂ86815? Test MSE : O Bit Fail : FI # of Visible Data : [500 i‘

Figure 4.17 4-layer ANN training graph with MSE (0.0009)

This network’s results are very impressive. In lto7T®9 of 803 data are successfully
classified. Detailed results and training graphiaréigure 4.17 and Table 4.11.

Table 4.11 Success rates according to Anemia types.

Healthy 58 0 100%
Microcytic 48 0 100%
Normocytic 570 26 95.60%
Macrocytic 93 8 92.10%
Total 769 34 95.80%
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Another experiment executed with 5-layer networthvt9 neurons in hidden
layer 1, 14 neurons in hidden layer 2, 9 neuronididen layer 3. It was trained with
FANN_TRAIN_ALGORITHM as FannTool's recommendatiofraining graph and
results are below in Figure 4.18 and in Table 4.12.

Epoch : '50—00 MSE : |6.001558?6 Test MSE : O Bit Fail : |6 # of Visible Data : |500 i‘

Figure 4.18 5-layer network

Table 4.12 Success rates of 5-layer network.

Healthy 58 0 100%
Microcytic 48 0 100%
Normocytic 596 0 100%
Macrocytic 0 101 0%
Total 702 101 87.40%

4.5.5 Normal vs. Cascaded Training

In normal training, node and weight number of nelwbas to be set at first.
Neural network improves its weights in this geomeBut in cascade training, neural
network improves itself by updating both weightsd ametwork geometry. In this
section, normal and cascade trained neural netweeks compared.
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Epoch : 1617 MSE : 5_0289713 Test MSE: O Bit Fail - [1 # of Visible Data : [500 i‘

Figure 4.19 ANN (cascaded) training graph with MSE (0.0289).

MSE of network (~0.03) was too high to give accbfgaesults. As expected,
network gave just 106 correct answers on 803 sanpldt it can be seen in the training
graph, MSE are still decreasing when training stéopgt means if we do not stop to
train network, MSE will probably continue decreagiif we look graph in Figure 4.19,
we can see training was not stopped, so it expfaihge on Table 4.13.

Table4.13 ANN (cascaded) success rate table with MSE (0.0289)

Healthy 58 0 100%
Microcytic 48 0 100%
Normocytic 0 596 0%
Macrocytic 0 101 0%
Total 106 697 13.20%

This experiment was repeated at a satisfied nuaigwochs in training.
Network was trained with FANN_TRAIN_RPROP algoritlamd activation functions
were FANN_SIGMOID_SYMMETRIC.
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Epoch - (1929 MSE : F}Oﬂ159593 Test MSE : O Bit Fail : F} # of Visible Data : Iﬁil

Figure 4.20 ANN (cascaded) training graph with MSE (0.0015).

These results are more satisfactory than previaiwark’s results. Only 47 wrong
classifications occurred in total 803 samples. Alitining graph can be seen in Figure
4.20 and success rate can be seen in Table 4.1isttifte success rate is satisfactory
with longer training-time.

Table4.14 ANN (cascaded) success rate table with MSE (0.0015)

Healthy 55 3 94.80%
Microcytic 47 1 97.90%
Normocytic 561 35 94.10%
Macrocytic 93 8 92.10%
Total 756 47 94.10%




CHAPTER S

CONCLUSION

5.1 EVALUATION OF RESULTS

In this thesis, medical data analyzed with compdifferent ANN training
algorithms like backpropagation, hopfield, perceptrprobabilistic etc. and comparing
different training methods like linear, sigmoidugaian, elliot etc. Main purpose of this

thesis is to make Anemia diagnosis from CBC results

Required CBC data for training and testing ANNgathered from Istanbul
University Istanbul Faculty of Medicine. 1606 saewlare used in research 1278 of

which are male and 328 of which are female. Sarhatesdistribution is from 18 to 49.

In the first step, since CBC results taken fristanbul University has more
than 20 elements, feature reduction becomes imuorfden, 11 of elements found
significant for Anemia diagnosis. These are: Gent€T, HGB, LYMPH#, MCH,
MCHC, MCV, MPV, PCT, PLT, RBC and WBC. In additiomljfferent training
algorithms compared with MATLAB tool. Three traigiralgorithms' success rates are
over 90%. These are: Feed-Forward Distributed Thetay (723 of 803), Layer
Recurrent (727 of 803) and Cascade-Forward Backd@ation (754 of 803).

36
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Moreover, some different training methods likeremental, batch etc. and
activation functions like linear, sigmoid, gaussi@fiot etc. are compared with Fast
Artificial Neural Network (FANN) Tool. FannTool uséackpropagation algorithm and
has a training method suggestion module and it esigg
FANN_TRAIN_INCREMENTAL method. After comparing défent training methods,
we observed that the algorithm which is suggesteBANN Tool is the most efficient

way because of providing minimum MSE (0.00153).

With changing train/test ratio and number of emycMMSE changed
significantly. Optimum train ratio found as 50% total samples. (0.00162 MSE in
5000 epochs, 0.00095 MSE in 10000 epochs). MSEvsthamntinued decline, when
epochs are increased. (0.00047 in 50000 epoch¥)460n 100000 epochs).

FannTool also has hidden activation function antpat activation function
suggestion module. For our samples, recommendedtidms by FannTool are
GAUSSIAN for hidden layers and SIGMOID_SYMMETRIC rfooutput layer.
Combination has minimum MSE (0.0019) on 2000 epochs

Also, ANNs with different layers are compared witannTool. 4-layer ANN

gave the most efficient result. It was 769 corresults on total 803 samples (95.8%).

In conclusion, diagnosing Anemia and subtypestdfam complete blood
count analysis which is main purpose of this thesmicceeded. With Backpropagation
algorithm, Incremental training method, Gaussiagn®iid Symmetric activation
functions pair with 4-layer neural network architee gave us 769 correct results in

803 samples which means 95.8% correctness.

5.2 DISCUSSION

In this thesis, Anemia diagnosis with differenpéyg that are decided by mean
corpuscular volume data coming from complete blooant was succeeded with ANN.
Throughout this study, some difficulties are fac®de of them is, for Anemia subtype
diagnosis; there is more than one blood test. kamgle, it is necessary to know iron
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amount in blood for diagnosis iron deficiency Anarriron level does not exist in CBC,

So it cannot be diagnosed exactly with just analyzhis.

Following researches may be on complete Anemigndisis with analyzing

more than one test results simultaneously.
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