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SUMMARY

DATA MINING APPROACHES TO DRUG REPOSITIONING TO
MULTIPLE DISEASES

Abdullah ALRHMOUN

Biomedical Engineering Programme
MSc Thesis

Advisor: Assist. Prof. Dr. Aydin ALBAYRAK

Drug repositioning is defined as the identificatimnnew uses for existing drugs. The
ultimate goal is to reduce time and costs assatiat#th the traditional drug
development process. In recent years, drug reposity has garnered the attention of
both pharmaceutical companies and academic reseantérs.

In this study, drug and disease related data sacsubstructures, side effects, target
protein and miRNA from a variety of online datatmdeave been collected and
compiled into feature matrix with 639 known drugehse associations and 1647 drug-
disease related features. R language was usedetorimg and preparing the compiled
data for analysis whereas numerous Python packegesused for applying the SVM
classification routine to select features with &etpredictive potentials in drug-
repositioning. A classification accuracy of 99% hasen achieved for drug
repositioning with as few as 20 features which amnta conserved subgroup of
chemical substructures and miRNAs.

Keywords: Drug repositioning, Data mining, Machine learnirgassification, support
vector machine
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OZET

VERT MADENCILiGI YOTEMLER i KULLANILARAK VAR
OLAN iLACLARIN FARKLI HASTALIKLAR  iCIiN YENIDEN
TASARLANMASI

Abdullah ALRHMOUN

Biyomedikal Muhendisfii Programi
Yuksek Lisans Tezi

Dansman: Yrd. Dog. Dr. Aydin ALBAYRAK

flag repozisyonu var olan bir ilacin yeni kullanintardarini bulma sureci olarak
tanimlanir. Bu glemdeki asil amac¢ geleneksel ila¢ g@ime siresini ve maliyetini
azaltmaktir. Ozellikle son vyillarda ila¢ repozisyoilac sirketlerinin ve akademik
arggtirma gruplarin ygun ilgisini cekmgtir.

Bu calgmada ilag-hastalik gkisini tanimlama da kimyasal altyapilari, yan edkil
hedef protein ve miRNA gibi veriler daik veribankalarindan derlenerek 639 ilac-
hastalik etkilgimi ve 1647 ila¢ veya hastalik gkisine dair 6zellik iceren bir matriks
olusturulmustur. ilag repozisyon potansiyeli en yiiksek olan ilacldrfirlenmesi glemi
sirasinda kullanilan verilerin analize hazir hadéirgmesi icin R yazim dili ileDestek
Vektor Makineleri(SVM) yontemi ile siniflandirmaslemi sirasinda birgcok Python
programciklari kullaniingtir. Ik defa kimyasal altyapilar ve miRNA gibi sadece 20
adet oOzellik kullanilarak siniflandirmalemi sirasinda %99 gouluk orani elde
edilmistir.

Anahtar kelimeler: fla¢c repozisyonu, Veri madengij Makine @renimi,
Siniflandirma, Destek Vektdr Makinesi

FATiH UNIVERSITESI -BiYOMED IKAL MUHEND ISLiK ENSTITUSU
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CHAPTER 1

INTRODUCTION

1.1 Purpose of Thesis
‘The most fruitful basis for the discovery of a ndwug is to start with an old drug’ [57]
-Noble laureate James Black-

Drug repositioning is a collection of importantag&gic steps in drug development and
discovery. It has a great potential to push thendates in drug related scientific
researches and pharmaceutical industry compameshues by reducing time and costs
associated with new drug development. Works on dmgpsitioning have been
achieved initially by noticing unexpected resultsitt happen when experimenting a
drug during development periods or trial stageselg#pity was the most important
factor during the early drug repositioning worksl garoduced successful repositioned

drugs like Sildenafil.

Besides the experimental research and noticed,siga information revolution which
dominates this century helped to increase the stalgting of biological systems and
provide the researchers with fruitful and usefuladd&Nevertheless, biological systems

are highly complex and fuzzy and still cannot beptetely understood.

Interestingly, drug repositioning in the contextlabinformatics has a big potential to
benefit from the rising number of data generated provided through biological,
chemical, biophysical, and genomic studies, ortlv&interactions between any of these
disciplines. There is seemingly a proportionaltieteship between data and technology,
where the rise in data produced is reflected ondtheelopment of more accurate and
precise technologies to help understand the gestedata. Hence, improved technology

can help produce more clean and useful data.



Network analysis, machine learning, and naturablage processing are the most
successful techniques to extract information frogital data, and transform it into

information. All these techniques have been usedirig repositioning research and
generated important results, such as nominating dreny candidates and speeding up

the drug development process.

Computational drug repositioning which depends ressléy on available data, benefits
from open source and public databases. Such dawlms provide either general
information about various aspects and types of datpecific specialized databases on
a single type of data. Examples of specializedldesas are: side effect data available
on SIDER [94], chemical structure data available RabChem [95], and genes and

genetic disorders available on OMIM [96].
The main objectives of the thesis can be summarizéte following points:

1. Repositioning existing and selected drugs inffereént diseases, through drug-target,
multiple targets, or other properties and assamiati

2. Enriching the drug repositioning and discoveegearch area, and to be part of

pharmaceutical bioinformatics non-profit acadenesearches.

3. Generate repositionable drug candidates thabedater experimentally researched

for clinical use.
4. Apply machine learning algorithms to drug redal@oinformatics research.

5. Bringing the attention of the bioinformatics amomity in Turkey into new, fruitful,

applicable, and producible area of search.

In this thesis, | am going to use the most propetst of data mining and machine
learning to analyze online available data setdedlto drug repositioning. It is an effort
expended to facilitate new drug repositioning cdatés, pushing the scientific research

one step forward.

1.2 Thesis Overview

This thesis is organized into four chapters in #oldito the reference€hapter 1is a
general introduction to the topic, its importanienefits, and the purpose of the thesis.
Chapter 2 defines the topic, previous examples, its concapts methods, and general

literature review Chapter 3 explains the methods that the thesis based onwarnth
2



data sets and databases have been Géegbter 4 shows the results, make a conclusion
on the results.



CHAPTER 2

DRUG REPOSITIONING

2.1 Definition

Drug repositioning by definition is the processidéntifying new uses for existing
drugs [1]. Alternative names are commonly usedtlifi@ same expression including:
drug repurposing drug re-tasking drug reprofiling indication expansion and

therapeutic switchingg].

These drugs can be:
1. Approved drugs used for usual medical indications.
2. Compounds or molecules which did not pass thécdlirrails.
3. Projects have been stoped for many reasons.

Barrat and Frail [2] in 2013, revolutionized thefidition of drug repositioning as

“renewing failed drugs and expanding successful’anes

It is a challenging task to find new modes to cdigeases, and lately it became a
fundamental quesition in biomedical research. Ie thst year, with the raising
importance of big data and the tools relating tabibinformatic approaches became
required and promising to accurately predict dargets for a disease.

Enormous data sets describing drug effects and eeploited targets have been
published, resulting in a massive amount of infdramaand large-scale molecular data
publically available on-line in libraries of biomiedl publications such as PubMed [95]
(Figure 2.1).

Drug repositioning strategies can make use of etyaof data sources and data mining
approaches. Drug repositioning can achieve suade®sfults because of the improved
technologies that can enable the analysis of |laxggerimental data to find novel

patterns or associations. Data mining methodologés been widely used to extract

4



the knowledge from genomic, metabolic, chemical proteomic data.

Depending on the outcome of the data analysis lmméxtracted information, novel and
unknown relationships can be discovered. Theseodeses can lead to broader
information enrichment in areas such as targetcgelte and potential drug

repositioning.

PubMed Growth

800000
o, FOOO0H 3 V= 28430x-6E+07
3 R*=09971 »
> ;
= 500000 -
Q
<
(-4
£ 500000 -
* s
$ 400000 - l
< y=10076x- 2E+07
200000 = R*=09792
200000 ; : ; ‘ . ;
1979 1984 1989 1934 1999 2004 2009
Year

Figure 2.1 The number of articles added to PubMeth gear is plotted against the year
they were added. The growth rate increased alm@dtl8 in the past 10 years [3]

The two main principles that usually rule the dmegositioning process are: i) the
ability of one drug to affect several targets andaidisease specific target might be

linked to another diseases or pathways. [4].

Based on these principles a shared gene or sistilactures between two diseases, two
drugs or a disease and a drug might be harnessedjthsome computational programs

as candidates for drug repurposing [5].

The last decade witnessed a transition of expetimhetrug discovery from big

pharmaceutical companies to startups, nonprofitamegtions, and academic
institutions [6], with special focus on rare disemd7]. In the academic area, for
example, there are several published studies frofareht universities [8], using a
variety of computational and empirical methodshvinigh rate of positive results.

This transition was probably due to several fact¢t3 the lack of new inventions

5



noticed in pharmaceutical sectors; (2) loosingrgdanumber of skilled staff, due to the
global economic deterioration which caused thenmtuve to other research centers
such as the academic institutes; (3) the estabéshmf three big initiatives in the US
and Europe: a) Molecular Libraries Program [97]jalbhsupports research in chemical
probe development projects. B) Clinical and Tratisfel Science Award [98], which
supports clinical and translational projects. Chowative Medicines Initiative [99],
which combines pharmaceutical units and academmitecs (4) the last important factor
is the rising amount of open source big data, toetdftware, that supports drug

discovery research projects [8].

Drug repositioning researchers have utilized sévaaverful methodologies such as:
systems biology, network medicine, and bioinformegtapproaches in an effort to
determine unknown indications for existing drugq. [Blevertheless, until now,

occasional observations of unexpected side eff@ctsugs under experimental testing
or in the market were responsible for most of thecessfully repositioned drugs.

Incorporation of advanced bioinformatics tools mg@lrepositioning studies, especially
in the analysis of biomedical big data sets, ledthigh quality and faster outcome.
Analyzed data sets may consist of: gene exprespiofiles, chemical structure
similarities, disease-drug network, literature m@)i side-effect similarity, phenotypic

disease network, disease comorbidity, pathway-bdsease network and so on [9].
2.2 Comparing Between Drug Repositioning and Drug Devepment

A general comparison of novel drug development dng repositioning based on
several aspects and characteristics was providdalae 2.1. This comparison serves
the purpose of evaluating the advantages and dissalyes of the drug discovery
research by both methods; whether in pharmaceutoaipanies or in non-profit

research centers.

Table 2.1 A comparison between novel drug developraed drug repositioning

Aspect Drug Development Drug Repositioning
Time 15 — 20 year per drug 3 —10 year
. Cost: 1$- 2% billion per drug Reduce cost
Economic :
Fixed revenue Extra revenue
Risk Most candidate failed Higher success rate

6



| Scientific | Just 20 — 30 compounds each yelar 200 promising conys |

2.2.1 Time AspectDe novodrug development is laborious; requires 15 — 28rg/¢o

bring a new chemical entity to market [10], whieug repositioning needs 3 — 10
years (60% lower ) from indication identificatiom market [11]. Table 2.2 contains a
summary of both drug repositioning and novel dregedlopment pipelines from drug

discovery and compound identification to approval eegistration.

Table 2.2 Timeline ofle novadrug development and drug repositioning

De novodrug development: Timeline to market

Drug Discovery Dlscovery & .Le.ad . ADMET Development Registration
screening optimization
0 Expression | Discovery: o Tradition | 0 Bioavailabili | o Must o US
analysis o Traditional al ty systemic start (FDA)
o Invitro o Combinatori medicinal exposure clinical o Europe
function al chemistry chemistry (absorption, testing at (EMEA)
o Invitro 0 Structure- clearance phase 1l |o Japan
validation; based drug | o Rational and (phase (MHLW)
for example: design drug distribution) 1/11for |0 Restof
knockouts design cancer) the world
o Bioinformat | Screening:
ics o Invitro
o Exvivoand
in Vivo
o High
throughput
Drug repositioning: Timeline to market
.CO”F‘PO“.“O' ComP‘?‘J”d Development Registration
identification acquisition
o Tradition | 0 Licensing 0o May startf o US
al o Novel IP at (FDA)
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2.2.2 Economic Aspect The two important elements which suggest thatgdru

repositioning is more advantageous economicallyr éivede novodrug development




are: cost and revenue.

A. Cost: Developing a single drug requires 1$ - 2$ billidollars [11] whilst
repositioning an already existing drug costs muds Ibecause of reduced time and

number of steps required for development.

B. Revenue:While drug development focuses on one target, depgsitioning takes
in consideration several targets for a single diitgs will generate an extra revenue
which can exceed billions. For instance, salesildesafil (brand name: viagra),
repositioned for erectile dysfunction, reached U888 billion annually, and
thelidomide, repositioned drug for multiple myeloarad leprosy, had sales US $271
million in 2003 alone [11].

2.2.3 Risk Aspect The success rate for developing new drug canebdest less than
10% [12], only 20 — 30 new chemical entities arpraped per year in the US [13], and
the development productivity has significantly deetl in recent year [14]. On the other
hand, repositioned drugs in the last few years @uctor about 30% of the new drugs
that are approved and marketed. In addition tg thare are at least 200 compounds

which are promising to be repositioned to fit méangets and diseases [15].

2.2.4 Scientific Aspect: Risk, economic, and time aspects are all scientifiut
scientific here refers to the positive effect oluglirrepositioning on the scientific
research. Drug repositioning research is usualfgiezhby non-profitable instituations,
and results in scientific knowledge expansion aositye medical outcomes. On the
other hand, 90% of novel drug research and devedaprare carried by profitable
entities with commercial rather than scientific lgoa

Rare diseases or the so called orphan diseasea, @mip of diseases which affect a
very small percentage of people. These diseasesiaohave usually persisting
treatments, and because of its rareness no highdcog development studies are
usually performed. Nevertheless, many drug reosiig researchers consider these
diseases in their research. In fact, the US foatldang administration (FDA) launched
a database which incorporates all the reportedaséseand drug data about orphan

diseases to facilitate drug repositioning studoegtese diseases [16].



In summary, novel drug development is a time-consgpexpensive, and risky venture
that requires coordinated multidisciplinary resbaio multiple stages with each

requiring intensive and specialized resources.



2.3 Examples of Repositioned Drugs

It is important to understand the concepts andfadbehind the successful findings in
order to establish solid predictive models to répwsng of drugs. | will briefly talk
about some of the successfully repositioned drogsent discoveries, and ongoning

projects.

2.3.1Most Successful Examples

1. Sildenafil: Also known as Viagra®, Sildenafil was developed in tht 11980s for
the treatment of angina, the effect on angina widd compared to the penile erections
reported by most patients during the clinical srai$ a side effect. The scientists decided
to investigate the drug for this new indicationtbyng it on 3,700 men [17]. After their
observation on the efficacy of the compound andpharmacokinetic eligibility, the
drug was repositioned for the treatment of erechyisfunction. Viagra which started as
a drug for angina then for erectile dysfunction & confirmed for the treatment of
pulmonary hypertension, making $1.88 billion eaehryof sales [18].

2. Raloxifene (brand name Evista): Initially, this drug was depsld and studied
initially to be used against breast cancer [11}, dwring the experimental studies the
drug showed anti-oestrogenic effects [19]. In ordeexpand the production line and
for commercial and strategic reasons, raloxifens wanfirmed in 1999 as a unique
indication for osteporosis. Then, in 2007 the dwaps suggested and approved as a

breast cancer preventive agent [20].

3. Thalidomide: The drug was developed and marketed to treat nanga@&gnancy.
However, due to its disastrous side-effects whehsed severe skeletal birth defects in
over 15,000 infants, the drug was stoped [21]. lLaim, thalidomide came back to
market as the only drug approved for the treatnoéméethema nodosum leprosum and

multiple myeloma [22]. Now, the drug sales reaciAI$gillion each year.

2.3.2 Recent Examples and Ongoning Projects

In Table 2.3, a list of drug repositioning exampde®l projects that show the original

and novel indications for each drug has been peakid
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Table 2.3 List of example projects in drug reposiing

Drug name Otz?ég?l Original indication New target | New indication | Reference
Stress urinary
Serotonin and Serotonin and Incontinence,
. . : . : . fiboromyalgia
Duloxetine | norepinephrineg Depression norepinephrineg chronic 23
reuptake reuptake
musculoskeletal
pain
imatinib BCR-ABL CML Sk GIST 24
PDGFRA
Metnase;
Raltegravir - HIV-1 integrase - adjuvan_t 8
therapy in
cancer
Histamine HI Inducer of
receptors; autophagy; as
Astemizole - Antihistamine for - adjuvant 8
treatment of therapy in
seasonal allergy prostate cancer
Celecoxib Cyclo i Carbonic Glaucoma, o5
oxygenase-2 anhydrase cancer
Nelfinavir HIV-1 AIDS Inhibits AKT M_ultlple 26
protease pathway disease
Minoxidil Unknown Hypertension Unknown Hair loss 27
. Pancreatic
Sunitinib M.U|t'ple GIST, fe”a' cell Unchanged | neuroendocrine 28
kinases carcinoma
tumors
Pancreatic
Everolimus mTOR Immunosuppressant Unchangedheuroendocring 29
tumors
Prototype for Anti-adhesion
neuroleptic drugs; inhibitors
Phenothiazines - antipsychotics for - against 8
the management of inflammation
schizophrenia and cancer
. HER2-positive
Trastuzumab HER2 HER2-positive Unchanged metastatic 30
breast cancer )
gastric cancer
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2.4 General Concepts and Models

In order to choose the appropriate computationpt@grhes and experimental methods
for this study, it is important to understand tieneral principles of drug repositioning
including the relationships between drugs, targetd diseases, their interactions and

associations.

2.4.1 On-Target Drug Repositioning

It is known as “New target for known compound” mhgm (Figure 2.2). It is defined as
investigating new biochemical pathways for possitaggets to a known molecule
(drug) [31].

Histamine 4 = ]
H-1 —————» Anti-Histamine

/ receptor

Astemizole Receptor ——————— Malaria

On-target drug repositioning Adopted by abdullah

Figure 2.2 Schematic drawing explaining the ondtadyug repositioning model. The
drug Astemizole, as an example drug, interacts tithdifferent targets (receptors)
affecting two different pathways [31]

12



2.4.2 Off-Target Drug Repositioning

It is known as “new indication for known target” rpdigm [31]. It can also be
explained as using the same drug for two diffet@nthemical pathways (diseases)

which share the same drug target (Figure 2.3).

/ Glaucoma
_— Cholinesterase

Alzheimer’s disease

Galantamine Target

Off-target drug repositioning Adopted by abdullah

Figure 2.3 Schematic drawing explaining the offyrdrug repositioning model. Two
different diseases share a single target (choknase) in their pathways. Therefore,
Galantamine which is originally designed to tredugoma by targeting the
cholinesterase can also be used against AlzheBiér [

2.4.3 Models of Drug-Target Interaction

These models represent the different strategiesvhich drugs and targets could
possibly interact with each other. Targets mighhsist of the different forms of

biomolecules, such as protein, DNA, enzyme andTéte. interaction can be drug-drug
similarity—based interaction, target-target sinifjabased interaction, or a combination
of both [32].

2.4.3.1Triad-Based Model

This model relies on two inverse strategies to iptéte link between drugs and targets:

Target-target similarity triad model : As its name implies, this model involves three
elements. If two targets are similar to each ottien they are highly likely to interact

with the same drug (Figure 2.4a).

Drug-drug similarity triad model : If two drugs are similar to each other, they are
expected to interact with the same target (Figutb)2

13



Figure 2.4 The Triad-Based model. (a) Target Iméxdes Target 2. Accordingly, if a
known drug interacts with target 2 then the sanug avill probably interact with target
1. (b) Drugs 1 and 2 are similar to each other.oddingly, if drug 2 interacts with a

target then drug 1 will possibly interact with saragget [32]

2.4.3.2Tetrad-Based Model

If two drugs are similar to each other and two étsgare similar to each other, then
knowing that the first drug is interacting with thest target suggests that the second

drug would probably interact with the second ta{get (Figure 2.5).

2l Y
% ' §2
= ? X
X é,

Figure 2.5 The Tetrad-Based model. If drug 2 irderavith target 2, drug 1 resembles
drug 2 and target 1 resembles target 2, then dmguld presumably interact with
target 1 [32]
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2.5 Methods

The increasing complexity and size of data aboseaBes and drugs mechanism of
action are reflected in the increasing number aigdrepositioning methods and

techniques. Estimating the amount of availabledgimial and pharmaceutical data and
information is an essential step to decide the besthodology to be used for drug

repositioning [33].

Drug repositioning researchers have developed mumsemethods to study the
available data about drugs and diseases. Thes®dsetan be broadly divided into two
categories: experimental and computational. | explain briefly these methods with

examples.

2.5.1 Screening Methods

Screening methods are either phenotypic screenimgiyo andin vitro HTS/HCS

screening) or by using of FDA off label method rfedal decisions). Both of these
methods do not include or depend on biological barmaceutical information.
Therefore, these methods can not help to deterthimenechanism of action for any

drug.

These methods are generally considered as of lowplexity and simplicity. However,
some of the most famous examples of repositionuingh sas rituximab (for breast
cancer), sildenafil (for erectile dysfunction), aRdDECC inhibitors (for lung cancer
cells) have been discovered and tested serendshtasing these screening methods
[34, 35].

The screening method is very flexible giving theligbto test any drug without the
need for any prior knowledge about it. This easeusdé was the reason behind the
discovery of 28 molecules out of 75 approved farichl usage between 1999 and 2008
[33].

2.5.2 Target-Based Methods

Two examples of target-based methods aceeening and cheminformatics The
screening method consistsiofvitro andin vivo investigations of drugs for correlation

to specific biomarker or protein. The cheminforrostmethod consists of dockinig,
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silico screening, and ligands-based analysis of diffecentpounds from drug libraries
[36].

The more information is available about the targeksch are involved or directly
linked to a disease mechanism, the higher the pitityaof finding useful drugs is.
Without the need for any extra information researshcan screen many compounds
just by using known chemical structure informatiwindrugs, ligands, and target 3D
structure [36, 37].

Many pharmaceutical companies use these methodsitfeer finding new drugs or
repositioning existing drugs. For example, Meliasdvery, ann vivo pharmacology
company has recently found a new indication of MLB2:3 for diabetes [33].

2.5.3 Information-Based Methods

Information-based methods refer to the use of Boeoinatics tools in order to
systematically predict a drug-target interactioredict unknown mechanism of action

of a drug, or discover unknown drug-drug similastfor drug repositioning.

Bioinformatics tools and system biology techniquétizes the available information
about drugs, targets, disease profiles, drug-tangetworks, disease networks
(diseasome), chemical structure similarities betwedgrigs, similarity of side effects,
and signaling pathways for the purpose of repasitig drugs [33].

In contrast with previous methods, information-lthsgethods use prior knowledge to
start from known associations to identify unknowmes, whilst other methods start
without any information or with little informatiomabout the targets. As an example;
with chemical structure information, Simvastatirdafetoconazole were repositioned
for breast cancer. Moreover, with available pathwdgrmation a new indication for

skin cancer was found by repositioning of Vismobtdggi3].

Blatt J and Corey SJ have used these methods gfrdpositioning and succeeded in
identifying additional drugs for pediatric hemaigjo oncology and for pediatrics
generally [38]. In 2015, McCabet al published a research paper on the importance of
knowledge-based methods for repositioning compotodsard blood cancer treatment

with special concern to dosage and toxicology [39].
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2.5.4 Genomic-Based Methods

A large number of diseases are of genetic origig. @utosomal recessive disorders) or
are linked to genetic factors that play an impdrtemie in the disease etiology.
Identifying the genetic causes of a disease onrblecular level is a key factor in the
process of finding a treatment for the disease.o@®n techniques have reached an
advanced level nowadays. For instance, microarray reext generation sequencing
techniques generate a huge amount of disease detltta. Genomic-based drug
repositioning methods depend on the outcome ofetheshniques to identify new

disease networks and to explore new relations lestwargets and drugs.

Additionally, the rise of open source genomics basas speeds up the studies of drug
repositioning. Some of the examples of these datsbhare: CMAP Connectivity Map
[40, 41], NCBI-GEO [100], SRA Sequence Read ArchiM@l], and CCLE Cancer Cell
Line Encyclopedia [42].

Gene expression data analysis [43], genome-widecad®n studies [44,45], gene set
enrichment analysis (GSEA), microRNAs signaturesalysis, and comparative
genomic hybridization data measurement, all of éhagproaches can be modeled to

build a conceptual framework for general genomestdasug repositioning [46].

In the case of complex multifactorial disordershwvda genetic component such as
cancer, the genomic approaches will help in linkihgse disorders to other diseases
through their genetic profiles allowing them to e#&hfrom the same drug. For
example,Imatinib, an inhibitor originally developed for BCR-ABL fios protein in
chronic myelogenous leukemia (CML), was reposittbaéierwards for gastrointestinal
stromal tumor (GIST) [46].
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2.5.5 Biochemical Pathway-Based Methods

In addition to genomic data, protein-protein int#i@n networks, and the known
metabolic and signaling pathways, can be utilizedbtild another mode of drug

repositioning which depends mainly on signal tramcsion data.

This method recreates novel disease-specific pathwadnich provide key targets for
drug repositioning. It can help in mining the geresignaling networks to scale them

down from enormous number of proteins to a spenkiwvork with few proteins [33].

In 2013, Zhacet al, [47] developed a computational model to explgectic signaling

pathways allowing for the discovery of unknown cections between targets and
diseases, and novel mechanisms for specific casdaiypes. They identified a new
type of signaling pathways, called cancer signabnigges (CSB), which holds great
promises for sourcing and facilitating systemategdrepositioning. In addition to that,
they established what they called “individualizeghaling network”, which showed a

new perspective to deal with the complexity of éhneetastases of breast cancer [47].

2.5.6 Targeted Mechanism-Based Methods

This is a very sophisticated methodology, but inat well established yet. Several

research groups are working to develop the ultimatdiguration for this method.

The biggest challenge that is confronted by thish is to identify, in addition to the

general mechanisms related to drugs or diseasesnéichanism of drug action on the
treatment of specific diseases. To address thes#enbes, systems biology and
network biology approaches are applied to definknawn drug action mechanisms
depending on the integration of protein functioneiworks, signaling cascades, and all

omics data [34].

Iskar et al [48], in their approaches found 10 novel regukatof cellular cholesterol
homeostasis which provided a starting point forgdmrepositioning. Figure 2.6 explains
the workflow of the approach they developed, stgrivith:(1) Identification of drug-
induced modules in human cell lines and rat littee, data received from two resources:
(i) the CMap, and (ii) DrugMatrix, (2) conservatiohdrug-induced modules across cell
types and organisms, (3) characterization of gemkedaug members of drug-induced
modules, (4) functional discovery within drug-inédc modules, (5) rich source
provided by drug-induced transcriptional will le@ddrug repositioning.
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2.6 Drug-induced transcriptional modules methodiitag repositioning and functional
understanding [48]

Over all, choosing between the methods mentionesdeato start a drug repositioning
study depends on the available data. Accordinglecsion of the research method can
be prioritized as in Table 2.4 [34].

Table 2.4 Prioritizing drug repositioning methods@ding to the available data

Available data Options

Phenotypic screening
Little information available for the disease

FDA off-label

Target-based methods
One protein biomarker for the disease

Knowledge-based methods

More disease information available: Knowledge-based methods
disease pathways data, disease omics dlata,
etc. Genomic-based methods

Treatment omics data (omics data Genomic-based methods

generated from drug treatment)

Targeted mechanism-based methods
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2.6 Computational Approaches

I will concentrate more on this section and expldinn more detail. This section,
especially, the approach of data mining using nreclhéarning algorithms is the most

related section to my thesis research.

The main aim of drug repositioning is to estabbslnk between a disease and a drug.
Every computational approach tries to build a keidgetween different biomedical

concepts or any other concepts to prove the link.

2.6.1 Chemical Similarity Approaches

Molecular similarity or chemical structure similgriconcepts are very applicable in
drug repositioning. The logical principle for thi®ncept is calledsimilar property
principle [49]. This principle can be summarized as strut¢tgimilarity yields to

functional similarity.

Similar property principle is derived from a knowatassification model used in
biological science and chemical engineerinQuantitative Structure-Activity
Relationship model (QSAR model), which suppose a relationship betwesemical

structures and biological activity [50].

To compute the structural similarity of two chentécahere is a collection of

methodologies that can be used such as clustdgogtams and fingerprints [50]. One

of the most common measures of structural simyladigpending on the fingerprints
approach is the Tanimoto (or jaccard) coefficientwhere two structures are usually
considered similar if T> 0.85 [51].

In 2006, Noesket al. published one of the most interesting clusteapgroaches. They
used an unsupervised machine learning algorithnif-deganizing map) with
topological pharmacophore descriptor (CATS) to mtethe interaction mechanism of

MGIuR antagonists with several receptors [52].

Keiser et al. (2009), developed another method called similagtyggemble approach
[53], grouping the ligands according to their tasgbinding partners and predicting
thousands of unanticipated associations based @rchiemical similarities between
drugs and ligands. They used a statistical modetaigulate the possibility of a
molecule to bind to a target depending on the shalemical features between the
molecule and known target ligands, see figure 2.7.
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In summary, similarity principle is defined as dsugith similar structures have similar
biological activity. For example, Drug A (which bis to H1 histamine receptor) in
Figure 2.7 share some similarity with drug B (whlwhds to serotonin receptor 5A).
This similarity suggests that Drug A could bindsterotonin receptor 5A and generate

same activity.

Mebhydrolin (Drug A) Serotonin (Drug B)
NH,
@ similarity H
< > | A\
/)
\/. j ( R el H
Hy  SsO binds
lbinds TSl l binds
\\\A
H, histamine receptor 5-Hydroxytryptamine

(serotonin) receptor 5A

Figure 2.7 Similarity principle [54]
2.6.2 Gene Expression Approaches

The Connectivity Map (CMap) project is a powerfalsce of information for a variety
of research studies. It depends mainly on geneesgmn profiles to find new
connections between diseases and drugs that simaeelaanism of action or chemicals

and physiological processes [40].

The differential gene expression is a characteristia molecular phenomenon known
as the gene expression signature. Genes go thstaggs of over and under expression
in response to the different conditions. Theseestaf expression are estimated by the

relative numbers of the transcribed messenger RNRNA) molecules for each gene.

The idea behind the CMap states that the acti@ndstig is measured and then linked to
the gene expression signature it creates when asteried into a biological system. The
data is freely available and can help to performous types of analyses, such as the
identification of the molecular mechanism of a driifpere are some cases in which
known drugs that are used for different clinicabtligations showed similar gene
expression signatures. Therefore, it is importankdéep in mind when doing similar

studies that further validation experiments antstage required.
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Lorio et al, (2010) developed an automated approach to expimiilarities in gene
expression profiles by using network theory cons¢pt]. They built a web-based tool
called Mantra 2.0 [102] to analyze the Mode of Art{MoA) of new drugs based on

network theory statistics of gene expression data.

Figure 2.8 shows the principle of gene expressased similarity for drug

repositioning and drug-disease association. The gapression data from the CMap
are compared, genes in green color are up-regulatedl genes in red are down-
regulated. The data provides a signature which date drugs based on their
functional aspect. For instance, drug X and Y avaswered similar because they

affected a significant number of genes in the saraener.

Drug X - === e e == - Drugy
I Signature I Signature
similarity
[Gene A, Gene B, Gene C] [Gene A, Gene B, Gene C]

Figure 2.8 Gene expression signature-based drugiteming [54]

2.6.3 Molecular Docking Approaches

Molecular docking approaches which utilize simibanding sites have become one of
the most important tools of drug discovery [55].aing that different proteins might
possess similar binding sites, it is reasonablmtwlude that similar binding sites most

likely bind to the same ligands.

These kinds of approaches shed the light on theiprdrug interaction space, which
helps to better understand drug modes of actioncamdalso help in reducing drug
doses. The growing amount of data in this fieldmsadvantage that will support the

optimization of drugs to gain higher selectivitydahus reduce side effects.

The promiscuity of drugs empowers the ability ok airug to bind to multiple distinct
targets. Figure 2.9 shows the process of drug rémaisg using binding site similarity.
A and B are proteins which were aligned (as weae€) because of their binding site
similarity. Due to the known binding between A dndit is suggested that D might as
well bind with B [56].
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Figure 2.9 Molecular docking concept [57]

In a computational approach to perform moleculatkday studies several algorithms

were developed to increase the precision and acgwfthe technique [56]. A list of

these algorithms with their functions and charasties is provided in table 2.5 below.

Table 2.5 Molecular docking algorithms

Algorithm Function Characteristic
Matching Based on molecular shape map Geometry-based, suitable [to
algorithm ligand into active site of a protein WS and database enrichment
(MA) terms of shape features and chemjdar its high speed
information
Incremental Put the ligand into an active site in &ragment-based and docking

construction
()

fragmental and incremental fashion | incrementally

Multiple copy| Randomly placed 1000-5000 copies| ¢&fragment-based methods for

simultaneous

search (MCSS) of interest and subjected (o]

a functional group, in the binding sitele novodesign

simultaneous energy minimization
and/or quenched molecular dynamijcs
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in the forcefield of the protein

Monte  carlo| Generate poses of the ligand throudgbtochastic search

(MC) bond rotation, rigid-body translatign
or rotation
Genetic The mutation and crossover ar8tochastic search

algorithm (GA)| genetic operators affect the genes
(which is binary string encoded o
represent a degrees of freedom of {the
ligand), the result is a new ligand

structure.
Molecular Powerful simulation method, in thd~or further refinement after
dynamics context of docking, by moving eacldocking

atom separately in the field of the rest
atoms, and represent the flexibility of
both the ligand and protein

Molecular docking is considered as an effective ho@tto represent the physical
interaction between a drug and a protein. Despmiadgbfar from covering the whole
proteome, but scientists from all over the world aorking on exploring the molecular

docking mechanisms for most of the proteins avidlab the Protein Data Bank (PDB).
2.6.4 Side Effect Similarity Approaches

The simplest way to reposition a drug is to mondarefully the side effects that might
appear during the clinical trail of a drug, whiclight provide ideas for targets that can
be exploited or diseases to be treated with theesdmg. As mentioned previously,
Sildenafil and Thalimode are examples for the nmstcessful repositioned drugs
which were repositioned after the observation axpected side effect.

The concept of side effect observations has bea@necommon in biological studies
during the last few years. Consequently, a hugeease in the development of
computational methods and tools to study diseasdsleugs depending on side effect
similarities and associations was recognized. Thesthods involved mainly two big
areas: network theory’s concepts and property aisalgand machine learning methods

and algorithms.

Kuhnet al (2010), developed a database called SIDER [#44 source of side effects
data, which connects 880 drugs to 1450 side efff@% The database serves the

purpose of facilitating computational drug discgvand drug target predictions via side
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effects data analysis. The drugs were groupedendtiabase according to their drug

class, and shared side effects for each classugsdire also provided.

The basic principle of this drug repositioning aggmh, as it is explained in figure 2.10,
is that the more side-effects shared by two driigsstronger the similarity between

them [54]. The similarity can be used to repositither off-target or on-target drugs.

[Headache, Nausea, (A) _ [Headache, Nausea,
Hearing loss] N "~ Hyperlipidemia]
side—effectsx similarity f side-effects
Dy X #==-=rmr====sssscnss==== + DrugyY

Figure 2.10 Drug repositioning using side-effeatsilarity concept [54]

2.6.5 Text Mining Approaches

The advances in natural language processing (NddPnblogy, have improved the text
mining approaches resulting in more precise biogsdiata mining studies. One more
reason for the high demand and the improvementsxoimining approaches is the vast
increase in the number of published articles. PubMar example, contains more than

20 million articles covering many scientific anddieal disciplines [3].

By definition, text mining is a method of textualadysis that transforms the text into
significant indexes intended for data extractiod ariormation identification [59]. Text

mining in the context of drug repositioning is @tempt to link existing drugs to new
diseases by thorough textual mining into the ptlelis biomedical abstracts. It is
intended to identify alternative drug indicationg dverlapping or leveraging publicly

available information resources and mechanism tidracepresentations.

Barcanteet al (2015) developed a drug repositioning approagedan text mining
which consists of three distinct phases [60]. PAasetting a programming framework
which manifest the terms that will be used to deawd recover abstracts in articles
downloaded from PubMed. Phase 2: extracting pratames from full text articles that
are previously selected, and searching for proteitis similar structure or function in
the biological databases. Phase 3: suggest inputkd repositioning of drugs.
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Another approach was proposed by Patchala and Jegjpim 2015, in which they built
a statistical topic model based on the Unified MalbliLanguage System (UMLS)
concepts which can be found in the disease and miaged abstracts in MEDLINE.
This approach can be divided into four steps. Stepollection of drug and disease
related abstracts from MEDLINE. Step 2: using MesgMo map semantically the
extracted disease and drug related abstracts.3Steplding a topic model to determine
the number of inherent topics in the dataset arzhkoulate the highest likelihood value
for the trained model. Step 4: computing the déferes between the topic distributions
in the selected disease and drug profiles usindbEkHLeibler divergence, see Figure
2.11.

Drug and disease abstracts
collecting (from MEDLINE)

l

Mapping the abstract semantically
using MetaMap

l

Determination of the topics
number in the constrcuted dataset

Calculation the highset
likelihood value for the trained
model

Building the topic predictive model
based on the step 3 and 4

'

Using Kullbak-Leibler divergence
to compute the differences between
the topic distributions

Figure 2.11 Text mining approach based on topicettiod [61]
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2.6.6 Machine Learning Approaches

Machine learning is the science of constructing exploring algorithms that can auto-
learn and perform predictions out of a given d&2].[ In biomedical studies, it is

perfectly feasible to use a combination of the l®dmal descriptors such as chemical
structure similarity, side effect associations, gmdtein-protein interactions (PPI), to
train a machine learning algorithm and then geeepaédictions out of the statistical

model.

Recently, machine learning has been applied in stinewery aspect of biomedical
research making great improvements. Figure 2.1@wsla classification of the topics
where machine learning methods are applied frontesysiology to function and

structure prediction; it is everywhere [63].
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Figure 2.12 Application of machine learning in bexiical topics [63]
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Drug repositioning is also an area of research #hmachine learning approaches
yielded several important studies: predicting nessoaiations for unknown drug-
disease interactions, using many features or geecsi such as shared targets, side
effect similarity, chemical structure similarityné genetic variations similarity. Figure

2.13 explains the concept of the machine learnppyaach [54].

Drug X Similarities based on various descriptors DrugY

»
-~ i J Lad
~

A

-
-

~~~.__  new indication? __---

indication = ~:,_,:: indication
l 4" T l
d —l
<« = .
Disease A Similarities based on various descriptors R Disease B
< »

«

Figure 2.13 The concept of machine learning apgrolacises different combinations
of drug-drug similarity and disease-disease sintylao predict new indications [54]

Napolitan et al (2013), proposed a machine learning approach bsgiation and

prediction from three types of data: 1) the sinitiyain chemical structures of drugs, 2)
proximity of targets in protein-protein interactiametwork, 3) correlation of gene
expression patterns, based on building a classditalgorithm which classifies drugs
according to their therapeutic uses [64]. Figullademonstrates the workflow of the

analysis using this machine learning approach [64].

PREDICT is another example where machine learniggrishms that were designed by
Gottlieb et al (2011) [65]. It depends on creating a drug-drugilsirity and disease-
disease similarity matrix to predict a new drugigation according to its similarity to a
known drug using a classification scoring systerne Thethod is performed in three
steps: 1) construction of drug-drug and diseaseads measures, 2) exploiting these
similarity measures to construct classificationeru8) application of the classifier to

predict new associations.
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Figure 2.14 Workflow of one machine learning apptoaxample: red boxes are the
process; green boxes are the data [64]

2.7 Data sources for drug repositioning

It is highly recommended in any drug repositionprgcess, particularly computational
approaches, to create a list of data sources taatxhe required information from it.
Computational scientists in biomedical researchehaecess to a wide range of

information sources across multidisciplinary fields

In order to generate a solid model for data anslysomputational drug discovery
requires all sorts of clinical, chemical and biotad data sources. Data sources that are
used for drug repositioning can be divided intoeéhrcategories: chemical data
(cheminformatics) such as chemical structure datda biological data
(Bioinformatics) such as pathways information dat®s, and literature or textual data
like PubMed and MEDLINE, see table 2.6 [33].

Table 2.6 Databases for drug repositioning studies

Field Databases Website
PubChem http://pubchem.ncbi.nlm.nih.gov/
Drugbank http://www.drugbank.ca/

_ Therapeutic Target | http://bidd.nus.edu.sg/group/TTD/ttd.asp
Chemical Database

structure i i
Collaborative Drug https://www.collaborativedrugito
PharmGKB http://www.pharmgkb.org/
ChemSpider http://www.chemspider.com/
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ChemFrog

http://www.chemfrog.com/

Chemicalize http://www.chemicalize.org/
Drugbank http://www.drugbank.ca/
Drug-target SuperTarget http://bioinf-apache.charite.de/supgetav2/
information | BindingDB http://www.bindingdb.org/bind/index.jsp
Chemical-Protein http://stitch.embl.de/
Interactions
Literature | PubMed http://www.ncbi.nlm.nih.gov/pubmed
houses and ] .
research MEDLINE http://www.nlm.nih.gov/bsd/pmresources.html
tools Google Scholar https://scholar.google.com.tr/
Protein Data Bank http://www.rcsb.org/pdb/home/hatoe
OCA http://oca.weizmann.ac.il/oca-bin/ocamain
Target 3D . .
structure OPM http://opm.phar.umich.edu/
Proteopedia http://proteopedia.org/wiki/index.phpiivl Page
TOPSAN http://www.topsan.org/
SIDER http://sideeffects.embl.de/
Side effects| FAERS http://www.fda.gov/Drugs/
Clinicalrial.gov http://clinicaltrials.gov/
NCBI-GEO http://www.ncbi.nlm.nih.gov/geo/
Sequence Read http://www.ncbi.nlm.nih.gov/Traces/sra/
Archive
Stanford Microarray | http://smd.princeton.edu/
Database
Molecular | ArrayExpress http://www.ebi.ac.uk/arrayexpress/
omics data | princeton University| https:/puma.princeton.edu/
MicroArray database
CellMiner http://discover.nci.nih.gov/cellminer/
Oncomine https://www.oncomine.org/resource/logimlht
Cancer Cell Line http://www.broadinstitute.org/ccle/home
Encyclopedia
dbSNP http://www.ncbi.nlm.nih.gov/projects/SNP/
Genetic dat
OMIM http://www.omim.org/
Pathway NCI-PID http://pid.nci.nih.gov/
information KEGG http://www.genome.jp/kegg/
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BioCarta http://www.biocarta.com/

_PathW"?‘y Reactome http://www.reactome.org/

information
PathwayCommons http://www.pathwaycommons.org/about/
Connectivity Map http://www.broadinstitute.org/cmap

Drug omics | CCLE http://www.broadinstitute.org/ccle/home

data NCBI-GEO http://www.ncbi.nlm.nih.gov/geo/

SRA http://www.ncbi.nlm.nih.gov/Traces/sra/
HPRD http://www.hprd.org/
BioGRID http://thebiogrid.org/

_Protein 1 g1R NG http://string-db.org/

interaction

information | MIPS http://mips.helmholtz-muenchen.de/proj/ppi/
IntAct http://www.ebi.ac.uk/intact/
DIP http://dip.doe-mbi.ucla.edu/dip/Main.cgi

2.8 Examples of Notable Databases

I will briefly describe four databases that repredeur concepts of drug repositioning.
These databases were developed to be a sourcwhation and a computational tool
which provide the capacity of analyzing its ownadabntent. The concepts represented
here are: analyzing complex networks based on pililyatheory, analyzing networks

based on similarities, molecular docking, and disedisease similarities.

2.8.1 Pharm DB

Pharm DB [103] is a Korean platform based on netwstructural and topological
properties analysis [9]. This platform aims to bkth a linkage between drugs,
proteins, diseases and side effects, and to disaavenown associations in various
complex networks. It targets four kinds of nodesigd or chemical molecules, drug

targets which can be protein or DNA, diseases sl effects.

To do so, they constructed an algorithm called &h&teighborhood Scoring (SNS), to
predict any kind of relationships between the féinds of nodes. The algorithm
depends on probability theory to evaluate and tatieuthe connections between two
nodes (which can be drug and protein for examfilsums up what they called “Shared
Nodes Count”, the number of shared nodes, and &d8hidodes Weight”, the product of
each weight of direct or indirect links bridgingetiwo end nodes. The represented
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nodes can be one of these combinations: drug-@iselasg-drug, drug-protein, drug-
side effect, disease-protein, and protein-proteaEgure 2.15.
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SNScore = f(Sharg_CoumShare_Weight)

Figure 2.15 Shared Neighborhood Scoring (SNS) Adlgor [9]
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The pharm DB platform has three interfaces: webwbes for data collection,
phExplorer for data visualization, and BioMart fedicting the shortest path between

two nodes. Figure 2.16 shows an overview of thermpHaB platform [9].

s e e

S [ | e [ e

Matching
Relational data matching
using cross references and synonyms Manual
curation
Matching @

Hidden link prediction <,‘:r|
using Shared Neighborhood Score algorithm
PharmDB

phExplorer

additional
information

Figure 2.16 Overview of pharm DB which showing ttee data sources in top, with
terms references to overlap the synonyms, the dhmmighborhood scoring algorithm,
and the three component of the interface of théqula [9]

2.8.2 Promiscuous

Promiscuous, the term is derived from the word psoaity which means the ability to
have several partners or connections in the same ti is a web-based tool [104] and
network-focused database which contain three tyyeentities: proteins, drugs and
side-effect data. The analysis is performed on déoations of the different entities
interaction possibilities: drug-drug, drug-proteprptein-protein, and drug-side effect.
The interaction combinations are subjected to &-balsed classification algorithm
which classifies the drug-drug structural similast the networks of protein-protein

interaction and its distances, and so on for dsidgs effects.
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As shown on Figure 2.17, promiscuous has five fates: 1)data visualizerwhich can
represent the entities as nodes and can analyzeothes and their links, REGG
pathway mapping which allows users to explore the drugs or pratemvolved in
some signaling and metabolic pathways,fld) text search that can view any ID
information of a drug or a disease in any contextietail, 4)relation viewer which
provides the information of the relationships betwesntities in detail, 5pin board
interface which facilitates searching and enables the saofrgparched information to
make it available anytime.

Performing a search in promiscuous, based on dragasty features, the database
developers found an important connection betweem kmown drugs. Memantine, a
drug prescribed for dementia in Alzheimer’s diseaagents, and Amantadine, an anti-
Parkinson drug, were found to share the same tédN)}dDA glutamate receptor) in
their mechanism of action [66].

Network exploration h

Interactive Netmorh Viausiaseen

Fulltext search| == oo

Pinboard

—= =—2|

‘ PROMISCUOUS l

[ Side Effects ]w————-> Drugs w—>[ Targets ]\

U -

et Protein complexes
Drug similarity

Figure 2.17 Promiscuous schematic illustration [66]
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2.8.3 DRAR-CPI

DRAR-CPI [93] is a server that contains a libragsigined to find candidates for drug
repositioning based on two elements: Chemical-prateeractome (CPI) and adverse
drug reaction (ADR). The server works in parallelhwDOCK, a software engineered
in the 1980s to predict the binding modes of smadlecules. DOCK uses geometric
algorithms to calculate the probability of dockisapre [67].

The DRAR-CPI server has created an in silico assioti data using the DOCK
software, and established a library of 385 targetgins and 254 small molecules. The
drugs included in the library have an extensivecdpson of their indications and
ADRs which allows for the prediction of repositiogi candidates based on the

association scores between library molecules.

Figure 2.18 bellow, illustrates the main stagethasn DRAR-CPI server workflow. The
workflow starts by uploading a drug file in the rfwat of mol or smiles. Then, the
DOCK will hybridize the drug with all the targets the library and will calculate the
binding affinity scores. The binding scores of th@oaded drug will then be compared
to the drugs existing on the server library reagltin negative and positive association

scores representing a weak or strong correlatigpexively [68].

Upload a drug molecule ——»  Waiting the interactome of the

drug molecule to be constrcuted

A (taking several hour)

Check the drugs that associated
woth the uploaded molecule,
their indications, and ADRs

Check the candidate off- l
targets tend to interact «————— Check detail information of the
with your molecule associated drugs

Figure 2.18 procedure of DRAR-CPI work [93]

2.8.4 Disease-Connect

Disease-connect [105] is a web-hosted server amngldssify diseases using a

completely new strategy, trying to solve the prablef traditional classification method
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which groups diseases according to their clinipagh@oms and phenotypic traits.
Diseases with similar clinical presentations anthgletely different etiologies will be
grouped together which will mislead the drug designprocess. Disease-Connect
overcome this problem by classifying diseases aiegrto their molecular etiology not
their phenotypic presentations. This classificatiethod will provide a substantial data
source for the repositioning of existing drugs taivéhe treatment of many diseases
[69].

The user interface on the Disease-Connect platfmonides the possibility to search
for a gene, a disease or a comparison between iseasks. The data outcome of
diseases correlation search includes: diseasedelggéne expression, disease-related
microRNA expression, disease-related SNP, diseasg-disease-comorbidity, disease-
gene relationships from Gene RIF database, diggase-relationships from literature

corpus mining, and disease-gene relationships @dMAHMV.

Figure 2.19 represents the Disease-Connect opeshti@twork for the analysis of the
correlation between two or more diseases. It coathitne disease-gene associations
from three different databases. Then, it enriclies tombination by appending the
disease-drug relations to it. In addition to thitatalculates th@-value for the number
of genes shared between two diseases to assesgrifeeance of the relation between

these diseases.
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Figure 2.19 Overview of Disease-Connect server [69]
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CHAPTER 3

METHODS AND MATERIALS

3.1 Why Machine Learning?

Machine learning (ML) is a subfield of artificiahtelligence, which depends on
intelligent algorithms that enables the machindemrn and predict from a provided
data. In the data perspective, machine learnirgtype of data mining that improve the

program’s own ability to extract and recognize plagerns inside the data.

| decided, in my thesis, to apply machine learnaahniques to predict unknown drug-
disease associations (patterns) in order to reposgiisting drugs to multiple diseases.
The process is initiated by feeding the programntamguage (Python in my case) with
data about drugs, diseases, and proteins resiidtiogiculated associations between the
provided data inputs. The reasons behind the usenathine learning can be

summarized in the following points:

1. Big biomedical data available online
2. ML is fast and time saving

3. ML can lead to highly accurate results

4. Can incorporate many descriptors, compared édascriptor in other repositioning
methods

5. The existence of many drug interaction modelsddk with
Generally, the process of machine learning can\odeti into several main steps [63]:

1. Collecting the data (in our case, collecting dne, activity, phenotype data for

drugs, and the data that will characterize theadiss).

2. Integration and merging the different data souro&s only one format, in purpose

of resolute and detect of outliers and inconsisenc and solve it.
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3. 90% of the time in machine learning projects i®rdpon selection, cleaning,
transforming, and correcting the uncorrected détep 2 and 3 known as data

preparation).

4. Taking the objectives of the study into accounobiider to choose the most suitable
analysis method for the data (data mining stepd, setecting the model of learning
according to the encountered problem. In machiamlieg there are two main types

of learning:

A. Supervised learning: (I will explain it in moretd#, because most of my work is
based on the supervised learning), but in gensugkervised learning is an algorithm
that uses a known dataset (called the training dataake predictions, the input and

desired output value are determined.

B. Unsupervised learning: is an exploratory datayamsko discover hidden patterns or
grouping in data, without labeled responses, leptthe algorithm to find structures
on the data on its own.

5. The last step after obtaining the predicted rhddem the data is the testing,

evaluation, and interpretation of the model inlf@ogical and statistical perspectives.

Yaser S. Abu-mostafa, professor of machine learnaigCalifornia institute of
technology, and author of classic book in the figléd “Learning from data”, said: in
any learning problem and machine learning task ryeed three components to apply

machine learning techniques to the problem yodaaiag [70]:

1. A pattern exists, and we have to find it (unknosivug-disease associations in our
case)

2. We cannot pin it down mathematically

3. We have data on it

3.1.1 Supervised Learning

As | have mentioned, the thesis is based on swgshiearning framework, which can
be achieved by two main steps: 1. Taking a knowsa dat as an input, and known
responses (desired labels) to the data as an otdpw&in a model (Figure 3.1), 2.

Generating predicted responses using the trainetthom a new dataset (Figure 3.2).
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Known Data

\ Model
Known Responses —

Figure 3.1: First step of supervised learning [71]

Model
\ Predicted Responses
New Data —

3.2 Second step of supervised learning [71]

There are two main categories of supervised legrmggression analysis and statistical

classification. Here is the explanation of botlegaties:

1. Regression is the prediction of a changeable amiirmious measurement for an

observation. Response variables are real numbers.

2. Classification is the process of taking a dataaseain input, and assigning a class
(labels can be: true or false) from a finite setclafsses to the input. Classes are

categorical variables [71].

3.2 Materials

The essential data involved in my thesis includegdchemical substructures, drug
targets information [72], drug side effects [73]sahse-related genes and disease-
MiRNA expressions. To stand on the shoulders ofipus research work, | used
already constructed data sets from one of the surstessful works on systematic drug
repositioning. Then, | extracted determined amaidirata and integrate it into a proper
structure to fit the thesis analysis format, whiahill explain in the next section of this

chapter.

3.2.1 Sources

The datasets that were used in this thesis have daguired from multiple databases

because individually each database was not compselgeenough.
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1. DrugBank: DrugBank is the most powerful tool and comprehendatabase for any
drug-related data including drug target informatidrug chemical structures, drugs side
effects data, pharmacogenomics data, drug actithwpas information [106]. It is also
useful for anyin silico application such as drug target discovery, ratioinag design,
drug metabolism prediction, molecular docking [13jugBank contain until now 7,795
(small molecule, experimental, biotech) drugs, 28fjue enzymes (with 3483 drug-
enzymes associations), 4,140 unique targets (ViétB76 drug-target associations), 117
unique transporters (with 1769 drug-transporteo@asions), and 24 unique carriers
(with 321 drug-carrier associations) [75].

2.PubChem PubChem [95] is part of the National Center foiotBchnology
Information (NCBI) databases. It is an open sowfogata about biological activities of
small molecules, molecular structure and bioassata.dIt enables biomedical
researchers and medicinal chemists to searchevetand analyze the available data.
PubChem is divided into three main parts [76]: Wphem Substance which contains
descriptions about the chemical structures, sutistress, and their biological activities,
i) PubChem Compound for searching into the chemigeperties of unique
compounds or similar action group searching, itip€hem BioAssay is a database that

provide the biological activity experimental datarh different sources.

3.KEGG: an abbreviation of Kyoto Encyclopedia of Gened &enomes [107]. The
original purpose of this database was to becomaia source of information for the
genes and their functions [77]. Nowadays; KEGGokection of many databases with
tools to explore and search in these databasebkiding: KEGG DRUG, KEGG
DISEASE, KEGG PATHWAY, KEGG GENES, KEGG GENOME, KEGBRITE,
KEGG COMPOUND (for small molecules) and KEGG REAON (for biochemical
reactions) and others. In perspective of statis§&sGG contain: 10,305 drugs, 1,870
drug groups, 17,484 compounds (metabolites and sthall molecules), 1,432 human
diseases, and 17,855,904 genes (not only humairs)j&ie.

4 SIDER: [93]is a specialized database on drug related siflects data, including

normal and placebo drugs. SIDER became a primauyceofor biomedical research
that based on side effects data [91]. The databastains 5,880 side effects, 1,430
drugs, and 140,064 drug-side effect pairs.
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3.3 Methods

The method goes into many steps: i) drug and désdat acquisition, ii) preprocess,
clean and prepare the data, iii) drug and diseaséure extraction and build the
associations profiles, iv) reduce the feature agldcs the most predictive features v)
building the classification model using supportteeanachine (SVM) algorithms, vi)
test the model into new data and predict new diggade associations, see Figure 3.3

which for the workflow of the work.

@ Drug-disease associations
data acquisition

@ Data preprocessing and
preparing

@ drug-disease features
extraction

@ dimensionality reduction and
feature selection

'

@ Model building using support
vector machine algorithms

'

@ Testing the model on new data
and predict new drug-disease
associations

Figure 3.3 Workflow
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3.3.1 Feature Types

1. Chemical Structure

The principle of chemical structure property isided from the medicinal chemistry
traditional concept which suggests that similar enoles exert similar biological
activities within the biological systems [81]. Thaimilarity can be searched and

explored computationally by 3D structure or 2D &ngyint.

To calculate the chemical structure similarity,sed Tanimoto coefficient. In order to
understand the Tanimoto coefficient | have firsekplain the Jaccard Index or Jaccard
similarity coefficient, which was originally coined912) by the Swiss scientist Paul
Jaccard. Jaccard index is a statistical measurethahtcompares the similarity and
diversity between two data sets, it is a ratiohef intersection between two sets over the

union of them [82], which is presented as:

. _|AnB| _ |AN B
J(4,B) = | AUB|  |A|+|B|-|ANB|’

T.T. Tanimoto developed his similarity and distammex at IBM labs [83], which have
the same mathematical model (similarity ratio) atchrd Index, but the application
proof of concept was different. In the chemicalisture similarity context, Tanimoto
coefficient calculates the similaritys(Mchen) between two drugs {ddy) which were
presented as a binary fingerprints,j@nd f(g) to indicate the existence of predefined

fragment [84]:

fd,)fd,)
fd)+]fd,)|-fd,)-fd,)

Where: f(q) is the number of fragments of,df (d)) is the number of fragments of,d

SIMchem (dx ! dy ) -

and the dot is used to produce the number of sifeagohents of gdand ¢,

To compute the calculation of Tanimoto similarityetficient, PubChem developed a

web-based tool known as Score Matrix Service, wigichbles the user to identify 2D
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fingerprint similarity for an uploaded matrix CSWefresulting in scores in the range of
[0...100].

2. Side Effect

Side effect means in biological and pharmacologsca&nces all the effects that appear
when trying a molecule or a drug which were unidegh originally upon the
development of the drug. It is a secondary, unknamad unexpected effect. These kind
of effects which are observed during experimergating or clinical trials are divided
into two types: i) therapeutic effect, which is sa@ered as a positive drug effect which
was unknown before, ii) adverse effect which isifai and might be a lethal effect in

some cases.

In both types, the reason behind using side eftlata to identify drug-disease
associations in purpose of repositioning drugsas the side effect might highlight and
delineate an unobservable mechanism of actiorhfotdsted drug [73]. Specific effects
are linked to specific pathways, when the testeg giroduce a certain side effect which
is linked to a known pathway new drug targets candentified. Finally, drugs that

generate similar effects (or side effects) mighdrehsome similarity in terms of their
targets [73].

3. Drug Target

Identification of new drug targets is an importapproach in drug repositioning, and a
first step of drug development. If drug repositimgiresearch can help to speed up this
step, then the results will speed up all the pr@oésirug production. Drug target also is
a core and fundamental property to construct alaiityi association between two drugs
involving that they share a similar target or agéapercent of multi-targets in drug
combinations. The targets might be genes, prateind enzymes (which have been
used) by changing their functions, downregulatimgjrt functions, or upregulating their
functions. Subsequently, by calculating the shaaegets similarity between two drugs
(SIMargey Dx and B, would suggest a functional similarity between théading to the

assumption that Pcan treat unknown common diseases treatedyby D

Based on the materials provided earlier, two typéscalculations were used to
investigate targets similarities, associations dnteractions. First: the distance
measurement which is used to calculate the closeesveen two drug-related gene
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pairs [69]. Second: using an already calculatedttsiMaterman sequence alignment
scores provided by MimMiner [84], which have beemel for all genes and genetic

disorders available on OMIM.

4. miRNA

Micro RNA is a short RNA molecule of about 22 nuatldes in length that possess a
regulatory function. The main function of miRNA i® downregulate the gene
expression at the post-transcriptional level. itassidered as a key element for cellular
signaling and cell viability, therefore maintainitige miRNA levels is very critical in
most biological systems. The dysregulation of miREMpression can lead to a wide
range of diseases such as cardiovascular diseades®me types of cancer [80].

The many interesting feature of miRNAs, includingesific secondary structures and
conserved sequences, elected them to be good ipbtésntgets for drug design.
Therapeutic uses of miRNA are preferred over tleeafsa mixture of small interfering
RNAs (siRNAs) that are specifically designed todito specific messenger RNAs
(mMRNA) leading to their cleavage. Accordingly, sfiecmiRNAs are believed to

become the next treatment targets for a majoritjisdases [85].

In terms of drug repositioning, most of the datdlgihed about miRNAs and their

specific features and functions can be viewed mways: i) mMiRNA-drug associations
data (available at SM2miR database) which provixigeementally validated effects,

and contains (fohomo sapiers161 drugs, 748 miRNAs, and 2307 miRNA-drug
associations, ii) miRNA-disease associations datailgble at HMDD database) which
contains 502 miRNAs, 396 diseases, and 5075 asemsa

The potential use of mIRNA for drug repositioninges with the importance of using it
as a drug target. Several associations can belatileen drugs and diseases based on
the affected miRNAs. Knowing the miRNAs involved time manifestation of certain
untreatable diseases and comparing them with miRtwWs are affected by known
drugs is a hopeful approach for the repositionihignown drugs toward many diseases.

3.3.2 Machine Learning Format

All the previous works in drug repositioning comééntheir data using kernel methods

to be ready to fuse the data into kernel matrixjclvhis known as similarity-based
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machine learning. | prefer in this thesis to wolkwraditional machine learning where
there are the instances (objects) of interestufeat(or attributes) that will be the
descriptors of the instances, and the classes l@ssitication context, where the
instances will be: associated 1 class, non-assaciatlass).

Figure 3.4 shows the format of similarity-based hiae learning using kernel methods,
and Figure 3.5 shows the format of traditional niaeHearning, where there are the
instances (gene as example) and features. In thle Bal | will show the format of this

work where it will summarize the instances, featusnd classes.

genes

Kernel

genes

Figure 3.4 Format of the data in the similaritydxhsnachine learning using kernel
method [92]
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Figure 3.5 Format of the data in the traditionatmae learning [92]
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Table 3.1 The form of learning: summarizes theainsgs, features, and classes of this
work, where 1 stand for associated drug-diseass,@id O for non-associated drug-

disease-pairs

Feature 1: Feature 2! Feature 3- Feature 4 Feature 5:
Instance| Chemical | .. : ‘| MIiRNA Disease- | class
Side effect| Drug target )
structure expression| related genes
Drugl- 1
diseasel
Drugl-
: - 1
disease?
Drug2- 0
diseasel
Drug2-
: A 0
disease?

3.3.3 Dimensionality Reduction

In the preprocessing step of data mining, dimeradignreduction is bringing out the
useful part of the data by reducing the numberasi-nseful or missing features [86]. It
is also known that the transformation of data frbigh-dimensional space to low
dimensional space incorporates the most variabtk \aaluable data by removing

irrelevant (e.g., near duplicates, poor predictarg) weakly relevant features.

There are two approaches of dimensionality redoctip feature selection, and ii)
feature extraction. Feature selection techniquesl ig simplify the predictive model,
reduce the data training times, and avoiding therfiiting while feature extraction,
which is very important in image and signal progesss an operation of extraction or
identification of meaningful and accurate featuresde raw data. See Figure 3.6 to get
the idea of feature extraction, and Figure 3.7 Whilastrate the whole process and the

role of feature extraction and selection (dimenaiiby reduction) on it.

Feature extraction
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Figure 3.6 Feature extraction [88]
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Raw Events
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& : .
Extraction Reduction

Pre-processing (Feature Selection)
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Figure 3.7 Dimensionality reduction in data min[8§]

One of the most important issues in machine legriifter overfitting is the curse of

dimensionality which dimensionality reduction tehues can help to solve. Curse of
dimensionality occurs when adding more featurespayed to the number of instances
leads to poor classifier performance [89].

Figure 3.8 shows the relationship between incrgasiimensionality and classifier

performance. There is a point callegtimal number of featurewhere the classifier

performs the best until this point with the additiof extra features. However, each
additional feature above this point decreases énpnance of the classifier.

Classifier performance

0T T
0 ! Dimensionality (number of features)

Optimal number of features

Figure 3.8 Dimensionality and performance [91]
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3.3.4 Classification of Dataset

In this thesis, | will use supervised classificatibamework to solve binary vector-like
problem which represent drug-disease pairs assmtidh addition, | will use support
vector machine (SVM) algorithms which belong to tblassification category of
machine learning, to train a classifier on the datato build a predictive model that will
predict if the drug is associated with the diseaseot.

3.3.4.1Classification Definition

In a classification problem, there are a class-Bkés of instance, the classes (in our
case: associated, and non-associated of drug-dipeas) are divided based on defined
features and classification rules. The role of suped classification algorithms is to

discover the unknown classification rules from the data.

In statistical classification, there is a featunealy vector X, which contains two main
components: i) predictor variables and ii) classades C = {0, 1}. The predictive
model result from induction of classifiers from tin@ining data which contain a setNf
observation®y = {(x ¥, c¢®, ..., x™, ™) [90].

3.3.4.2Support Vector Machine (SVM)

Support vector machine (SVM) is a linear discrintioi type of learning, and decision
based algorithm for making predictions by classdythe data into classes or several
groups. SVMs algorithms generally classify theanstes based on a linear function of
the features, the following equation describes lthesar discrimination (a general linear

model) mathematically:
F(X) =wo +wWaixg + Woxo + ...
Considering thax is feature vector, and is individual features.

Support vector machine algorithms are based omglsiidea: firstly, fitting the widest
bar between the classes (which is known as them@xnargin), then separating the
classes with a line which will be in the middle tbe bar (known as the separating
hyperplane) [90].

In other words, support vector machine is basedhoee basic ideas: i) finding the
most proper hyperplane which will separate all oiof class one from all points of

class two, the most proper hyperplane is the oaiehtfis widest margin between the two

50



classes, ii) the margin is the maximal width thas mo inner points between two
parallel lines of the hyperplane, iii) support \@st are the closest point to the

hyperplane [90].

A simple example is shown in figure 3.9, theretare classes, green squares are data of
class one while orange circles are data of clags file support vector machine
algorithm sets up the black line (hyperplane), aragin (blue and dotted gray parallel
lines) separating the two classes. In additiorh#d, tsupport vectors (in red: circles and
squares) defines the hyperplane.

e
7

Hyperplan€ Y Class 2
Dx)=wx+b 7

3.9 Support vector machine

3.3.4.3Two Approach of Classification

1. Two class classification using (SVM) problem,emdn | tried to distinguish between
two classes of objects. In the thesis context,sclagrepresented as 1) is associated

drug-disease pairs, while class 2 (representefl i@s@n-associated drug-disease pairs.

2. One class classification using (SVM) problemerehl tried to describe one class of
objects, distinguish it from all other possible extis and find the outliers. | the thesis

context class 1 for associated drug-disease paneie class -1 is the outliers.

3.3.5 Validating the Classification Model

The main phases in any classification task aranitrgq phase, and testing phase.

Training the data set, also known as model buildimgsing part of the data set to train
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the algorithm. The testing step is applying the et@d unseen data using known values
to compare the values that are predicted with ti@wvk values. The reason behind the

testing phase is to assess the accuracy of thel meBctions.

In this study, as it is usually in model evaluatidnused the accuracy to test the
classification performance and examine its abttitgonstruct (predict) the drug-disease
associations. Accuracy is defined as the percerdaifee closeness of predicted values
to the known values. The following equation is usedalculate the accuracy:

TP+ TN
TP+TN+ FP + FN

Accuracy =

3.3.6 Scripts and Programming Tools

In this thesis, | used two programming languageariyuage for data acquisition and
preprocessing, and Python for data analysis anchimadearning. R language is a
powerful language for applied statistics with thends of packages; see Table 3.2
which contains these packages and their functiegthon is an important language for
data science with libraries that makes the datéysisaeasier; also see the used libraries
in Table 3.3.

Table 3.2 R language packages

Package Function
XLConnect package Provides comprehensive functionality to read, waite format
excel data
Tidyer package Used for data tidying, reshapingaggtegating
Dplyer package Used for data manipulation
OpenxlIsx package Used for read, write and edit Xfifels
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Table 3.3 Python libraries

Library Function

Pandas Data analysis library

NumPy Scientific computing library
Scikit-learn Machine learning library
Matplotlib 2D plotting library

Seaborn Statistical data visualization library

53




CHAPTER 4

RESULTS AND DISCUSSION

In this chapter, | will present the hybridized daets, the dimensionality reduction

results, the classification results and the clasgibn accuracy. In addition to that, |

will end that with a conclusion based in the result

4.1 Hybrid Dataset

The original size of data | acquired from the dat#s is shown in Table 4.1. The
hybridized data sets made of different combinatiohghe features that related to the
drug-disease associations. Using the original diatarepared four data sets which
contains different types of features, and | chosedrk with the fourth data set because

it contains all the types of the features and thiégable amount of associations. See

Table 4.2 which summarizes these data sets.

Table 4.1 Original size of data

Data Original size
Drug 1066
Drug-disease known associations Disease 364
associations 1976
Drug 888
Drug-chemical substructures Chemical
881
substructure
, Drug 888
Drug-side effect :
Side effect 881
Drug 11771
Drug-targets
Target 11771
. Disease 3306
Disease-genes
Genes 3306
_ . _ Disease 1207
Disease-miRNA expressions - :
MIRNA expression 1207
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Table 4.2 Hybrid datasets
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Chemical
substructure effect

Data

set

Table 4.3 shows information about the number ohdsgpe of feature of the selected

data sets. In addition, | checked the frequencthefdiseases and the drugs, because

each drug associated with many diseases, and esedsd associated with many drugs.

Figure 4.1 contains a plot for disease occurreao€, Figure 4.2 contains a plot for

drugs occurrence.

Table 4.3 Information about selected data set

Features total

numbers

1647

137

Gene miRNA

65

Target

137

Side

817

Chemical
substructure| effect

491

Drug-disease

pairs number

639
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Figure 4.1 Number of the diseases occurrence
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Figure 4.2 Number of the drugs occurrence

4.2 Basic Statistics

First of all, | checked the mean and the standardation values of the features of the

selected data set, to get first hunch for the diveliatribution of the entire dataset.

Table 4.4 contains the mean value of each feayy® and Figure 4.3 shows its chart.

Table 4.5 contains the standard deviation valueawfh feature type and Figure 4.4

shows its chart.

Table 4.4 Mean value of each feature type

mean
0.319308

0.139238

0.030746

0.021823
0.039346

Feature
Chemical substructure

Side effect
Drug target

Genes
miRNAS

56



Mean value per each type of features

0.35

0.30

0.25

0.20

0.15

0.10

0.05

600 = == B
S O~ S ) 2
\? Q‘,\\Q \60\ ?}\% ev.

6\\& 60/ >® g/Q é\\
»®° ® N
£ ¥

Figure 4.3 Chart for feature types mean

Table 4.5 Standard deviation value of each feaype

Feature mean
Chemical substructure 0.466209
Side effect 0.346195
Drug target 0.172631
Genes 0.146105
miRNAs 0.194417

05 Standard Deviation per each type of features

04

0.3

0.2

0.1

0.0

Figure 4.4 Plot Chart for feature types standardadien
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4.3 Dimensionality Reduction

1. Dimensionality reduction for two classes clasatfon approach: to prepare the data
set for two classes (SVM) and to use dimensionaBjuction methods, | needed to
split the data set into training and testing se¢ntto randomize each data set to have
positives and negatives. Table 4.6 shows the dimaah after splitting, and Table 4.7

the data sets after randomization.

Table 4.6 Training and testing data sets splitting

Data set Object Feature
Original data set 639 pairs 1647
Training data set 439 pairs 1647
Testing data set 200 pairs 1647

Table 4.7 data sets before and after randomization

439 pairs Before randomization All positives pairs
Training data _ o 439 positives pairs
1000 pairs After randomization : :
561 negatives pairs
200 pairs Before randomization All positives pairs
Testing data . o 200 positives pairs
500 pairs After randomization

300 negatives pairs

To reduce the features and select the best preglicnes, | used three methods
available on Python scikit-learn library for madhitearning: i) feature importance
using Extra trees classifier, ii) recursive featwkmination (RFE), iii) principal
component analysis (PCA). Using each method, lageduhe features into 100 features
and 20 features.

i) Feature importance using Extra trees classifier:

A) 100 features approach: Table 4.8 contains thextsl 100 features according to this
method for each feature type. Figure 4.5 showschzat of the selected 100 features,
where we can see that the biggest number of immoféatures is from miRNA type.

Where there is no any chemical substructure or thtget features.
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Table 4.8 100 features reduction using Extra totessifier for two classes SVM

approach
Feature type Amount
Chemical substructure 0
Side effect 1
Drug target 0
Gene 25
MiRNA 74

< <
o° & §
@7 /
Nl & &
¢ 5

Percent of features from each type in most 100 important features set

Figure 4.5 Chart for the 100 features that selegt#alg Extra trees classifier for two
classes SVM approach

B) 20 features approach: Table 4.9 contains thectsd 20 features according to this
method for each feature type. Figure 4.6 showsctieet of the selected 20 features,
where we can see that the biggest number of impoféatures is from miRNA type,

again. Where there is no any chemical substructirtgy target or side effect features.

In addition, Figure 4.7 illustrates the most weegh20 important feature.

Table 4.9 20 features reduction using Extra tréessdier for two classes SVM

approach

Feature type

Amount

Chemical substructure

0

Side effect

Drug target

Gene

MiRNA

~lOO|O
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Percent of features from each type in most 20 important features set

&é\
Figure 4.6 Chart for the 20 features that are s&tieasing Extra trees classifier for two
classes SVM approach

Feature importances

0.035
0.030
0.025
0.020
0.015
0.010
0.005
0.000
) WN"A""AWQAA‘V‘O(UU“'\
5 S § §5 € 3§ &§ 3 gy &2 LIS
= -&NQ“.5'&Q-5$904-5-5545
g £ & 4 £ F £ & = & £ & £ £ % ¢
T = g 5 (1] T ©®© ®© ® %]
& 5 5 g & £ = & g &£ & & <
£ &

hsa"””~34b

Figure 4.7 Chart for the most weighted 20 imporfaature according to Extra trees
classifier

i) Feature reduction using recursive feature aliation (RFE)
A) 100 features approach: Table 4.10 contains #hected 100 features according to

this method for each feature type. Figure 4.8 shtves chart of the selected 100

features, where we can see that the biggest nuofhierportant features is still from
mMiRNA type, but we can see based on this methotures from side effect and

chemical substructure feature types also
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Table 4.10 100 features reduction using RFE fordlasses SVM approach

Feature type Amount
Chemical substructure 11
Side effect 14
Drug target 10
Gene 23
mMiRNA 42
45 Percent of features from each type in most 100 important features set
40
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Figure 4.8 Chart for the 100 features that selegtaag RFE for two classes SVM
approach

B) 20 features approach: Table 4.11 contains thextsel 20 features according to this
method for each feature type. Figure 4.9 showsctieet of the selected 20 features,
where we can see that the biggest number of impioieatures is still from miRNA and

gene types, but we can see proportionally, basethisnmethod features from side

effect and chemical substructure feature types also

Table 4.11 20 features reduction using RFE for¢lasses SVM approach

Feature type Amount
Chemical substructure 1
Side effect 1
Drug target 4
Gene 6
mMiRNA 8
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Percent of features from each type in most 20 important features set
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Figure 4.9 Chart for the 20 features that are sstieasing RFE for two classes SVM
approach

iii) Feature reduction using PCA:

| also applied this principal component analysiSAlP method, to do two approaches to
reduce the features into 100 and 20. Neverthetkessto its transformation the data set
into different format by combining many featuresah not figure out the amount of the
features each type based on because | can not wiat is these features. But the

efficiency of the method will appear after applyihg model constructed using SVM.

2. Dimensionality reduction for one class clasatiicn approach: | used two methods
for dimensionality reduction for one class SVM. iaxtrees classifier and recursive
feature elimination (RFE) methods can not be usedme class classification. Then |
used state-space search method and principal canpamalysis PCA. Using State

space search method, | was able to reduce thedsahio 20 features:

Table 4.12 contains the selected 20 features aiogptd this method for each feature

type. Figure 4.10 shows the chart of the selec@etke&tures, where we can see that the
biggest number of important features is still fr@nemical substructure and side effect
types, and less amount of drug target and miRNAufea, where the gene feature type

is zero.
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Table 4.12 20 features reduction using state-spa@ech method for one class SVM

approach
Feature type Amount
Chemical substructure 10
Side effect 5
Drug target 3
Gene 0
MiRNA 2

10 Percent of features from each type in most 20 important features set

8
6
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5° §

=N

N

Figure 4.10 Chart for the 20 features that selegt®ag state-space search method for
one class SVM approach

4.4 Pearson Correlation Coefficient

The Pearson’s correlation coefficient is calculdtgdlividing the covariance of the two
variables by the product of their standard dewtiolt ranges from 1 for perfectly
correlated variables to -1 for perfectly anti-ctated variables and 0 means
uncorrelated. Figure 4.11 shows the high and lowetations between features and
classes, while Figure 4.12 shows hot plot for Reacorrelation between the important

features.

63



Pearson correlation coefficient between features and class
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Figure 4.11 Pearson correlation coefficient betwaghest and lowest features and
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Figure 4.12 Pearson correlation coefficient betwmest important features
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4.5 Classification Test Accuracy

A perfect model of classification would have an wecy 1.00 resulting from the

correct distinguish of all true positives and truegatives in the two classes’
classification task and to figure out the true pwss and true outliers in the one class
classification. | built models and tested its aecigs after using previous reduction
methods. Table 4.13 shows the results for two akssification accuracies, and Table

4.14 for one class approach.

Table 4.13 classification test accuracy for twessés approach

Method Features Test set
number accuracy
Data set after using E>_<tra trees classifier for 100 0.265
reduction
Data set after using E>_<tra trees classifier for 20 0.00
reduction
Data set after using RFE for reduction 100 0.586
Data set after using RFE for reduction 20 0.17
Data set after using PCA for reduction 100 0.355
Data set after using PCA for reduction 20 0.33

Table 4.14 classification test accuracy for onsskpproach

Method Features Test set
number accuracy
Data set after using PCA for reduction 100 0.965
Data set after using PCA for reduction 20 0.975
Data set after using state-space search for 20 1.00
reduction

Classification accuracies that were obtained uBiG@ and state-space search methods
of one class classification are extremely highanthihose obtained using all the
dimensionality reduction methods of two classesssification. This shows that the
randomization of drug-disease pairs that were piake from data sets to utilized the

two classes’ classification was wrong and imprecise
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4.6 The Most Predictive Features

Since | utilized 1.00 classification test set aecyrbased on dimensionality reduction
using state-space search method (reduced intoa2(rés) and one class support vector
machine (SVM) for model building, then | checkedwhmuch these features have
associations either with drugs or with disease®leld.15 summarizes these features,
their type and their associations.

Table 4.15 Summary of most predictive features

Feature Type Associations Drug/disease

sub571 Chemical substructure 34 Drug
sub700 Chemical substructure 17 Drug
sub413 Chemical substructure 5 Drug
sub635 Chemical substructure 34 Drug
sub338 Chemical substructure 12 Drug
sub685 Chemical substructure 24 Drug
sub393 Chemical substructure 23 Drug
sub424 Chemical substructure 3 Drug
sub359 Chemical substructure 14 Drug
sub443 Chemical substructure 18 Drug
Cancer Side effect 17 Drug
adenomas benign Side effect 9 Drug
arteriosclerosis Side effect 9 Drug
leukocytosis Side effect 3 Drug
sinus congestion Side effect 9 Drug
tubb6 Target 19 Drug
tubb1 Target 19 Drug
kcnmb4 Target 2 Drug

microRNA 138-1 miRNA 7 Disease

microRNA 125b-2 MiRNA 10 Disease
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4.7 Conclusion

In this chapter, | prepared four hybridized datds sesing drug-disease known
associations and five types of features which desd¢hese associations. In addition, |
carried out three methods for dimensionality reiumctfor two classes classification
approach, and two methods for dimensionality radacfor one class classification
approach. | also generated classification modelgubose features which were found
based on these methods.

Once a model with high accuracy is generated, yncase (state-space search for
feature reduction and one class support vector meckalgorithms for model
generation), it can be used to predict the classrdwly drug-disease associations, and
further computational and experimental analysis lmarcarried out in a more informed

manner.
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