T.C.
BAHCE SEHIR UNIVERSITESI

DETECTING PSYCHOLOGICAL PROBLEMS BY
USING DATA MINING

Master Thesis

TOMRIS MUT

ISTANBUL, 2012






THE REPUCLIC OF TURKEY
BAHCE SEHIR UNIVERSITY

THE GRADUATE SCHOOL OF NATURAL
AND
APPLIED SCIENCES

DETECTING PSYCHOLOGICAL PROBLEMS by
using Data Mining

Master Thesis

TOMRIS MUT

Thesis Supervisor: Assoc. Prof. Dr. ADEM KARAHOCA

ISTANBUL, 2012



T.C.
BAHCE SEHIR UNIVERSITY

INSTITUTE OF SCIENCE
INFORMATION TECHNOLOGIES
GRADUATE PROGRAM

Thesis Title : Detecting psychological problemsusyng data mining
Student’ Name and Surname : Tomris MUT
Date of the Defense of Thesis: 30.05.2013

The thesis has been approved by the Graduate Sochool

Assoc. Prof.Dr. Tung¢ Bozbura
Graduate School Director
Signature

| certify that this thesis meets all the requireteeas a thesis for the degree of
Master of Information Science.

Assoc.Prof.Dr.Adem Karahoca
Program Coordinator
Signature

This is to certify that we have read this thesid ae find it fully adequate in
scope, quality and content, as a thesis for theegegf Master of Information
Science.

Examining Comittee Members Signature

Thesis Supervisor e
Assoc. Prof. Dr. Adem Karahoca

Thesis Co-supervisor s
Assist.Prof.Dr.M.Alper Tunga

Member
Assist.Prof.Dr.Yalgin Cekic



ONSOz

Bilisim ¢aginda yaadigimiz su gunlerde, teknolojinin hizli getnesiyle ortaya cikan
yeniliklerin kullaniimaya ve uygulanmayagdt@nmasi, bu sistemlerin {1 6lcimunin
degerlendiriimesi, tezin ana fikrini ofturmaktadir. Bu tez cagimasi, psikolojik
rahatsizliklarin tespiti amach olarak hazirlagmie data mining yardimiyla da

guclendirilmstir.
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Assoc. Prof. Dr. Adem KARAHOCA'ya, tezin i¢cgmi olusturmamda yardimci olan,
bu uzun vadeli cadma boyunca butin sorularimi cevaplayan, dg@steesirgemeyen
Sayin Tamer Ucar’a, beni hicbir zaman yalniz birakam ve her zaman degi@
hissettgim ve sikintiya d§tigim zamanlarda hep yanimda olan ailenmyeldeliri bir

borg¢ bilir, sonsuz sevgilerimi sunarim.

Tomris MUT



ABSTRACT

DETECTING PSYCHOLOGICAL PROBLEMS by USING DATA MINGG

Mut, Tomris
The Institute of Sciences Information Technologizaduate Program

Supervisor: Assoc. Prof. Dr. Adem Karahoca

August 2012, 63 pages

Because of the development of the technology, geballe much more psychological
illnesses. To prevent the loss, the companies begdevelop new systems to ensure
safe of data flow owned by the network structurésday, data mining is a data
processing technology that is used to solve maallems.

Data mining can be applied to all business areah a8 financial industry, banking,
telecom and biomedical fields and it is used fomgrde of the psychological
illnesses.This study is focused on detecting pdggical illnesses and their
effects.Classifications are made under using in&tion according to age, sex, marital
status, income, changes of personality type, reagmstart, degree of illness, duration
of iliness, repeat status, and behavior to outsidanges of moods, illness situation, and
using medicine. lliness affection information ikea into consideration in order to
reach definite detecting psychological problems.®wak'.1 (Witten, Frank, 2005), with
data mining interface; Decision Trees, Logistic, ltMuayer Perceptron, JRIP, Bayes
Rule, Bayesian Networks, Part, Zeror, Oner, J48 &laf Networks are the
classification methods that are used in this stédter studies, the performance shows
that the least effective application is ZeroR (50 Rogistic application gives best result
than the others.

Key Words: Psychology, Data Mining, and Psychological llinesse



OZET

PSKOLOJIK PROBLEMLERIN DATA MINING YONTEMIYLE TESHTI

Mut, Tomris
Fen BilimleriEnstitisuBilgiTeknolojileriYUksekLis@fProgrami

TezDangmani: Assoc. Prof. Dr. AdemKarahoca

Agustos 2013, 63sayfa

Teknolojinin hizli gekip yayillmasi, kgilerin daha c¢ok psikolojik rahatsizliklara sahip
olmalarini sgladi.

Veri madencilgi tum is alanlarinda uygulanabilen bir yéntem olsada, ldelIfinans
sektoriinde, bankacilikta, GSM sektoriinde ve biooadialanlarda; psikolojik
rahatsizliklarin seviyesinin ve neler ofgunun tespitinde kullanilir.

Bu calsmada; Psikolojik rahatsizliklarin tespiti ve etkilézerinde durulmgiKullanilan
veriler olarak; yg, cinsiyet, medeni hal, gelir, §ii gindeki desisimler,balama sebebi,
hastalgin derecesi, hast@in suresi, tekrarlama durumu, cevreyeskautumu, ruh
hallerindeki dgismeler, hastagin durumu, ila¢ kullanimi bilgilerine siniflandirma
yontemleri uygulanmtir. Psikolojik problemlerin tespiti tanisinin kdmasinda ise,
hastalgin etkileri gz dntinde durulngtur.

Calsmada uygulanan siniflandirma yontemleri; Weka 3(Witten & Frank, 2005)
veri madencilgi ara yizu ile; Karar gaclari, Logistik,Cok Katmanl Algilayici, JRIP,
Bayes Kurali, Bayesian @ari, Part, Zeror, Oner, J48 ve Rbfglar’ dir. Yapilan
calismalar sonucunda, en kotl sonucu ZeroR (%50) uycdamlmgtir. Logistik
uygulamasi dier uygulamalara gore daha iyi sonug veatini

Anahtar Kelimeler: Psikoloji, Verimadencifii, PsikolojikRahatsizliklar
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1. INTRODUCTION

1.1 PROBLEM DEFINITION

All around the world, there are many problems gredple have such as their children’s
problems or their jobs’ problems, etc... Especidlbglay’s busy life can cause people to
avoid some problems. Psychological problems aredosclusions and we have these
problems until we solve them. For this reason, aeehto find the reasons why these

problems happened.

There are a lot of psychological problems. Whercpsipgical problems interfere with
your emotional or physical health, your relatiopshi work productivity, or life
adjustment, you need to talk to someone who cgm.hal psychologisiAs | said before
there some major psychological problems. TheseDepgpssion, anxiety disorders,
schizophrenia, childhood disorders, impulse conttislordes, personality disorders,

adjustment disorders and family problems.

Psychology is the scientific study of behavior amehtal process. Psychologists interest
nervous system, sensation and perception, leaamdgnemory, intelligence, language,
thought, growth and development, personality, stresd health, psychological

disorders, ways of treating those disorders, selelavior, and the behavior of people

in social settings such as groups and organiza{Rathus,2005).

In this work, data mining method is used for peopith psychological disorders of
behavior to examine the problems giving rise tg #ituation. Psychological problems
can have many reasons. Generally, patients wittethyges of problems; we look into
age, sex, marital status, income, change of pelispiygpe, reason to start, degree of
illness, duration of illness, repeat status, bebrato outside, changes of moods, illness

situation, using medicine and effects.

Today, with the increase in the volume of digitatalto new issue has fields such as; a
large amount of, multidimensional and complex datacessing method or develop
systems; new type of method, protocol or infragtreec development; improve the use

of the data and security models.



Brings to mind a large amount of the data, thet foencept is “Data Mining”. Data
mining, previously unknown, current and applicaib@rmation data can be defined as
dynamic processes are obtained with the gas. fishet to find with large data in
hidden information of database systems. With datang everything is simpler. Select
the data mining algorithm that needs to be dorectirect one, and to determine their
use of the colon.

Data mining isn’t a solution in itself. However gethiecision to support the process to
reach a solution, a tool which provides the infaiorarequired to solve the problem.

Being a new model, predictions about the record wasated. The degree of the

accuracy of the estimates sets out sets out tleessiof the model created. Data mining
methods and available data classification datatioelships, or links, to be grouped

together, creating statistical results are genénatedels.

Briefly summarize the data miningworks great andhplex data, it can produce all
kinds of solutions by using the data, it uses sdimeiplines such as statistics, artificial
intelligence, machine learning, and knowledge discp in databases, computer
science, and construction, it searches for prelyousknown, verifiable, information

can be enabled, it uses automatic or semi-automatiking solution tools, data mining
is a rapidly growing sector and it's also used @nynindustrial. Moreover, there are

tools depending on the problem issues (Tang, 2005).

There are many sectors where data mining using.nfdia sectors are banking where
used for risk analysis, risk management, clientfplio evolution, credit cards, credit
claims that detection of hidden between the exgstiata as well as a lot about data
mining is used. Marketing where using marketing jgaigns, customer relationships
management, cross-sell analysis data mining are tsedetermination customers
purchasing patterns, to keep getting existing euets, acquiring new customers,
market basket analysis,sales forecasting, custoet@ionship management, customer
value analysis. Insurance where use to find theoredor determination of customer
loss, prevention of irregularities. Telecommunicas where used for fraud detection,
estimate the lines density. Stock exchange whesd ftg stock price prediction, global
market analysis. Health care and pharmaceuticalsing where used for medical

diagnosis, determining the appropriate treatmeontess, especially determination of



DNA in the queues. Science and Engineering wheegdarsempirical data on model by

establishing scientific and technical problemséasblved and Web Companies.

The using information data will be analyzed usingK, which is programmed by
The University of Waikato. WEKA is a collection dfifferent machine learning
algorithms for data mining processes. In orderralye the customer behaviors, we
used pre-processing, classification and clustemmngthods in WEKA. By pre-
processing and discretizing, the aim is to sumreahe current data in the best way so
that it could be understood easily just lookinghet WEKA results (Dener, Dorterler &
Orman, 2009).



2. BUSINESS INTELLIGENCE

In today’'s life, because of the globalization, sasing competition, developing

technology helps to raise importance of informatilmnthis situation unfortunately get

busy information technology departments. Data ctbe, storage, processing,

analyzing this information, and this information referred to as creating business
strategies with business intelligence. To analyzeo@anization's data and all of the
various software applications used to report calediness intelligence. Business
intelligence solutions companies help achieve isgive ROI conversion values and in
doing so have to gain profit. Business intellige(8B is defined as the ability for an

organization to take all its capabilities and cahwbem into knowledge, ultimately,

getting the right information to the right peopde,the right time, via the right channel.
This produces large amounts of information which lead to the development of new
opportunities for the organization. When these ojypities have been identified and a
strategy has been effectively implemented, they mavide an organization with a

competitive advantage in the market, and stahilityhe long run.

Business intelligence is a highly important fietd brganizations across all industries.
A number of organizations have derived, and cosetita obtain, significant benefits
through the careful use of business intelligendeli®aval& Becerra-Fernandez, 2009).

According to the Gartner’'s Business Intelligence aisuser-centered process that
incorporates retrieving, examining and investigatamd developing insights, which

leads to improved decision making (Dresner, Lind@aytendijk, Friedman, Strange,

Knox & Camm, 2002).

Business intelligence system data collection andcegssing, and the resulting

information are responsible for its release asea fiendly.



Figure 2.1: Gartner Platform
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According to figure 2.1 Gartner platform, leadingisimess intelligence platform
providers like IBM, Oracle, SAP, SAS, Micro strayeand QlikTech

According to the Gartner, leading business intetice platform providers that force
companies like Taleau and Tibco Software (Spotfire)

Generally accepted as Bl is a standard & paramzetkreporting, ad-hoc query and
analysis environments (Relational), OLAP analysisil{idimensional), data mining and
dashboard.

In all cases, use of business intelligence is gtkvas being proactive. Essential
component of proactive Bl are real-time data wawnshng, data-mining, automated
anomaly and exception detection, proactive alertvwgh automatic recipient

determination, seamless follow-trough workflow andomatic learning and refinement
(Langseth and Vivatrat, 2003).



Bl assists in strategic and operational decisiokinga A Gartner survey ranked the
strategic use of Bl in the following order to corp® performance management,
optimizing customer relations, monitoring businessivity, and traditional decision

support, packaged standalone Bl application forcipeoperations or strategies and

management reporting of Bl (Willen, 2002).

As seen in table 2.1, Bl is related all those infation systems. As a result of this
situation, BI is really important to understand. pgople don’t understand it very

carefully, their job doesn’t go well.

Table 2.1: BI Relation to Other Information Systens

OLAP DATAWAREHOUSE VISULATION
DATAMINING BUSINESS INTELLIGENCE CRM MARKETING
% %

DSSI/EIS KNOWLEDGE GIS
MANAGEMENT

Where: OLAP = on-line data processing, CRM=customsationship management,

DSS= decision support systems, GIS = geographicrmdtion systems

2.1 BUSINESS INTELLIGENCE SOLUTIONS

Business intelligence gives you answers appropt@tgpecific goals. As we want to
show that business intelligence solutions like grdéon, data transformation
applications, reporting, querying, data warehousimgdeling, design, development,
dashboard, Bl platforms, data mining, applicaticevelopment, data creation and

OLAP technology platforms on application developimen




2.2 BUSINESS INTELLIGENCE COMPONENTS

Business intelligence is not a stand-alone softwarechnology. It's the combination
of software and technologies. Business intelligecaponents, the execution of the
business intelligence projects in organizations tweatain data in an efficient manner
(Niu & Lu & Zhang, 2009).

2.2.1 Source Systems

It provides business intelligence applications seurBusiness data resources are;
relational databases, flat files, XML. Busines®liigence applications will be analyzed
to obtain the information that is the basis for tla¢a source systems because of for this

reason the starting point of the source systemisiéssintelligence.
2.2.2 Data Warehouse

A data warehouse is a simple also complete andnu@ttstore of data. Moreover, it

obtained from a variety of sources and it uselisiness works.

Data warehouse is a process not a product. Iteskaique for properly assembling and
managing data from various sources for the purpbgaining a single, detailed view of

part, or all of a business.

A data warehouse is a subject oriented. Subjeentad mean that WH is organized
around the major subjects of the enterprise. Ma@eaV's also integrated because the
source data come together from different enterpmsie applications systems.
Furthermore, a data warehouse is a time-varyingddwece data in the WH is only
accurate and valid at some point in time or ovenesdime interval. The time-variance
of the data warehouse is also shown in the extetidesl that the data is held, the
implicit or explicit association of time with allath, and the fact that the data represents
a series of snapshots and the last one is nonieoliteans that data is not update in
real time but is refreshing from OS on a regulasi©aNew data is always added as a

supplement to DB, rather than replacement (Inméa5).



Figure 2.2: Business Intelligence
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As seen in figure 2.2, Bl is like a complex prograaRP, CRM, Database and files
enter the ETL process to the Data warehouse andfetids there are reports, ad-hoc
reporting and OLAP analysis that we get. All of dbeprocess calls business
intelligence.

2.2.3 On-line Analytical Processing (OLAP)

An OLAP cube is a set of data, organized in a wet facilitates non-predetermined
queries for aggregated information, or in other dgoronline analytical processing.
OLAP is one of the computer-based techniques falyaing business data that are
collectively called business intelligence. A methbdt can companies look at in a lots

of different ways.

There are some benefits of OLAP. Some of them ikeethat work with cube logics,
transparency, in a server-client mode, multiple-issgport, recording query from the
database and solving complex calculations easily.



Figure 2.3: An Analytical Workspace Cube
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In the figure 2.3, the analytic workspace (AW) sed to store the multidimensional
data types, e.g., the dimensions, measures ang.cube



3. KNOWLEDGE DISCOVERY IN DATABASES

Data mining the process of discovery in databastsmation to apply the algorithm
used to occur to us. This process will need to kttwevproperties of the data within the
model will be applied to very good. Data miningaithms to apply for transfer from
pattern. In the context of large data sets froendimgle target low level to take a high

level of information.

If we want to success in the process, first ofvedl should have to identify of the
problem. The purpose of the business, the busmess be expressed in plain language
and clear focus on problem. The results obtainest el defined to measure how levels
of success. Also, incorrect estimates of the casthsthe benefits to be gained at this
stage make accurate predictions are included iregtienates. Secondly, we have to
prepare the data. For this, the establishmenti@ktahge of the model, the problems will
arise at the stage of often causes rapid restaratid reorganization of data back. This
is a model for the establishment of the stagesatd greparation and data analyst, and
energy within the sum of the time the cause ofdmg up discovery. There are some
phases in data preparation like collection, vatigtmerge and clean up, and consists of

the conversion.

In the collection step, it is thought to be neces$ar the defined problem, and that this
data is to be collected data sources of the datazollect data in its own data sources
outside the Organization's databases are also insetjanizations. Like we said in
assessment, the collection of data from differentces to be used in the data mining,
data can conflict as natural. These conflicts #ferént, and the differences in the data,
the encoding for the timings of different measureteean be used. for these reasons,
the best result in any good data to import modeistbe extent to which they are
compatible with the data collected in this steparaluated by examining. After these,
there is consolidation and cleaning step. In tkeg,sthe data collected from different
sources and fixed the problems identified in thevmus step, and, to the extent
possible, the data are collected in a single dagb&fter that there is selection step, in
this step will be done in the data selection, ddpenon the model. For example, a
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model to predict the dependent and independenahlas for this step, and carries the
meaning of the data set to be used in the modedcteel. Moreover, in the
transformation step, database or data warehouaerdéte summary or interconnected
in a more meaningful changes to structure. For @@nm the case of using an artificial
neural network algorithm in an application varialdecategorical yes/no; in the case of
using a decision tree algorithm, for example, ineomariable values to be grouped as
high/medium/low will increase the effectivenesstioé model (Ming and the others,
1996).

After these steps, there is setting up and evaloaif the model phase. In this phase,
the most appropriate model can be discovered, fazedein the problem for many is
possible with a testing of the model. Supervisedl @msupervised learning processes of
organizational model used vary according to the eleo(Mohammed, 2003).

Furthermore, fourth phase is that using and updatie model. In that phase,
established and can be directly accepted the walafi the model or an application.
Therefore, it can be used as part of another aggpits sub. Established models such
as fraud detection, risk analysis, credit ratingsibess applications available or

promotion planning simulation, can be integrate.

If we have to summarize these phases and steps.piite information about the
application field and with an understanding of tistomer's point of view is to identify
the destination of the data base information disopyrocess.To create the destination
set of data: the discovery was to implement a gutfsthe variables or select a set of
data, or focus on the data samples.Data cleanitg@processing: the collection of the
necessary information for the model if appropriadése removal for lost data that have
previously been basic decision making strategids. Baduction and projection: the task
is to find the data useful to represent the bowardet properties. Size reduction or
conversion methods can be reduced or taken intouatadoes not change the data
representation of the number of variables can baddrhe first step in the data mining
method for mapping: summarizing, classificatiorgression, clustering is implemented
as methods.Data mining algorithm and descriptivalyses, model and hypothesis
selection: preferred data mining algorithms andnfe¢hods used to investigate patterns
that selected data.Data mining: a special intensghin the cluster form or
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representation is a representation of patterngacmnthe classification rules and trees,
regression, and clustering. Discovered informati@onsolidation: discovered
information to be grouped into another system, lwe hext studies simply filing,

reporting is forwarded to related units.
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4. DATA MINING PROCESSES

Data mining has some processing like data collectilata cleaning and conversion,
setting up the model, model evaluation, scoringgliegtion integration and model
management. These processes help businesses tahmaalkebs easily. First of all, the

most important thing is data collection.
4.1 DATA COLLECTION

Data collection is the first phase for the dataingnData can be stored in many ways.
First of all, we have to support proper data far #ipplication from databases. After the
completion of the data collection process, datspig up two parts as data testing and

data test analysis (Tang, 2005).
4.2DATA CLEANINGAND CONVERSION

Data cleaning and the conversion is the secondeptfabie data mining. The goal of the
data conversion is to convert data source in tligerdint formats, or values. For
example, the type of the integer in the databasebeaconverted to the type Boolean
database. The reason for this is that some datagrahgorithms’ integer data types are

more capably than Boolean data type.

The goal is the data cleaning is to clean data hwvincin inappropriate or incorrectly

entered. In this process, the missing data isdfiifeautomatically with the appropriate
data. If the missing data is much more than usulthis point records must be deleted
(Tang, 2005).

4.3 SETTING UP THE MODEL

Correctly build the model, you should understare gloject’ purpose very well. There
is more than one algorithm for each purpose. Is ttdase, run on-hand data on all

algorithms and the most accurate result of therdhgo that is used to (Tang, 2005).
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4.4 MODEL EVALUATION

Run the appropriate algorithms to the data on haftdr that there are several ways to
find the most accurate result such as if there adhematical data and we want to
accurate the model then we use MAPE (Mean AbsolBercentage Error)
method(Tang, 2005).

4.5 SCORING

We say that scoring instead of evaluation in thi& daining.In the scoring, the main
goal is to use the model for evaluation. Assessraedata that contains the new status
must be for the trained model. For this reasonfrdieed model can be found by using
the new for predictions (Tang, 2005).

4.6 APPLICATION INTEGRATION

At this point, to establish in the data mining mlogethat into the embedded in the
application developed to run in real time.

4.7 MODEL MANAGMENT

As we know that each data mining style has a hee In some applications, jobs or
especially properties are static. Furthermore gtli®no need to retrain the model again.
Therefore, a lot of work things often changes. Nlata as they arrive, you must train

the model again. Therefore, the data objects muspllated frequently.
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5. CLASSIFICATION ALGORITHMS

5.1 DATA PRE-PROCESSING

In this step, data cleaning, data consolidatiorta deansformation, data reduction
methods are used and in this way data analysis raeaiéable. These processes can
affect the success of the model that will occurddpends on the perspective of the
person who made the application processes. Diffenégrventions will cause different
results. If you want to application to be succdssfau must have the person who'’s
knowledgeable about the topic or to work with peoplho are expert in this field
(Oguzlar, 2003).

5.1.1 Data Cleaning:

Data cleaning, completion of missing data, for plaeposes of determining the values
that the data be corrected, noise, and contrarpetoreconciled, requires such as
processes. There are several different ways tadiih missing data for any variable.
Some of them that to disposable missing value decorrecords, the average of the
variable can be used in place of missing valuestia@adnost appropriate value based on
the existing data can be used(@lar, 2003).

The correct data may be in the next missing orrieod data. Data cleaningis made;

other phases will be used to improve the qualitthefdata mining model.

Data cleaning technique is used in noise data.eNisis random variable, or that the
variance as measured. Noisy data use some tecknigudentify of the aim such as
clustering analysis and regression. If it is a cwdus variable such as price data that

noisy data must be smoothed.

Some data correction techniques;
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5.1.1.1 Binning:

Binning methods, low to high or high to low is usedcorrect the data that has been
sorted. In this method, the data are sorted prlynbyi that separated from the amount
of equal bins’. More than a bins, bin will be cated with the help of a bin averages or

medians limits.

5.1.1.2 Clustering:

Contrary to the values can be determined with elgstSimilar values can take place

within the same group or cluster.

5.1.1.3 Regression:

Data can be corrected with the help of a regredsioction with data. Functions do not

conform to the values in the wrong spots.

The other reason is the need to clean up the da@niinconsistency. Some data
inconsistencies can be corrected by external fansti For example, codes can be
corrected in the use of inconsistencies. A variatdme can be different databases in

different ways.

5.2DATA AGGREGATION

In data mining usually data members are requiredgmg differentdata. Different

databases that the data is merged into the daghaases. By combining different data
members of the data in a single database occurchensa integration errors. For
example, might be a database entries “consumeritDanother database it can be in
the form of “customer-no”. This type of schema neetg get rid of errors is used to
metadata. Databases and data warehouses ofterMetaedata. Metadata is the data
about the data. In the data combining, there igh@ndmportant topic is demotion. A
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variable may be paid if the surplus from anothéteialn contradictions can cause the

resulting data set redundancieg(@lar, 2003).

5.3 DATA TRANSFORMATION

For using in data mining, data and data transfdaonatre converted into suitable forms.

In data transformation, there are mostly used ctioe, consolidation, globalization

and the normalization. There are some techniquaswib can show such asg@lar,

2003);

Min-Max : When we want to convert numeric values between 0
and 1 data is used. Thus the maximum and minimumena

value is certain.

Y=(X-Min(X))/ (Max(X)-Min(X)) (5.1)
I'n thisformula;

Y: Converted values X: Observation values
Min(X): The smallest observation value

Max(X): The biggest observation value

Z-Score: This method will take care of the average and the
standard error of the data and is based on the b&sonversion

to new values. In these conversions;

Y=(X-Mean(X))/STD(X) (5.2)
I'n thisformula;

Y= Conversion values X= Observation values

Mean(X) = Data’ arithmetic average
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STD= the standard deviation of the data

Mean(X) = 1/ny,i ,(Xi) (5.3)

iii.  Decimal Scaling:Taking into account the value from the decimal
part diffuse daylight as a result of this situatimormalization is
performed. The absolute maximum number of deciroaitpwill

act depends on the value of the variable.
5.4 DATA REDUCTION

In data mining, sometimes analysis can take a kmg. If you have a set of data
records and removing them not cause you any protilemthese data’s can be reduced.
Data reduction techniques are smaller volumes atalid obtained from a sample set of

reduced.

There are some data reduction techniques. Thesdataeaggregation or data cube,

dimension reduction, data compression and disetgtiz (GBuzlar, 2003).

Data cubes are stored multivariate merged infoonatubes. Data cubes without

making any summary information provide accessdaiek calculation.

Data mining can contain hundreds of unnecessagyidatometimes done as a variable.
This lowers the value of the patterns will be geftunnecessary variables and as a
result of this situation data mining process becsiew. With the aim of unnecessary
variables to be disqualified-way can be done fodnar back as the intuitive choices.
Then each variable or variables will be includedhiis group is determined intuitively
to the cluster. It is primarily a set of selectisnperforming all the way back to the

intuitive.

Another method used with the aim of reducing tize glecision trees. Decision trees

give the best set of variables to represent theubwariable, which will be discussed.

Data compression is obtained by reduced or comgdetbst can represent the original

data, data encryption, or transformation. This vad the supported set of data is
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reduced data set original and this prevents das [bhese algorithms cannot be used

frequently because it has limits.

Discretization, some of the data mining algorithimst handle only the category values
and provides continuous data into discrete datéeddaical values are used instead of
the original data values. A concept hierarchy @eaoupling of the variable given to
continuous variable. Concept changes the high-lesecepts instead of lower-level

concept hierarchies.

Used data mining programs is performed a data meegsing techniques are often
counted. However, special programs and relatedmratzessing or data pre-processing,
there are a number of special programs in termstrohg. Especially; Bio Comp, i-
Suite, KXEN, PATTERN ... etc.

Different algorithms are used in the data mininggynbe different for parameters.
Parameters changes algorithm to algorithms or da&al mining tool programs may be
different. To affect the success of the model, Wilsconsist of a selection of them.

When creating a model, the success of the modeelaohing and test sets that are used
in determining the effects. Available as a setesit tdata is a set of learning and that
drop is used in different methods. Learning set &stl can be given different set of

program files.

When evaluating the performance of the model, #ecoconcepts used; error rate, the
precision, sensitivity and F-criteria. The succekthe model, the number of right and
wrong that is assigned to the class instance ade@lto the number of discarded class

example.
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Figure 5.1: Confusion Matrix

True Class
Positive Negative
TP+TN
Accuracy= TP+TN+FP+FN
2 True False
A% | Positive Positive
é—g 5 | Count (TP) | Count (FP) TruePositiveRate:TP-l;PFN
©
"q—)‘ TrueNegativeRate= N
2 () TN+FP
3.2 False True
o | S| Negative | Negative | pecgon-_T°_
2 | Count (FN) | Count (TN) '
Recall = ™
TP+FN

In the figure 5.1, confusion matrix representsghecess achieved as a result of the test.
The real numbers in the set of rows are test san@lelumns is shows an estimate of
the model.

5.5.1 Accuracy---Error Rate:

The accuracy of the model is the simplest and mogular method.Complementing

this is a measure of the value-to-one ratio error.

TP+TN (5.4)

Accuracy=
TP+TN+FP+FN
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5.5.2 Precision

Certainty, which the number of True Positive examgentified as a class, the clas:
defined as a number of samples of

. iP
Precision =
IP+FP (5.5)
5.5.3 Sensitivity
Recall = il .
TP+ FN (56)

5.5.4 F--Criteria

Accuracy and precision of the criteria alone is nmaningful. Youshould examine
each of the two criteria together. Accuracy andsgipity of the harmonic mean of tt

F-criteria.

F-Criteria = (2 * Sensitivity * Precisn) / (Sensitivity — Precision) (5.7)
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6. DATA COLLECTION AND ANALYSIS

Lately, because of the technological improvemeniscreasing people, also
environmental problems, differences between sditgalfamily problems and education
levels, there are many factors causes people’ pdygical life in a bad way. Moreover,

there are so much effects psychological problems.

In this study, we just only talk about genetic, figrmeducation, work, living, economic
and the other psychological problems. Researchgsowe that because of these

problems cause psychological problems.

Every psychological situation is different from pém Because of that psychological

ilinesses level is also different, too. These are;
Weak: This is enough to set diagnostic not too maohtoo less.
Average: Symptoms are between weak and heavy.

Full Remission: In this point, there are no symptexamples or findings. But, we can

indicate that this disorder can be possible byichvay.
Partial Remission: In this point, diagnostic cidegire not enough to conquer.

These three of them are use if diagnostic critar@ not conquered. These are not
psychotic but heavy, psychotic but heavy and uneefitypes.

If people have psychological problems, because bisiher behavior has changed to
outside. As a result of this situation, doctors caderstand what the patients’ illness

and its degree.

At most in this study, you can see behavior prokleme; behavior, anxiety, sad, crazy,
offensive, exciting, concern, recession, angryyeleged and aggressive. Because of this

situations are increasing by time, they shouldogddctor and begin to control.

Unfortunately, psychological problems can restggia because of this using medicine
can continue for life’'s. But sometimes it takest jless than 1 month sometime takes

more than 6 years.
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As we talk about before, because of the change®pality, there can be some different
personality types. In this study, we talk about;

Labil: If we talk about changes of emotions.

Disinhibit Type: If we talk about people who wamtssex whatever they want and not
thinking.

Aggressive Type: If we talk about changes of aggvesbehavior.

Apathetic Type: If we talk about changes apatite @mdiferans.

Paranoid Type: If we talk about changes behaviakepticism and paranoid thinking.
Other Type: If we don’t know what it is?

Component Type: If patient have more than one dhariatic.

Unspecified Type:

Purpose of this study is about analyzing the inftram discovery process and detect

psychological problems by using data mining methods

6.1 DATA COLLECTION

In this thesis, the data’s collected from a doethbo is a specialist in psychology. There
are 525 data’s and 13 different variables. Theseabigs show in table 6.1 and these

variables help to detect psychological problems.
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Table 6.1: Variable List

AGE

SEX

MARTIAL STATUS

INCOME

CHANGES OF PERSONALITY TYPE

REASONS TO START

DEGREE OF ILLNESS

DURATION OF ILLNESS

REPEAT STATUS

BEHAVIOUR TO OUTSIDE

CHANGES OF MOODS

ILLNESS SITUATION

USING MEDICINE

Data’s can be numeric or the real situation. Wé s@eé it in table 6.2

Table 6.2: Discrete Time Variable List

Variable Name Data Type Values
Age Integer 0-10=1,11-20=2,21-30=3,31-40=4,41-58%5,
60=6,61-70=7
Sex Boolean Female=0,Male=1
Marital status Boolean Single=0,Married=1,Widowed=2
Income Integer Bad=0,Average=1,Good=2,VeryGood=3
Changes of Integer Labil=0,Dezinhibe=1,Aggressive=2,Apatetik
personality type Paranoid=4,0ther=5,Component=6,
Unspecified=7
Reasons to start Integer Genetic=0,Family=1,Edocatl
Work=3,Living=4,Economic=5
Criminal=6,Psychological=7
Degree of lliness Integer Full remission=0,Parte@tission=1,
Average=2 NotPsikoticbutheavy=3,
Psikoticbutheavy=4,Undefined=5
Duration of lliness Integer 1lYear+=0,6Year+=1,6 Mw#=2,6Months-=3
1Months+=4,1Months-=5
Repeat Status Integer Yes=0,No=1,Possible=2
Behavior to Outside Integer Panic=0,Anxiety=1,Sg@+r@zy=3,0ffensive=4
Exciting=5,Concern=6,Recession=7,
Angry=8,Depressed=9,Aggressive=10
Changes of Moods Integer Scared=0,Sad=1,Depre3ddelvous=3
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Panic=4,Cool=5,Patient=6,Peace=7

lliness Situation Integer Increasing=0,Decreasingafne=2

Using medicine Integer HeavyDoze=0,Partial=1,None=2

To show data’s effect, we use Weka 3.7.1(Witten &nk, 2005) platform and use
ranker method and from assessment group we usdr@avAttributeEval and we got

values as seen in table 6.3;
In this table, the biggest effect is illness sitoratand the lowest effect is age.

Table 6.3: Sorting List

Sort Value Variables
0.9998 lliness Situation
0.48348 Changes of Moods
0.34812 Reasons to Start
0.31647 Changes of Personality Type
0.23136 Behavior to Outside
0.14965 Duration of Iliness

0.131 Income
0.04719 Repeat Status
0.02606 Sex
0.00646 Marital Status

0 Age

6.2 APPLIED CLASSIFICATION METHODS
6.2.1 Bayesian Networks:

Bayes networks produce probability forecasts as ritegvork output like logistic

regression models.

Forecast is not produced by system. The basic parpbthe system is to estimate the
probability of forecast that it is valuable for alass models for all class value. It uses
the conditional and unconditional cooperation pufses. By defining subsets of
variables stand-alone classification is used beatwaeconditional Bayes (Witten&
Frank, 2005).

In this formula, we use that A, B, C for known evand we try to find X in estimating

the value of presence.
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P(A X )P(B]X JP(C|X )P(X)

P(X|AB,C)= SABO)
B, 6.1)

6.2.2 Multiplayer Perceptron

Artificial neural networks are simulation systendahey are based on the mathematical
models. These systems work as biological neuraloriés. Generally, there are a lot of
entry and just only one output. In the entry laystworks take values from vector
values. In the privacy layer, each entry multiplenovalue and results adding as a result

we get the new values. Later, this value feed fonatutput (Witten & Frank, 2005).

6.2.3 Ripper Algorithm (JRIP)

In this algorithm, sets are thought like their ogime. For each sets, there are separate
rule (Witten& Frank, 2005).

This algorithm generated a detection model compo$eesource rules that was built to
detect future examples of malicious executable.sThigorithm used I[ibBFD

information as features. Ripper is a rule-basedhbraand it builds a set of rules that
identify the classes while minimizing the amounteofor. The error is defined by the

number of training examples misclassified by tHegZadok, 2001).
6.2.4 Partial Decision Trees

Decision trees are the most usable model betwesssifitation methods. They are a
simple, but powerful form of multiple variable aysgs. They provide unique capacities

to augment andaccompany.

i.  Traditional statistical forms of analysis (suchnadtiple linear regressions).

ii. A variety data mining tools and techniques (sucheasgal networks).
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li.  Recently developed multidimensional forms of rejpgrtand analysis found in

the field of business intelligence.

Decision trees are produced by algorithms thatgeedifferent ways of splitting a
data set into branch-like segments. These segnfi@mbtsaturn upside down decision
tree that arises with a root node at the top ofrée (De Ville, 2006).

Entropy is an algorithm for determine tree’ brarehentropy depends on the formulas
that difference from each other data’s. If we thihkxpressions which are same values

and as a result of this situation their entropas’ equals zero.

Entropy(pl,p2,..... ,pn) = Y (pilog (1/pi)) (6.2)

Entropy gets different values when the brancheg laifferent modes. We called these

differences between values as acquisition.
Acquisition(D;S) = H (D) — Y P(Di) H (Di) (6.3)
6.2.5 Bayes Rule

Bayes rule depends on the probabilistic inferettcenoves forward if our values and

hypothesis are true. It is chosen if it has maxinpobability hypothesis.
6.2.6 OneR Rule

Oner algorithm’ name come from One Rule’ head isitdt’'s easy and reliable
classification model. It creates a rule for evagetast. Later, from these rules, it chose
the lowest error rate part. We chose the maximuesguhat is most likely to occur
(Witten& Frank, 2005).

6.2.7 ZeroR Rule:

The Zeror rule classifier takes a look at the taag&ibute and its possible values. It
always provides the output value most commonly @otor the target attribute in the
given dataset. Zeror as its names suggests; itrtiaaclude any rule that works on the
non-target attributes (Venugopal&Patnaik, 2011).
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6.2.8 Statistical Accuracy Metrics

Statistical accuracy metrics are used for measyperenental results. Widely used
common metrics; mean absolute error, mean squeve epot mean squared error. In

this thesis, | used root mean square error to coerip@ methods (McClish, 1987).

6.2.9 Root Mean Squared Error

RMSE measures the quality of the fit between theadalata and the predicted model.
RMSE is one of the most frequently used measurdéseofoodness of fit of generalized
regression models. RMSE is always above zero. itsmmm occurs only when the
estimate is indefinitely close to the real datak®al, 2010).

N s
RMSE = \E = [H=®ro (6.4)

6.2.10 Receiver Operating Characteristic (ROC)

A receiver operating characteristic (ROC), or synRlIOC curve is a graphical plot.
ROC curves are usually used in machine learning datd mining research. In the
classification problems, the ROC curve is a techaidpr envisaging, arranging and

selecting classifiers, derived from their performa(Gorunescu, 2011).

If we have to show, what is false positive ratdsdanegative rate, likelihood ratio
positive and likelihood ratio negative, there avme algorithms that we can get them.

i. False positive rate (FP rate)=FP/(FP+TN)=1-speatyfic
ii. False negative rate (FN rate)=FN/(TP+FN)=1-senftiv
iii.  Likelihood ratio positive (LR+)sensitivity/(1-spdicity);
iv.  Likelihood ratio negative (LR-) = (1-sensitivitypscificity.

6.2.5 J48 Rule

J48 is a clone of an earlier algorithm developedlbfRoss Quinlan, the very popular
C4.5. Decision trees are a classic way to reprasémation from a machine learning
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algorithm, and offer a fast and powerful way to regs structures in data (Witten &
Frank, 2005).

J48 employs two pruning methods. The first is knaaensubtree replacement. This
means that nodes in a decision tree may be replaited leaf -- basically reducing the
number of tests along a certain path. This prosémds from the leaves of the fully
formed tree, and works backwards toward the robé Jecond type of pruning used in
J48 is termed sub treerising. In this case, a modg be moved upwards towards the
root of the tree, replacing other nodes along they.wSub treerising often has a
negligible effect on decision tree models. Thereften no clear way to predict the
utility of the option, though it may be advisabte tty turning it off if the induction
process is taking a long time. This is due to #et that sub treerising can be somewhat
computationally complex(Han &Kamber, 2006).
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7. FINDINGS

We will use data mining classification methods fdetecting and estimating
psychological problems. There are many psycholbgiczgblems that some of them are
really important but some of them not as importthey are. There are many reasons
that these psychological problems occur. In thesihy mostly we talked about genetic,

family, education, work, living, economic and otlpsychosocial problems.

7.1 WEKA BAYES NETWORK APPLICATIONS

We get these outputs when we use Weka 3.7.1 dtaggih methods from Bayes
Network application. In the table, there are 5Z6rmation of psychology and from this
information only 107 (20.381percentage) incorreclssified instances and the other
418 (79.619percentage) are correctly classifiedam®es. Because RMSE value is
nearly O and kappa statics value is nearly equal tor this reason, the Bayes Network

application shows that it is successful.
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Figure 7.1: BayesNetStatistical Values

| Preprocess| Classify | Cluster | Assodate | select attributes | visualize |
Classifier
Choaose EBayesHet -0 -0 weka, classifiers, bayes net.search.local k2 -- -P 1 -5 BAYES -E weka. classifiers .bayes .net, estimate SimpleEstimator -- -4 D.EE

Test options
(@ Use training set

Classifier output

IO

IlnessSituation{3): UsingMedinice

o7 o

UsingMedinice(3):

LogScore Bayes: -7351.540496067531
LogScore BDeu: -7773.3911368732115
LogScore MDL: -T7715.218453566943
LogScore ENTROPY: —-7267.385477791643
LogScore ATIC: -T7410.385477791643

() Supplied test set
(7 Cross-validation  Folds

() Percentage split

More options...

Time taken to build model: 0.01 seconds
Stop

Result list {right-cick for options) === Stratified cross-wvalidation ===

[19:43:07 - trees. 148
19:44:15 - bayes.Bayeshet
19:55:42 - bayes.Bayeshet

=== Jummary ===

Correctly Clasaified Inatances
Incorrectly Claggified Instances
Kappa statistic

Mean absolute errcr

Eoot mean squared error
Relative absclute error

Root relative agquared error
Total Number of Instances

In Figure 7.1, we see detaileinformation about Bayes Network. We use cr
validation fold 10, we get detailinformationabout Bayes Network. However, we |

correctly classified instanc418 and we just only get 79.6d€&centag.

Figure 7.2: Bayes Networks Accuracy Values

=== Detailed Accuracy By Class ===

TP Rate FP Rate Preciszion Becall F-Measure ROC Area Class
0.857 0.125 0.5439 0.857 0.853 0.938 HEAVYDOZE
0.839 0.121 0.823 0.839 0.831 0.93 PARTIAL
0.584 0.058 0.634 0.5584 0.6808 0.937 HONE
Weighted Zwvg. 0.81 0.114 0.207 0.81 0.208 0.934
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In figure 7.2, we get Bayes Network accuracy valuesthis figure, the ROC areas

nearly 1 as a result of this solution, we get thecsssful application.

Figure 7.3: Bayes Networks ROC Curve

X: False Positive Rate (hum) v | ¥: True Positive Rate (Num)
Colour; Threshold (Num) » | Select Instance

| Reset j[ Clear ” Open ” Save I ]t'H[i

Plot {(Area under ROC = 0.9365)

1

0.0042
0

Class colour

I
0. 0oQoooost?

In weka classifier visualize, we chose the thredGakve for Heavy Doze part and we

get the ROC value is 0.9365.
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7.2 WEKA NAIVE BAYES APPLICATION

After we use Weka 3.7.1 classification methods fidaive Bayes application, we get
these outputs. In the table 2.1, there are 525nmdton of psychology and from this

information only 100 (19.0476percentage) incorsectassified instances and the other
425 (80.9524percentage) are correctly classifiedances. Because RMSE value is

nearly O, the application shows that it is sucaddbfan Bayes Network application.

Figure 7.4:Naive Bayes Statistical Values

+ Wek Bxplorer | o |
| Preprocess | Classify | Cluster | Assodiate | Select atiributes | visualize |
Classifier
Choose  |NaiveBayes
Test options Classifier output
- [ToTaEr] CE T zITo oo
@) Use training set o
) Supplied testset | Set, IlneasSituation
e idati L - INCREASING T4.0 20.0 21.0
= Faolds (10
RSbe G b i DECREASING £5.0 173.0 29.0
(71 Percentage split Y |66 SIME 101.0 21.0 30.0
i} i il
I Mo DR | [total] 240.0 214.0 g20.0
‘ {Mom) UsingMedinice -
Time taken to build model: 0.01 seccnds
Start Stop
Result list (right-click for options) === Evaluation on training set =—
18:43:07 - rees, 143 A ry =
19:44:15 - bayes.BayesMet e -
18:55:42 - bayes.Bayeset Correctly Classified Instances 423 80.9524 %
Zmﬁ?:lﬁ—tmfﬁ.mﬂayﬁs Incorrectly Classified Instances 100 19.0476 % i
Kappa statistic 0.6878 L
Mean absclute error 0.1298 1
Root mean sguared error 0.3103 | =
Relative absclute error 31.6947 &
Root relative sguared error 08.6392 &
Total Nurber of Instances 525 ol
4] [ | (3

Status

oK w.xo

In Figure 7.4, we see detailed information abouivBld&ayes Network. We use Cross-
validation fold 10, we get detailed information abdaive Bayes Network. However,
we get good information like correctly classifiatstances 425 and we just only get
80.9524percentage.
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Figure 7.5:Naive Bayes Accuracy Values

=== Detailed Accuracy By Class ===

TF Rate FF Rate Precision Recall F-Measure ROC Area Class

0.857 0.125 0.349 0.857 0.853 0.3934 HERVYDOZE

0.838 0.121 0.823 0.838 0.831 0.928 ELRTIAL

0.584 0.058 0.5834 0.584 0.808 0.935 HONE
Weighted Avg. 0.81 0.114 0.807 0.81 0.808 0.5933

In figure 7.5, there are ROC values. As we seearéi86, under the curve value
0.9363.

Because of the increase of FP values and decrdade ofP values to the Bay

Network, fault percentage more less BayesN

Figure 7.6: NaiveBayes ROC Curve

= HEAVYDOZE]

|§::: False Positive Rate {Mum) P w ] [?: True Positive Rate (Hum)
— }
[cm; Threshold (Num)

Reset _|[ Clear ][ Open ][

Flot {Area under ROC = 0.9353)

n.oo4z %
0

Class colour

I
0. 00000032s
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7.3 WEKA LOGISTIC APPLICATION

We get better results than Naive Bayes and Bayesgdjications. Because of the result
of the RMSE is nearly 0 and the correctly clasdifiestances 483(92percentage) and

the incorrectly classified instance 42(8 percentage saw that these application is

better than those two.

Figure 7.7:

Logistic Statistical Values

Classifier
Choose | Logistic R 1.0E-G-M -1

Test options

Classifier output

@) Use training set Changesofmoods=PANIC 6.8T6LT6917457123E23 i
1 Supplied test set _' Sat.., Changesofmoods=C00L 4211.6187 1.03348514
Changesofmoods=PATIENT a
() Cross-validation ~ Folds |10 Changesofmoods=FEACE i}
(71 Percentage split % |66 Ilness5Situation=INCREASING a
- Ilnesa5Situation=DECREASTNG 2.46500177094180064E37 §.096187:
I O ot | IlnessSituation=SRAME 0
‘ {MNom) UsingMedinice -
Time taken to build model: 0.78 seconds
Start Stop
=== Ewvaluation on training setc =—=
Result list {right-click for options}) a
=== Summary ===
19:43:07 - frees. J48
18:44:15 - bayes Bayestiet Correctly Classified Instances 483 82 3
12‘3:;?1‘;‘_23‘&5'23*5;& Incorrectly Classified Imstances 42 b %
2de 22 DRIVESSSENIEAYES Kappa statistic 0.8712
Mean absolute error 0.0728
Root mean sguared error 0.1501 £
Belative absclute error 17.7982 % —
Root relative sguared error 42.0505 %
Total Number of Instances 525
N 1 | &
Status
Ok

In Figure 7.7, we see detailed information abougiktic. We use cross validation fold
10, we get detailed information about Logistic. Eover, we get information like

correctly classified instances 483 and we only @@percentages, and just only 42
incorrectly classified instance.
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Figure 7.8: Logistic Accuracy Values

=== Detailed Accuracy By Class ===

TF Rate FF Rate Precision Becall F-Measure BOC Area Class
0.958 0.056 0.5934 0.958 0.948 0.992 HEAVYDOZE
0.863 0.01& 0.973 0.863 0.3915 0.987 PARTIAL
0.961 0.047 0.779 0.961 0.86 0.987 HCNE

0.592 0.038 0.927 0.92 0.321 0.989

Weighted Avg.

In figure 7.8, there are ROC values. We ROC area is nearly. In the ROC curv
error percentagd-P values are decreasing and TP values are sicg

Figure 7.9: Logistic ROC Curve

|§::-, False Positive Rate (Num)
[Cotmx: Threshold (Num)

. Reast _|[ Clear ][ Cpen ][

Plot (Area under ROC = 0.9324)
i g N

As we seen in figure 7.9, tisuccessful place is under the curve 1.
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7.4 WEKA MULTIPLAYER PERCEPTRON APPLICATON

In the multiplayer perceptron application when wee uWeka 3.7.1 classification
methods, we get these outputs. In the table, drer&25 information of psychology and
from this information 460(87.619percentages) arerectly classified instances.
Because RMSE value is nearly 0, the applicationvshibat it is successful and there is

no fault value.

Figure 7.10: Multiplayer Perceptron Statistical Values

| Preprocess | Classify | Cluster | Associate | Select attributes | Visualize |

Classifier

| Choose  |MultilayerPerceptron -L 0.5 -M 0,2 -M 500 -¥0-50-E20-Ha

Test options Classifier output
= TIpuT
1 Use training set 3 i
- Node O
(") Supplied test set Set.. Class PARTIAL
@ Cross-validation Folds |10 fmput
B Hode 1
(7 Percentage split % |66 Clasa NONE
I Mare options... I Input
Node 2

‘ {Nom) UsingMedinice -
—_—_— Time taken to build model: 57.31 seconds
| Start Stop
Result list (right-click for options) === Stratified croas-wvalidation ===
20:32: 14 - functions. MultiayerPerceptron === Summary ===
Correctly Clasaified Inatances 460 87.61% %
Incorrectly Clasaified Instances a5 12.381 %
Kappa 3tatistic 0.8007
Mean absolute error 0.09339
Root mean ggquared error 0.2483
Relative absclute error 24.434 %
Root relative squared error 54,4838 % =
Total Number of Instances 525 -
4 [l 1 | 3

Status

oK Log | wxﬂ

In Figure 7.10, we see detailed information abouttidlayer Perceptron. We use cross
validation fold 10, we get detailed information abMultiplayer Perceptron Moreover;
it gets more time to build on data (57.31 second).
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Figure 7.11: Multiplayer Perceptron Accuracy Value

=== Detailed Accuracy By Class ===

TF Rate FP Rate Precision Recall F-Measure ROC Area (Class
0.92 0.059 0.928 0.92 0.924 0.5979 HEAVYDOZE
0.83% 0.084 0.898 0.839 0.868 0.95 ERRTIAL
0.244 0.0&3 0.899 0.244 0.7&5 0.938 HONE
Weighted Awvg. 0.378 0.0&81 0.882 0.876 0.878 0.961

In the figure 7.11, there are ROC val.

Figure 7.12. Multiplayer Perceptron ROC Curve

2| Weka Classifier Visualize: Thre HEAVVDOZE | o e B
' — —
i: False Positive Rate {Mum) 'ri ' True Positive Rate (Num} v]
Colour: Threshold {MNum) vilSElectlnsdar;ce v]

| Reset || gear | open || save | e

Plot (Area under ROC = 0.9735)

PR TR Nt |
BN e i
b E R oA |
Tl Sy
VA R o |
0 AR |

IR AU o] B

n

Class colour

I
0. 000000 0.5 L

In figure 7.12, we see ROC curfor Heavy Dozevalue and as we see that the posi
are is 0.9785.
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7.5 WEKA JRIP APPLICATIONS

In the table, there are 525 information of psychgland from this information there is
79(15.0476 percentage) incorrectly classified imstég and 446 (84.9524percentages)

are correctly classified

instances. Because RMSHeves nearly 0, the application

shows that it is successful.

Figure 7.13: JRIP Statistical Values

> weateer |, N, .
J it .

|| Preprocess | Classify | Cluster | Assodate | Select attributes | Visualize |

Classifier

|| Choose i.ZIIRip -F3-N20-02-51

Test options

() Use training set

() Supplied test set

(@ Cross-validation  Folds |

() Percentage split % 565

I More options... ]

")

(Nom)) UsingMedinice

-

Resuit list {right-dick for options}
20:32:14 - functions. MultiayerPerceptron

Stop

21:03:19 - rules. Rip

Classifier output

{DurationofIllness = 6YEAR+) and (Degreecfillness = AVERAGE) =»> UsingMedin: *
{Behaviourtooutside = DEPRESSED) => UsingMedinice=PARTIAL ({5.0/1.0)
{Behaviourtocoutside = RECESSION) and (Income = BAD) => UsingMedinice=PRRTII
{Degreeofillness = WERK) => UsingMedinice=PARTIAL (3.0/0.0)

=> UsingMedinice=HERVYDOZE (232.0/23.0)

Humber of Rules : 12

Time taken to build model: 0.1% seconds

=== Stratified cross-validation ===

== Summary =—— g
Correctly Classified Instances 446 84.9524 %
Incorrectly Classified Instances 78 15.0476 %

Kappa astatistic 0.7585 ==
Mean absolute error 0.1423

Boot mean sgquared error 0.2845

Relative absolute error 34.787 %

Boot relative aguared error 03,0242 %

Total Number of Instances 525

< Tl | 3

In Figure 7.13, we see detailed information aboogiktic. We use cross-validation test

and we get 446 correctly classified instances.
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Figure 7.14 JRIP Accuracy Values

=== Detailed Accuracy By Class =—=

TF Rate FF Rate Precision Becall F-Measure ROC ZArea Class
0.882 0.07& 0.305 0.882 0.893 0.931 HERVYDOZE
0.825 0.076 0.879 0.825 0.851 0.91 ELRTIAT.
0.818 0.074 0.856 0.818 0.728 0.873 HCNE

0.85 0.07& 0.858 0.85 0.852 0.914

Weighted Rvyg.

In figure 7.14, there are ROC valu

Figure 8.15: JRIP ROC values

¥: True Positive Rate (Num)

¥ False Positive Rate fiom) v
|

l;‘.‘ntm;r: Threshold (Mum} = E

| Resst || clear | open [ save | Jitter ]

Flot {Area under ROC = 0.9308)

In weka classifier visualize, we chose threshold Curve on thdeavy Doz part and
we get the ROC value &930¢t.

40



7.6 WEKA PART APPLICATION

In Part application, we use weka 3.7.1 classiftcatinethods and get these outputs. In
the table, there are 525 information of psycholagg from this information there is
67(12.7619 percentage) incorrectly classified ims¢g and 458 (87.2381percentages)
are correctly classified instances. Because RM3ieva nearly equal 0, the application

shows that it is successful.

Figure7.16: Part Statistical Values

rweanpoer . R - TR . oDt
|[| Preprocessl Classify | Cluster | Assodiate I Select attributes | Visualize |

Classifier

Choose  |PART -M 2 -C0.25-0 1

Test options. Classifier output I

v

[ix]

(7 Use training set

(71 Supplied test set Sat.., Durationoflllness = IMONTHS+ RND

s T Income = BAD: NONE (36.0/11.0)
@ Cross-validation Folds |10

(7} Percentage spit % |66 : HERVYDOZE (19.0/5.0)

[ More oplionsss: ] Hurber of Rules : 26
l {Mom) UsingMedinice - I

- Time taken to build model: 0.0& seconds

Result list (right-click for options) == Stratified cross-validation =—=

=== Summary =—=

20:32: 14 - functions. MultilayerPerceptron

T Correctly Classified Instances 458 B7.2381 % |
Incorrectly Clasaified Inatances a7 12.7619 %
Kappa statistie 0.7934 -
Mean absolute error 0.1174 1
Root mean squared error 0.2616 L
Relative absolute error 28.714% %
Root relative squared error 57.8512 %
Total Number of Instances 525 .:I
< [ | 455

Status

oK Log w x0

In Figure 7.16, we see detailed information abARP. We use cross-validation test.
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Figure 7.17 PART Accuracy Values

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Becall F-Measure ROC Area Class
0.903 0.05& 0.93 0.903 0.91& 0.95& HERVYDOZE
0.872 0.083 0.87& 0.872 0.874 0.942 PLRTILL
0.779 0.056& 0.706& 0.779 0.741 0.927 NONE
Weighted RAvg. 0.872 0.0&87 0.876 0.872 0.874 0.946

In figure 7.17, there IROC value.As a result of these situatigrikis is all corrct.

Figure7.18: PART ROC Curve

ue HEAVYDOZE] o= S
|f:l::F_alse Positive Rate {Mum) P w ] [Y:TmaPosiﬁ_veEate {Mum} hud
—
Colour; Threshold (Num) » | Select Instance -
i_ Reast _|[ Clear ][ Open ][ Save ] Tittar [i
Flot (Area under ROC = 0.9558)
: Lt v -1
0.6 Er v e
L kot D
i X o ’
0.2 & - ¥ -
0.017 0.51 1 i e
T e
Class colour
I T 1
u} 0.5 1

In weka classifier visualize, we chose the thredGakve on théheavy doz part and we
get the ROC value 18.955¢.
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7.7 WEKA ONER APPLICATION

In the OneR application, after we use Weka 3.7aksification methods, application
gets these outputs. In the table, there are 5ZnmEtion of psychology and from this
information there are no incorrectly classified tamces and the other 525 (100

percentages) are correctly classified instancesal® RMSE value is equals to 0, the

application shows that it is successful.

Figure 7.19: OneR Statistic Values

| Preprocess | Classify | Cluster | Associate ISelect ath’ibu_hesl \Flsuah_ze|

|| Classifier

I Choose ]:D;R—BE;

Test oplions

() Use fraining set

) Supplied testset | Set..,

@ Cross-validation  Folds ;'10

() Percentagesplt % 66
I More options.., ]
l {Nom} UsingMedinice - l
Start Stop

Result list (right-dick for options})
20:32: 14 - functions. MultlayerPerceptron

21:03:19 -rules. JRip
21:10:54 - rules PART

21:19:04 - rules.OneR:

Classifier output

DEFRESSED
HERVOUS -> PARTILL

BRANIC  -> HERVYDOZE
COoOL -> FARTIAL
ERTIENT -> PARTIAL
FEACE -> NONE

{391/525 instances correct)

Time taken to build model: 0 seconds

=== Stratified croas-validation ===

=== Summary ==

Correctly Classified Instances
Incorrectly Classified Instances
Kappa statistic

Mean sbsolute error

Root mean squared error
Belative azbsclute error

Root relative squared error
Total Number of Instances

—» HERVYDOZE

391
134

523

.5747
1702
.4125
41.
91.

6017 %
2392 1

m

T4.4782 %
25.5238 % LS

4 | m

Status
oK
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Figure7.20: OneR Accuracy Values

=== Detailed Accuracy By Class ===

TP Rate FEF Rate Precision Recall F-Measure ROC Rrea Class
0.81 0.153 0.814 0.81 0.212 0.229 HERVYDOZE

0.815 0.213 0.72 0.815 0.764 0.801 ELRTIAL
0.351 0.051 0.54 0.351 0.425 0.85 HONE
Weighted Avg. 0.745 0.162 0.738 0.745 0.738 0.791

As we seen in the figure 7.20, the ROC arenearly 1.Moreover, because of tr

situation, it's correct.

Figure 7.21: OneR ROC Curve

eka Classifier Visualize: Thre

¥ False Posifive Fate (ium) ! » | [v: True Positive Rate (Num)
lﬂdmx: Threshold {Mum) I I

| Rt |[ Gear ][ open [ save |

Flot (Area under ROC = 0.8237)
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7.8 WEKA ZEROR APPLICATION

From ZeroR application in table 8.1, there are B2&rmation of psychology and from
this information 288 (54.8571percentages) incolyedassified instances and the other
237 (45.1429percentages) are correctly classifistances. Because kappa values are
equals to 0, this application is not suitable fos @application.

Figure 7.22: ZeroR Statistical Values

E Wek;a E1( E.orer-.
o P

|| Preprocess| Classify | cluster | Assaciate | Select attributes | Visualize |
Classifier

Choose g_ZeroR

Test options

Classifier output

(71 Use training set Changesofmoods

Ilness3ituation

() Supplied testset | set...
lidati : d i UsingMedinice
@ Cross-validation  Folds: |10 10-fold cross-wvalidation

(7} Percentage split

Test mode:

% |66

= === (Clagzifier model (full training set) =—=
More options... l

Time taken to build model:

l ZeroR predicts claas valus: HEAVYDOIE
-

0 seconds

Result list {right-dick for options)
20:32:14 - functions.MultilayerPerceptron

=== Stratified cross-validation ===
=== Summary ===

21:03:19 - rules. JRip

21:10:54 - rules.PART
21:19:04 - rules.OneR
21:42:43 - rules. PeroR.

45.142% 3
54.8571 %

Correctly Clasaified Instances
Incorrectly Classified Instances
Kappa statistic

Mean absolute error

Roct mean sguared error
Relative abaolute error

Root relative asguared error
Total Nurber of Instances

4]

In Figure 7.22, we see detailed information aboeroR. We use cross-validation fold

10. This is the worst application to the other aaions.
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Figure 7.23: ZeroR Accuracy Values

=== Detailed Accuracy By Class ===

TP Rate FEF Rate Precision Recall F-Measure ROC Area Class

1 1 0.451 1 0.622 0.4393 HEAVYDOZIE

a 0 a ] 0 0.492 ERRTIREL

a 0 a 1] 0 0.485 HONE
Weighted Awvg. 0.451 0.451 0.204 0.451 0.281 0.4391

In figure 7.23, there are ROC values. As we sege, place th under the curve i
0.5. In the ZeroR application, FP (0, 1) and TPLj(hecause of these values the Ze

values is nbsuitable for the applicatic

Figure 7.24: ZeroR ROC Curve

i: False Positive Rate (Num) v ¥: True Pasitve Rate (um)
Colour: Threshold (Num) v | Select Instance

Resr:{ :[ Clear ][ Open ][ Save ] Jitter[i

Plot (Area under ROC = 0,4928)
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7.9 WEKA RBF NETWORKS APPLICATION

When we use Weka 3.7.1 classification methods, ek tigese outputs from Rbf
Network application. In the table, there are 5F6nmation of psychology and from this
information just only 83 (15.8095 percentages) mmectly classified instances and the
other 442 (84.1905percentages) are correctly fladsnstances. Because RMSE value
is nearly 0, the application shows that it is sestd. There is a difference between Rbf
application and the other application is that Rhfieange data values in table 7.2

discrete data values.

Figure 7.25: Rbf Networks Statistical Values

|+ Weka Eplorer

| Preprncessl Classify | Cluster I Assodiate | Select attributes I ‘u'isualize!

Classifier

| Choose  |[RBFMetwork -B 2 -51-R 1.0E-8-M-1 -4 0.1

Test options Classifier output
£ = [VEXIEnLE HEEVIDUZE FERIIAL
1) Use training set -
() Supplied test set Seti., pCluster_0_0 4.1574 0.1832
g
i@ Cross-validation Folds |10 Diltater 0o 29627356 20,0089
r > pCluster 1 0 0.2387 11.8721
() Percentage spit % |66 pCluster 1 1 0.7456 3.8236
I Mare options. .. | pCluster 2 0 0.0003 0.0182
pCluster 2 1 0.0331 0.0079
[ {Mom} UsingMedinice - ]
Time taken to build model: 0.1% seconds
Start Stop

Result list {right-click for options) === Stratified crogs-validation ===

i
20:32: 14 - functions. MultilayerPerceptran ADmALE = ‘
21:03:19 - rules.JRip =
21:10:54 - rules. PART Correctly Classified Instances 442 84,1905 %
71:19:04 - rules, OreR Incorrectly Classified Instances a3 15.8085 % ‘
21:42:43 -rules. ZeroR Happa statistic 0.7441 —
21:43:06 - functions. RBFMNetwork Mean absclute error 0.1589

Root mean sguared error 0.2837

Relative absclute error 38.8434 %

Root relatiwve squared error 64.0855 %

Total Number of Instances 525 o

4 | 1] | ]
Status
oK Log “L %0

In Figure 7.25, we see detailed information abo®FRNetworks. We use cross
validation fold 10, we get detailed information ab&BF Network. However, we get
more good information like correctly classified tawsces 442 and we just only get

84.1905percentages.
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Figure 7.26: Rbf Networks Accuracy Values

=== Detalled Accuracy By Class

TP Rate
0.8&1
0.839
0.792

Weighted Awvg. 0.842

FP Rate
0.083
0.111
0.054
0.09

Precizion Recall F-Measure
0.835 0.881 0.877
0.835 0.839 0.837
0.718 0.792 0.753
0.845 0.842 0.843

BROC Area C(lass

0.934 HEAVYDOZE
0.907 FARTIRL
0.934 HONE
0.923

There is ROC values are in figure 7.26. Systemoperdnce and outpuare successful.

Figure 7.27. Rbf Networks ROC Curve

i Falee Pasitive Rate (i)

. :_} ¥: True Positive Rate (Num)

Colour; Thresheld (um)

i Resst ”_ Clear ][

Open || save

| Jitter (]

Flot (Area under ROC = 0.9341)
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7.10 WEKA J48 APPLICATION

When we use Weka 3.7.1 classification methods, ek tigese outputs from J48

application. In the table, there are 525 informmatiof psychology and from this

information just only 61 (11.619 percentages) inecily classified instances and the
other 464 (88.381percentages) are correctly cladsifistances. Because RMSE value
is nearly 0, the application shows that it is sestd.

Figure 7.28: J48 Statistical Values

= . S

Classifier
Choose |48 -C0.25-M2
Test options Classifier output
@ Lise:train + T T TICOME = AVERAGE: FERITAL (J3.07 L.07 =
et i | | Income = BAD: PARTIAL (1.0)
") Supplied test set | Seki. | | Income = VERYGOOD: PARTIAL (2.0)
|

3 i =& —3 a. i
@ Crossvalidation  Folds 10 Durationcflllness BMONTHS-: NCONE {18.0/4.0}

(7} Percentage split % |66 | | |Humber of Leaves 73
[ More options... |
5ize of the tree : g6
‘ {Nom) UsingMedinice -
Time taken to build model: 0.05 seconds
Start Stop
Result list {right-diick for options) === Stratified crogs-validation ===
15:32:09 ~fress. 148 St
Correctly Classified Instances 484 85.381 %
Incorrectly Classified Instances 61 11.619 % =
Kasppa statistic 0.8125
Mean absolute error 0.11 =
Root mean sguared error 0.2532 oy
Relative absclute error 26.9025 %
Root relative aguared error 55.99848 %
Total Number of Instances 525 e
N m | 3
Status

oK vt
In Figure 7.28, we see detailed information abd@& e use cross validation fold 10,

we get detailed information about J48. Moreovemeéts time to build on data (0.05
second).
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Figure 7.29: Rbf Networks Accuracy Values

=== Detailed Accuracy By Class ===

TP Rate FE Rate Precision Becall F-Measure ROC Area Class
0.92 0.042 0.948 0.92 0.934 0.965 HEAVYDOZ
0.2a7 0.073 0.g888 0.887 0.878 0.93& PRRTIAL
0.818 0.058 0.708 0.818 0.75% 0.3917 HCNE
0.884 0.057 0.889 0.884 0.886 0.947

Weighted Rwvg.

As we seen in the figur7.29, the ROC area is nearly Moreover, because of tt

situation, it's correct.

Figure 7.30: J48 ROC Curve

= HEAVYDOZE]

|§::: Faise Positive Rate {Mum) v [?: True Positive Rate (Hum)
lCotmx: Threshold (Num)

Reset _|[ Clear ][ Open ][

Plot (Area under ROC = 0,9652)

In weka classifier visualize, we chose the thregh@lrve on théheavy doz part and
we get the ROC value 965..
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7.11 J48 RULES’ DETAILS

If changeof mood is scared, we look into degrekwfds. If degreeofillness is
fullremission or partialremission or notpsicoticheavy or undefined, then the using
medicine is heavy doze. Moreover, if degreeofiltnes average, then the using
medicine is partial. If changeof mood is scaredd ah degree of illness is
psicoticbutheavy, we check behavior to outsidéethavior to outside is panic or sad or
crazy or offensive or exciting or concern or angrydepressed or aggressive, then the
using medicine is heavy doze, but if behavior tésiole is recession, then the using
medicine is partial.

If changeof mood is sad, we check iliness situatibrilness situation is increasing,
then the using medicine is heavy doze. Moreoveit|néss situation is decreasing or
same, then the using medicine is partial.

If changeof mood is depressed, we check duratioingss. If duration of illness is

lYear+ or 6Year+ or 6Months+ or 1Months- or 6Monrthken the using medicine is
heavy doze. Moreover, if changeof moods is depdesswl if duration of illness is

1Months+, then we control income. If income is goiben the using medicine is heavy
doze. If income is average or bad or very goodj the using medicine is none.

If changeof mood is nervous, we also check duraioifiness. If duration of iliness is

lYear+, then the using medicine is heavy doze.ulation of illness is 6Year+ or

1Month+ or 1Month- or 6Months-, then the using noet is partial. Furthermore, if

changeof mood is nervous and if duration of illness§Months+, then we look into

change of personality type. If change of persopalipe is component, then the using
medicine is heavy doze. But, if change of perstyw&pe is labil or dezinhibe or other
or paranoid or unspecified or aggressive or apathien the using medicine is partial.

If changeof moods is panic, then the using medigrieeavy doze.

If changeof mood is peace, we also check duratfoiiness. If duration of illness is

lYear+ or 6Year+, then the using medicine is plartdawever, if duration of illness is

1Month+ or 6Months+ or 6Months-, then the using itieé is none. Furthermore, if

changeof mood is peace and if duration of illnes&Nonth-, we look into income. If

income is good, then the using medicine is noneavaé¥er, if income is average or bad
or very good, then the using medicine is partial.

If changeof mood is patient, we control degreeoddls. If degreeofillness is
fullremission or partialremission or average or pginoticbutheavy or weak, then the
using medicine is partial. Moreover, if degreeofs is psicoticbutheavy, then the
using medicine is heavy doze, but if it is undedifen the using medicine is none.
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If changeof mood is cool, we control degreeofiltd$ degreeofiliness is fullremission,
then the using medicine is none. Moreover, if degfidness is partial or
nonpsikoticbutheavy or weak or undefined, then tileng medicine is partial.
Furthermore, if changeof mood is cool, and if degféiness is average, then we
control change of personality type. If change akpegality type is dezinhibe or other or
paranoid or unspecified aggressive or componemipathetic, then the using medicine
is partial. However, if change of personality tyigelabil, then the using medicine is
heavy doze.
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7.12 CLASSIFIER TRAINING DATA SET RESULTS

First table shows that the training sets of thdiegfons. As discussed before there are

two parts that these are training set and testlast.only zeror get the same values as

we got before. Total number of instance has charfgee use test or training set.

Table 7.1: Classifying Algorithm Results

D

Bayes Naive Logistic | Multiplayer | JRIP PART | OneR | ZeroR | RBF J48
Bayes Perceptron

Correctly 76.62% | 80.952% 92% 87.62% 84.952% 87.24% 74.48%1446) 85.20%| 88.4%
Classified
Instance
Incorrectly | 20.38% | 19.048% 8% 12.38% 15.048% 12.76% 25.%2% 694.815.81%| 11.629
classified
Instance
Kappa 0.666 0.6878 0.8712 0.8007 0.759 0798 0574 O 40.740.8125
Static
MAE 0.1371 0.1279 0.0728 0.0999 0.142 0.11y7 0.170 0.409.1589 | 0.11
RMSE 0.3259 0.3103 0.1901 0.2463 0.285 0.26p 0.412 0.450.2897 | 0.2532
Relative 33.51% | 31.695% 17.7982% 24.43 % 34.79%  28.12% 24.6000% 38.84% 26.909
Absolute
Error
RRSE 72.075%| 68.639% 42.0505% 54.484% 63.025% 57.85%249d] 100% | 64.09% 55.99¢
Total# 525 525 525 525 525 525 525 525 525 525
instance
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In the table 7.2, we have detailed accuracy byscl&sults for each application.
According to ROC area result, as we seen that éiséib logistic. Moreover, the worst
method is zeror, again.

Table 7.2: Classifying Accuracy Results

TP FP Precision | Recall F- ROC

Rate Rate Measure | Area
Bayes 0.81 0.114 0.807 0.81 0.808 0.934
Naive 0.81 0.114 0.807 0.81 0.808 0.933
Bayes
Logistic 0.92 0.038 0.927 0.92 0.921 0.989
Multiplayer | 0.876 0.061 0.882 0.876 0.878 0.961
Perceptron
JRIP 0.85 0.076 0.858 0.85 0.852 0.914
PART 0.872 0.67 0.876 0.872 0.874 0.946
OneR 0.745 0.162 0.736 0.745 0.736 0.791
ZeroR 0.451 0.451 0.204 0.451 0.281 0.481
RBF 0.842 0.39 0.845 0.842 0.843 0.923
J48 0.884 0.057 0.889 0.884 0.886 0.947

In table 7.3, we classified RMSE and ROC valuesfwh application. As we knew that
if RMSE value equals O or approximately O, the ltegive use correct that the

application is suitable. On the other hand, in R@C value if ROC value equals 1 or
approximately 1 than the application is correct anilable. In the table, we see that for
RMSE values that the best result is logistic. Femtiore, we see that for ROC values

that the worst result is zeror.
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Table 7.3: Classifying RMSE& ROC Results

™o

Bayes | Naive | Logistic | Multiplayer | JRIP | PART | OneR | ZeroR | RBF J48
Bayes Perceptron
RMSE | 0.3259 | 0.3103| 0.1901| 0.2463 0.2848 0.2616 0.4128520.| 0.2897 0.253]
ROC | 0.934 0.933 0.989 0.961 0914 0946 0.791 0.4B1 230.9| 0.947
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7.13 SUMMARY OF CLASSIFICATION METHODS

According to table 7.4, the worst method that hhighest error rate is ZeroR. If we
want to see the best method, there are 5 of themesel are logistic, multilayer

perceptron, jrip, part and oner. Bayes and naiwedalso have good results but not
like the others.

Table 7.4: Summary of Classification Methods

Model Sensitivity Specificity RMSE
(TPR) (1-FPR)

Bayes 0.82 0.8 0.3259
Naive Bayes 0.80 0.8 0.3103
Logistic 0.92 0.91 0.1901
Multilayer 0.88 0.85 0.2463
Perceptron

Jrip 0.86 0.84 0.2848
Part 0.88 0.86 0.2616
OneR 0.75 0.74 0.4125
ZeroR 0.46 0.44 0.4521
Rbf 0.843 0.841 0.2897
J48 0.884 0.056 0.2532
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8. DISCUSSION AND CONCLUSION

In this work, data mining method is used for peopith psychological disorders of
behavior to examine the problems giving rise ts #ituation. Psychological problems
can have many reasons. generally, patients witbethypes of problems; we look into
age, sex, marital status, income, change of peligpiype, reason to start, degree of
illness, duration of illness, repeat status, bebrato outside, changes of moods, illness

situation, using medicine.

In my thesis, | also used J48 method to identiy tasult very good. As explained
before,J48 is a clone of an earlier algorithm of C4.5.8Aesult of J48, | got théhere
are 525 information of psychology and from thisommhation just only 61 (11.619
percentages) incorrectly classified instances aedother 464 (88.381percentages) are

correctly classified instances.

Furthermore, we use almost every data mining’ dssethods on data. On every
model, we get approximately 100 percentages valhesworst value that we get is
ZeroR application. We get 50 percentages.

These data are unique and reel. Moreover, ther82relata. For the study, we work on
13 different data information to get our goal. Wee uGainRatioAttributeEval with
Ranker because we want to see which are the miestt efur data. We can say that

illness situation; changes of moods and reasostatbare the best ranked attributes.

The data sets mining results are summarized irffidlfl@ving table. As we saw earlier
the lowest result is ZeroR algorithm. ROC area Itesare controlled. RBF has the
lowest ratio, then the other algorithms.

Best performance in representation of modelingcare understood from RMSE values
and the ROC graphics. As understanding the worstefimg value is ZeroR. As we see
in table, place that under the curve is 0.5. InZBeoR application, FP (0, 1) and TP (O,
1) because of these values the ZeroR values isunaible for the application. There are
525 information of psychology and from this infortoa 288 (54.8571percentages)

incorrectly classified instances and the other P89.1429percentages) are correctly
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classified instances. Because kappa values arelsetméed, this application is not
suitable for this application.
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