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ABSTRACT 

 

 

AFFECT RECOGNITION BASED ON KEY FRAME SELECTION FROM VIDEO 

 

Mehmet Kayaoğlu 

 

Department of Electrical and Electronic Engineering 

 

Thesis Supervisor: Prof. Çiğdem Eroğlu Erdem 

 

 

January 2016, 74 pages 

 

 

In daily human-to-human interactions, our facial expressions convey non-verbal 

messages about our emotions and mental states that complement our verbal messages. 

In the future, human-computer interaction scenarios are also expected to have the ability 

to recognize emotions to provide more natural man-machine interaction and ubiquitous 

computing applications such as health care, education, psychology and security. 

In this dissertation, we present a multimodal affect recognition method using facial 

expressions and the speech signal. Given a video with an emotional expression, the 

frames in the video generally reflect the emotion with different intensities. Moreover, 

some parts of the video might have little motion, which makes consecutive frames to be 

very similar to each other. Therefore, we aim to summarize the content of the video by 

selecting key frames effectively by adopting a recent video summarization method 

based in minimum sparse reconstruction. We extract static appearance-based features 

from the selected facial key frames and average them to summarize the visual content of 

the whole video.  We also capture the temporal variations of facial expressions using 

spatio-temporal appearance based features. Along with visual features, we employ 

spectral and linear prediction based audio features and fuse them with the video-based 

features at the score (decision) level. We tested the proposed framework on several 

databases and also obtained promising results in the ACM International Conference on 

Multimodal Interaction (ICMI) Emotion Recognition in the Wild (Emotiw 2015) 

challenge using the proposed method. 

Keywords:  Affect Recognition, Peak Frame Selection, Affective Computing 
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ÖZET 

 

 

VĠDEODAN ANAHTAR ÇERÇEVE SEÇĠMĠNE DAYALI DUYGU TANIMA 

 

Mehmet Kayaoğlu 

 

Elektrik – Elektronik Mühendisliği 

 

Tez Danışmanı: Prof. Çiğdem Eroğlu Erdem 

 

 

Ocak 2016, 74 sayfa 

 

 

Günlük yaşantımızda yüz ifadelerimiz duygusal ve zihinsel durumumuz hakkında sözlü 

olmayan mesajlar taşırlar. Yüz ve ses ifadelerinden duygu tanıma sağlık, eğitim, 

psikoloji ve güvenlik gibi çok farklı alanlarda kullanılabilmektedir. Yakın gelecekte 

insan-makine etkileşiminde duygusal durumun daha başarılı olarak tespiti ve buna göre 

etkileşimin yönlendirilmesi ile daha doğal uygulamaların gerçekleşmesi mümkün 

olacaktır. 

Bu tezde, video dizilerindeki yüz ifadelerini ve konuşma sinyalini kullanarak anahtar 

video karesi seçimine dayalı duygu tanımaya dayanan bir yöntem öneriyoruz. Duygusal 

bir ifadenin bulunduğu bir video göz önüne alındığında videoda bulunan her çerçeve 

genellikle farklı şiddetlerde duygu yansıtmaktadır. Ayrıca videonun bazı bölümlerindeki 

ardışık karelerin birbirine çok benzer olmasından dolayı yüzde küçük hareketler 

olmaktadır. Etkili anahtar çerçeve seçimiyle tüm videoyu en az çerçeve ile ve en etkili 

biçimde özetlemeyi hedefledik. Bunun için en az seyrek geriçatıma dayalı bir yöntem 

kullandık. Seçilen anahtar çerçevelere ait özniteliklerin ortalamasını alarak tüm videoya 

ait duygu içeriğini temsil etmek için kullandık.  Ayrıca videodaki zamansal değişimleri 

de değerlendirmek için zamansal-uzamsal özniteliklerden yararlandık. Görsel 

özelliklerin yanında ses verisine ait spektral ve doğrusal kestirime dayalı öznitelikleri 

kullanarak görsel duygu tanımaya sonuç seviyesinde birleştirdik. Önerdiğimiz sistemi 

çeşitli veri tabanları üzerinde denedik ve önerilen bu sistemle ACM International 

Conference on Multimodal Interaction (ICMI) Emotion Recognition in the Wild 

(Emotiw 2015) yarışmasına katılarak olumlu sonuçlar elde ettik. 

Anahtar Kelimeler:  Duygu Tanıma, Anahtar Kelime Seçme, Duygusal Hesaplama   
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1. INTRODUCTION 

1.1 MOTIVATION 

Early computers such as ENIAC (Electronic Numerical Integrator And Computer) were 

only basic tools that solved basic numerical problems and it was not so long ago. 

However, by the availability of high computing power, computers are being utilized in 

many aspects of our daily lives. Therefore, the interaction between humans and 

computers are gaining increasing importance every day in many application areas. In 

the light of these developments, human computer interaction (HCI) has become one of 

the most important research areas. 

During a successful human-to-human or human-to-computer interaction, recognition of 

emotions has a crucial role. Although humans mainly express their emotions via 

linguistic communication which is based on words and sentences, there are several other 

channels that are also being used to express emotions. Face and body gestures can be 

considered as second important and mostly used visual instruments for affect 

representation and recognition.  For example, smile may be the unavoidable outcome of 

happiness and similarly frown may be an inevitable sign of anger. 

 

          Figure 1.1: Modalities of emotion recognition 

           
 

Designing human-like computers is an interesting yet challenging problem for many 

application areas, including making advertisements by considering the emotional state 
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of a person [134], treatment of psycho-affective illnesses [117], health care [77] and 

security [108]. For instance, in e-learning applications, affect recognition can be used 

for increasing the efficiency of the overall teaching system by detecting student‟s 

emotional and/or mental state (interested or bored). If the student is interested, new 

material may be added, or if he is confused, the material may be explained from 

different perspective or using different examples. Also emotion recognition may be used 

in digital pets and robots to react according to user‟s affective state. Inevitably, this will 

increase the realism of robot‟s action. Affect recognition may also help the treatment of 

psychological health problems, when the patient is not capable of expressing himself 

verbally.  

 

Figure 1.2: Potential applications of affect recognition 

 
 

1.2 PROBLEM STATEMENT 

Visual signals are one of the main modalities which are being used for expressing 

emotions. Affect recognition systems may use images or videos of facial expressions to 

capture the visual signals expressed by the face. An image reflects a „snapshot‟ of an 

emotional facial expression, whereas a video also reflects the temporal evolution of the 

emotion. Therefore, when a video includes an emotional facial expression, the frames in 

the video generally reflect the emotion with different intensities. Moreover, some parts 
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of the video might have little motion, which makes subsequent frames to be very similar 

to each other. Hence it may not be necessary to process all the frames in a given 

affective face video. Therefore, we aim to recognize the affect in a video using a 

method based on video summarization by key frame selection. The key frame selection 

uses a minimum sparse reconstruction approach with the goal of representing the 

original video using the least number of “key” frames in the “best possible” way. We 

also utilize the audio channel for emotion recognition and fuse it with the visual channel 

at the decision level. 

1.3 CONTRIBUTIONS AND ORGANISATION OF THE THESIS 

In this thesis, we present multi-modal emotion recognition system based on fusion of 

facial expressions and the speech modalities. In order to recognize the emotions from 

facial expressions, we adopt a key frame selection method using video summarization 

based on minimum sparse reconstruction. The presented key frame selection method is 

tested and evaluated on three different databases, namely, CK+, eNTERFACE‟05 and 

BAUM1a databases, which showed that the method outperforms previous key frame 

selection methods in the literature [140][141]. We also participated in the ACM 

International Conference on Multimodal Interaction (ICMI) Emotion Recognition in the 

Wild (Emotiw 2015) challenge, which based on the AFEW database. We achieved an 

audio-visual classification accuracy of 49.91 percent on the test set while the video 

based base-line accuracy was 39.13 percent. Our audio-visual affect recognition 

accuracy was the 7th among 13 teams, which participated in the challenge. We also 

published the below paper at ACM International Conference on Multimodal Interaction 

(EmotiW 2015 challenge); 

 

 M. Kayaoglu, C. E. Erdem, “Affect Recognition using Key Frame Selection based on 

Minimum Sparse Reconstruction”, ACM  Int. Conf. on Multimodal Interaction (ICMI), The 

Third Emotion Recognition in the Wild Challenge (EmotiW 2015), November 9-13, Seattle, 

USA, 2015.  DOI: http://dx.doi.org/10.1145/2818346.2830594 

 

The organization of the thesis is as follows. In Chapter 2, a brief literature survey on 

emotion recognition methods is presented. Chapter 3 introduces our audio-visual affect 

recognition framework and the minimum sparse reconstruction based key frame 
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selection method. In Chapter 4, experimental results on four different databases are 

presented. Finally, conclusions and future directions for research are presented in 

Chapter 5. 
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2. LITERATURE SURVEY 

2.1 HUMAN AFFECT (EMOTION) PERCEPTION 

First published work on emotion recognition can be considered as Darwin‟s publication 

[30] in 1872. In his work Darwin states that emotions were initiated in certain situations and 

common for all humans and animals. In the light of Darwin‟s view, Ekman defined and 

presented [42] six basic emotions  as anger, disgust, fear, happiness, sadness and surprise in 

1999 and showed that they are universal(i.e. culture independent). Figure 2.1 shows 

examples of Ekman‟s six basic emotions.  

 

Figure 2.1: Prototypical six basic emotions according to Ekman.  

From left to right: Anger, Fear, Disgust, Surprise, Happiness, and Sadness. 

 
Source: https://medium.com/@iheartliterati/emotions-expressions-and-signals-916eb406c2f8 

 
Scherer tests in 1998 [50] showed that even in congenitally blind individuals, facial 

expressions are similar to those without  this  disability. This exploration has motivated the 

studies on automatic emotion recognition that started by Ekman‟s defining basic emotions 

in 1992. 

2.1.1 The Description of Emotion and Affect 

In our everyday lives, emotions reflect a person‟s state of mind and instinctive 

responses. It is a state of feeling that results in physical and psychological changes that 

influence our behavior. Affect is a psychological term for an observable expression of 

emotion. Common examples of affect are sadness, fear, happiness, anger. 

Emotion and affect are hard to comprehend and currently, there is no consensus about 

the exact definition of them. A computer scientist would definitely have a different 

definition from that of a psychologist, behavioral scientist or an average person.  
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2.1.2 Association between Affect, Audio, and Visual Signals 

As it is mentioned in [90], a person's affect is the expression of emotion or feelings 

displayed to others through facial expressions, hand and body gestures, voice tone, and 

other emotional signs such as laughter, tears, heartbeat or body temperature. Each of these 

biological signs used for expressing emotions is called a mode. 

What is considered a normal range of affect, called the broad affect, varies from culture 

to culture, and even within a culture. Certain individuals may gesture prolifically while 

talking, and display dramatic facial expressions in reaction to social situations or other 

stimuli. Others may show little outward response to social environments or interactions, 

expressing a narrow range of emotions to the outside world. 

2.2 EXISTING EMOTIONAL DATABASES 

Accessing fully labeled databases prior to development and implementation of an 

emotion recognition system plays crucial role for researchers working in this field. 

Using publicly available databases is one of the solutions. However, recognizing the 

emotion of a person is not an easy task even for human observers. In order to get 

emotionally labeled data, different approaches are used in practice. Although the most 

ideal approach is capturing natural emotional expressions, it is not easy to collect this 

kind of data without influencing the subject. So, available databases in the literature 

contain mostly acted (simulated), and sometimes elicited emotional expressions. 

The acted emotions are obtained by asking the subjects to act a predefined emotion. The 

subjects are usually professional actors/actresses since they can portray emotions more 

realistically. However, the acted emotions are often exaggerated compared to those 

expressed naturally. A way of partially overcoming this drawback is to use emotion-

triggering texts and/or simulations to evoke the subject‟s emotion. This type of 

databases are called elicited emotional databases and are better than the acted ones in 

the sense of being more realistic. Ideally, natural databases are a better choice for 

emotion recognition systems since they contain naturalistic and unbiased emotions [37]. 

Below we briefly review the most widely used affective databases in the literature. 

Japanese Female Facial Expression (JAFFE) database [83] is one of the first 

emotional databases. It contains 213 images of 7 facial expressions (6 basic facial 

expressions and 1 neutral) posed by 10 Japanese female models. Each image has been 

http://www.minddisorders.com/knowledge/Laughter.html
http://www.minddisorders.com/knowledge/Emotions.html
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rated on 6 emotion adjectives by 60 Japanese subjects. The photos were taken at the 

Psychology Department in Kyushu University. 

Karolinska Directed Emotional Faces (KDEF) database [82] contains 4900 images 

of 70 individuals with an age range between 20 and 30 years. Each subject is displaying 

7 different emotional expressions and each expression being photographed (twice) from 

5 different angles.  

The Pose, Illumination, and Expression (PIE) database [116] contains 41368 images 

of 68 people from 13 different poses, in 43 different illumination conditions, and with 4 

different expressions. The database is collected between October and December 2000. 

The Cohn-Kanade Facial Expression database [66] contains sequences of images 

starting with a neutral expression and ending at the target emotion. There are a total of 

327 sequences with emotion labels from 123 subjects in the extended version of the 

database (CK+) [79]. 

The FEEDTUM database [132] contains spontaneous video clips with elicited 

emotions recorded from 18 subjects with six basic emotions and the neutral expression.  

The MMI database [102][124] is conceived in 2002 and it consists of over 2900 

videos and high-resolution still images of 75 subjects displaying the six basic emotions. 

It consists of both acted and spontaneous expressions. It is fully annotated for the 

presence of AUs in videos and partially coded on frame-level, indicating for each frame 

whether an AU is in either the neutral, onset, apex or offset phase.  

The Berlin Emotional Speech database (EMO-DB) [15] is one of the emotional 

speech databases available to researchers and it contains 495 samples of acted emotional 

speech in German language. This database is comprised of 10 different texts and 10 

different actors in a happy, angry, anxious, fearful, bored and disgusted way as well as 

in a neutral version. 

The AIBO database [9][10] contains 9 hours spontaneous, in German, emotional 

reactions of 51 children at the age 10-13 years interacting with Sony's pet robot Aibo. 

The data is annotated with 11 emotion categories by five human labelers on the word 

level. 

The BU-3DFE database of Yin et al. [74] contains 3D range data of six basic facial 

expressions displayed at four different intensity level. 
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The FABO database of Gunes and Piccardi [54] contains videos of facial expressions 

and body gestures that belong to uncertainty, anxiety, boredom, and neutral emotions 

besides six basic emotions. 

One of the early audio-visual databases is the Belfast database [118] which contains 

298 audio-visual clips extracted from television talk shows, current affairs programs and 

interviews conducted by the research team from 125 English speaking subjects, 31 

male, 94 female. Clips from the first 100 speakers, totaling 86 min of speech, have been 

labeled psychologically and acoustically. It contains a wide range of emotions.  

The HUMAINE database [39] is a combination of 50 clips from Belfast and some 

other databases containing both spontaneous and acted data. 

The Bahcesehir Universiy Multimodal Affective Database - 1 (BAUM-1) [98] is 

another database collected from 31 subjects containing all 6 basic emotions along with 

contempt, boredom and some mental states. It is a collection of audio-visual facial clips 

of 280 acted and 1222 spontaneous (re-acted) affective expressions. The audio-visual 

clips are in Turkish. 

The Bahcesehir Universiy Multimodal Affective Database - 2 (BAUM-2) [46] is a 

dataset of audio-visual affective facial clips extracted semi-automatically from movies 

and TV series. It includes 1047 video clips. The BAUM-2 database consists of clips in 

two languages, 616 of which are in English and 431 of which are in Turkish. It contains 

facial clips with various head poses, illumination conditions, occlusions, and subjects 

from various ages, and races recorded under close-to-natural conditions. 

The eNTERFACE’05 database [88] contains acted emotional recordings of 34 men 

and 8 women subjects of 14 different nationalities speaking in English and showing 

prototypical emotions. Six basic emotional states are expressed in the video clips of the 

database in an acted way by listening short stories and eliciting a particular emotion. 

Early databases used were mostly acted and recorded in laboratory conditions under 

controlled head pose and illumination variations. Recently, more spontaneous and close 

to real world databases have been collected [34], [38], [46],  some of which have been 

used in challenges such as FERA 2015 [125], and AVEC 2014 [127], and Emotion 

Recognition in the Wild (EmotiW 2015) challenge [35].  

The EmotiW challenge consists of categorical audio-video based emotion recognition 

based on the Acted Facial Expression in Wild database (AFEW 5.0). The AFEW 
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database contains short audio-visual clips collected from movies and labeled using a 

semi-automatic approach described in [34]. This challenge is a continuation of the 

EmotiW 2013 and 2014 challenges and the task is to assign a single emotion label to the 

video clip from the seven emotions (Anger, Disgust, Fear, Happiness, Neutral, Sad and 

Surprise).  The AFEW database is quite challenging since the video clips contain 

variability in illumination and head pose, as well as severe occlusion and complex 

background. All aforementioned databases are summarized in         Table 2.1. 

 

        Table 2.1: Audio / Visual databases of human affective behavior 

Name A/V 
# 

Subjects 
Language BE nBE Posed/Not-Posed 

EMO-DB A 10 German 6+N  P 

AIBO A 51 German - Var Elicited 

JAFFE V 10 - 6+N  P 

KDEF V 70 - 6+N  P 

PIE V 68 - - 4 P 

FEEDTUM V 18 - 6+N  nP 

CK V 97 - 6  P 

CK+ V 327 - 6  P + nP 

MMI AV 75 - 6+N  P + nP 

UT Dallas ’06 V 229   6 BE + Var nP 

Belfast Naturalistic AV 125 English 4+N 4 BE + N Naturalistic 

Belfast Induced AV 256 English 6+N   

HUMAINE AV 18 

English 

French 

Hebrew 

- - P + nP 

Enterface’05 AV 42 English - 6 BE P 

BAUM-1 AV 31 Turkish - Var nP 

BAUM-2 AV 286 
Turkish 

English 
6+N - nP 

BU-3DFE V 100 - 6  P 

FABO V 23 - - 6 BE + Var P 

GEMEP - 10 - 6+N 12 P 

SEMAINE - 150 - 3 10 nP 
DISFA - 27 - - - nP 

            A: Audio, V: Visual, BE: Basic Emotions, nBE: Non-Basic Emotions, N: Neutral, Var: Various non-basic emotions 

       

2.3 AUDIO-BASED AFFECT RECOGNITION 

Speech is one of the indispensable means for sharing ideas, observations, and feelings. 

People usually convey emotions by using speech information either explicitly through 

linguistic or implicitly through paralinguistic messages. Hence, considering only the 

verbal part, without taking into account the manner in which it was spoken, will cause 

loss of important aspects of the spoken message.  
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There are many application areas of speech emotion recognition. For example, speech 

recognition systems need to analyze the speech correctly in order to perform effectively 

under changes in emotions, states and tone of speakers. Doctors can diagnose possible 

diseases in patients. Psychologist can predict the human state of mind and human-

computer interaction experts can enrich the communication between human and 

machines. 

 

Figure 2.2: Emotion recognition from speech signal 

 
 

The general emotion recognition process from speech signals can be divided into the 

following steps: (1) capturing the speech signal and preprocessing, (2) extracting audio 

features, (3) recognition of emotions with an appropriate classifier. Preprocessing step 

of speech can include detection of voiced and unvoiced segments, end point detection, 

dividing signals into frames with predefined length and windowing them. Figure 2.2 

shows general architecture of the emotion recognition system from speech signal. 

2.3.1 Emotion Related Speech Features 

Emotion related speech features can be considered in two categories, prosodic and 

spectral features. Prosody is the study of the tune and rhythm of speech and how these 

features contribute to meaning.  Prosody can be characterized by vocal pitch 

(fundamental frequency) [64], loudness (energy) [85] and temporal components 

(rhythm, duration) [138]. So prosodic features are based on time domain related 

features of the speech and generally simple to extract and have easy physical 

interpretation, like: the energy of signal, zero crossing rate, maximum amplitude, 

minimum energy, etc. Human beings use long term speech related prosodic features to 

perceive the emotional content from speech. Therefore, prosodic features are commonly 

used for automatic recognition of emotions from speech. 

The spectral features are looking for the frequency related characteristics of the speech 

signal. These features are obtained by converting the time based signal into the 

frequency domain using the Fourier Transform. The basic spectral features are the 

   
Signal 

Acquisition 
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Preprocessing 
Feature 
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Feature 
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fundamental frequency, frequency components, spectral centroid, spectral flux, spectral 

density, spectral roll-off and etc. [146]. These features can be used to identify the notes, 

pitch, rhythm, and melody. 

The most popular spectral speech feature representation currently used is Mel-frequency 

Cepstral Coefficients (MFCC). They were introduced by Davis and Mermelstein in the 

beginning of 1980's [32], and have been widely used ever since [111][92][21][17].  

High level implementation steps of MFCC can be listed as; 

i. Apply windowing to the signal 

ii. For each windowed signal, discrete fourier transform (DFT) is applied to get the 

power spectrum. 

iii. Apply the MEL filter bank to the power spectrum and sum the energy in each 

filter. 

iv. Take the logarithm of all filter bank energies. 

v. Take the discrete cosine transform (DCT) of the log filter bank energies. 

vi. Keep DCT coefficients 

Another spectral speech feature which is widely used in emotion recognition is 

perceptual linear prediction (PLP) [56]. It is known that PLP is good under noisy 

conditions. As a result of discarding irrelevant information of the speech and 

transforming spectral characteristics to match human auditory system characteristics, 

PLP improves the speech recognition rate.        Figure 2.3 shows the main steps of PLP 

computation. 

 

       Figure 2.3: Block Diagram of PLP Processing 

        

         

2.3.2 Audio-Based Affect Recognition Studies 

Ang et al. [5], in 2002, explored speech-based recognition of annoyance and frustration. 

In addition to the prosodic features, they investigated language models and predicted 

whether an utterance is neutral or frustrated. 

In 2003, Schuller et al. [110] introduced emotion recognition by use of  continuous 

hidden Markov models. They introduced two approaches. As a first approach, a 

Critical Band 
Analysis 

Equal Loudness 
Curve 

Intensity Loudness 
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statistical framework of an expression is classified by Gaussian Mixture Models 

(GMM) using the energy contour and raw pitch of the speech signal. Second proposed 

method introduced an increased temporal complexity applying continuous hidden 

Markov models by considering several states using low-level instantaneous features 

instead of global statistics. 

Batliner et al. [11], proposed a module for detecting trouble in communication in which 

a prosodic classifier is combined with other knowledge sources, such as 

conversationally peculiar linguistic behavior. 

Zhang et al. [143], in 2004, investigated speech-based analysis of confidence, puzzle, 

and hesitation  by  means  of  lexical,  prosodic,  spectral,  and syntactic analyses  of  

users‟  speech. 

In 2005, Steidl et al. [119], proposed a new entropy-based method on the detection of 

empathy. Hirschberg et al. [57] and Graciarena et al. [51], attempted to distinguish 

deceptive from non-deceptive speech using machine learning techniques on features 

extracted from a large corpus of deceptive and non-deceptive speech. Liscombe et al. 

[75] proposed that acoustic-prosodic features can distinguish certainness from other 

states. Kwon et al. [69] selected pitch, log energy, formant, mel-band energies, and mel 

frequency cepstral coefficients (MFCCs) as the base features, and added acceleration of 

pitch to distinguish stressed versus neutral speech. 

Lee et al. [70] proposed that combination of acoustic and language information gives 

better affect recognition results than focusing on only the acoustic information 

contained in speech. They used combination of three sources of information (acoustic, 

lexical, and discourse) for emotion recognition. Their case study was detecting negative 

and non-negative emotions using spoken language data obtained from a call center 

application. 

Vogt et al. [129] conducted a data-mining experiment on feature selection for automatic 

emotion recognition. More than 1000 features were derived from pitch, energy and 

MFCC time series. Then the most relevant features were detected by correlating each 

feature. 

Lee and Narayan [71] explored domain specific emotion recognition from speech 

signals on a case study of detecting negative and non-negative emotions. They 
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combined acoustic, lexical, and discourse information and then used Linear 

Discriminant Classification (LDC) with k-nearest neighbors (K-NN) classifiers. 

In 2009, Xia et al. [87] proposed a method based on a hybrid of hidden Markov models 

(HMMs) and artificial neural network (ANN). In the proposed method, the utterance is 

viewed as a series of voiced segments, and feature vectors extracted from the segments 

are normalized into fixed coefficients using orthogonal polynomials methods, and then, 

distortions are calculated as an input of ANN. Also the utterance as a whole is modeled 

by HMMs, and likelihood probabilities derived from the HMMs are normalized to be 

another input of ANN. 

In 2010, Erdem et al. [45] proposed a Random Sampling Consensus (RANSAC) based 

training approach for the problem of emotion recognition from speech. They inserted a 

data cleaning process to the training phase of the Hidden Markov Models (HMMs) for 

the purpose of removing suspicious instances of labels that may exist in the dataset. 
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Table 2.2: A list of representative works of audio based emotion recognition. 

Researcher(s)  Features  Classification Database Accuracy 
Ang et al. [5]  Pitch 

 Energy 

 Decision trees  [131] 80.2 % 

Schuller et al. [110]  Pitch 

 Energy  

 GMM   Self-defined  86 %  

Lee et al. [70]  Pitch 

 Energy  

 LDC   Real users  77 %  

Vogt et al. [129]  Pitch 

 Energy 

 MFCC  

 Naive Bayes   Emo-DB  

 SmartKom  

 77.4 %  

 38.7 % 

Lee et al. [71]  Acoustic features 

 Discourse information  

 LDC   Real users  F: 40 %  

M: 36.4 %  

Xia et al. [87]  Pitch 

 Energy 

 Formant 

 LPCC 

 MFCC  

 HMM  

 ANN  

 BHUDES  

 Emo-DB  

 81.7 %  

 71.7 % 

Ntalampiras et al. [95]  Temporal features   HMM   Emo-DB  91 %  

Erdem et al. [45]  MFCC 

 Temporal Features 

 RANSAC 

 HMM  FAU-Aibo. 41.66 %  

Bozkurt et al. [13]  MFCC 

 LSF 

 Temporal Features 

 GMM  EMO-DB 

 FAU Aibo 

 84.58 % 

 40.76 % 

Bozkurt et al. [14]  MFCC 

 LSF 

 HMM  FAU Aibo 43.59 % 

Cheng et al. [24]  Pitch 

 MFCC  

 GMM   Self-defined  F: 79.9 %  

M: 89 %  

 F: Female, M: Male 

 

In 2010, Bozkurt et al. [13] proposed the use of the line spectral frequency (LSF) 

features for emotion recognition from speech and then, in 2011[14], used weighted mel-

frequency cepstral coefficient (WMFCC) features. They evaluated the WMFCC features 

together with the standard spectral and prosody features using HMM based classifiers 

on FAU Aibo emotional speech database. They resulted that unimodal classifiers with 

the WMFCC features perform better than the classifiers with standard spectral features. 

In 2012, Ntalampiras et al. [95] examined short-term statistics, spectral moments, and 

autoregressive models for speech emotion recognition. They experimented on fusing 

these sets on the feature and log-likelihood levels based on HMM classification. 

Cheng et al. [24] studied on long-term and short-term features of speech. In order to 

reduce the halving and the doubling errors in pitch tracking, they proposed an algorithm 

based on the wavelet analysis. 
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2.4 VISION-BASED AFFECT RECOGNITION 

The most commonly used and prominent work for labeling of facial expression is the 

Facial Action Coding System (FACS) which was conducted by Paul Ekman and 

Wallace V. Friesen and published in 1978 [41]. Ekman, Friesen, and Joseph C. Hager 

published a significant update to FACS in 2002 [43].  

 

Figure 2.4: Muscles of head and neck 

 
Source: Wikipedia [148]. 

 

Ekman stated that facial muscles generate visually perceivable changes in face. So he 

defined facial changes based on the movements of facial muscles in terms of some 

facial action units, called as Action Units (AUs). Each facial expression may be 

described by an individual AU or a group of AUs. The facial muscles and the direction 

of motion can be seen in Figure 2.5.  
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Figure 2.5: Overview of Facial Action Coding System 

 
Source: http://www.mimik-lesen.com [149].  

 

Prior to the introduction of FACS, most of the facial behavior research relied on human 

observation which was not reliable and accurate. Ekman‟s work on studying the 

activities of the muscles inspired many researchers for facial expression recognition by 

means of image and video. 

By considering the overall process, every facial expression recognition system is formed 

by some fundamental components: face registration, feature extraction and 

classification. These components must be fulfilled in order to classify the expression 

into a particular emotion. Figure 2.6 summarizes the basic components of a facial 

expression recognition system. 

 

Figure 2.6: Basic structure of a facial expression recognition system. 

 
 

In order to detect the facial expression in a given image or video, the first step is face 

detection. Once the face is detected, it needs to be tracked over time in a video or 

sequence of frames. Although detection and tracking phases are logically in a sequence, 

they are tightly bounded together. Most of the methods handle them together in time 

sequenced frames. So face registration can be thought as a whole combination of face 

detection and tracking. 

Image 
Face 

Registration 
Feature 

Extraciton 
Classsification Emotion 
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After the face is detected, the recognition system should extract some features that 

represent emotions. Classifying extracted features into a set of emotion classes is the 

final step to labeling the frame or sequence. 

2.4.1 Face Registration 

Face registration is initial and crucial step for a facial affect recognition system. Face 

registration techniques can be divided into three categories: whole face, part base and 

point based registration. 

2.4.1.1 Whole face registration 

Some registration techniques are based on locations of the facial points and performed 

by detecting facial landmarks. Using positions of the landmarks, a global geometric 

transformation is calculated to transform the input face to a prototypical face. 

Although some systems use two eye points or the eyes and nose ([63], [77]), some 

systems may use more points (e.g. 60-70 points) to compute the transformation [26]. 

Computing the transformation from more points has some advantages. First, the 

transformation becomes less sensitive to the registration errors of individual landmark 

points. Second, the transformation can cope with head-pose variations better, as the 

facial geometry is captured in more detail.  

While rigid registration approaches register the face as a whole object, non-rigid 

approaches enable registration regionally. Therefore registration errors due to facial 

activity can be somewhat suppressed. For instance, Active Appearance Models (e.g. 

[80]) and SIFT-flow [18] can be used for non-rigid registrations. 

2.4.1.2 Part and point based registrations 

All human faces share some similar properties. For instance, the eyes region is darker 

than the upper-cheeks and the nose bridge region is brighter than the eyes. Some face 

registration algorithms process faces by considering these regions like eyes, eyebrows, 

nose or mouth. They may require high level accuracy in the location of parts to be 

ensured on spatial consistency of each part. The number, size and location of the parts 

to be registered may vary [121][137]. 

The parts are typically placed as fixed-size blocks around detected landmarks. 

Optionally, faces may be warped onto a reference frontal face model before patches are 
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cropped [137][93]. Also, some techniques may apply part detection individually and 

independently [142]. 

Among face detection algorithms, Viola and Jones method [128] has gained remarkable 

attention. The basic idea of that method is the use of a boosted cascade of Haar features 

which are constructed by considering human face similarities. Another popularly used 

and recent method is proposed by Zhu et al. [147] in 2012. It is based on mixtures of 

trees with a shared pool of parts. They modeled every facial landmark as a part and used 

global mixtures to capture topological changes due to viewpoint. 

Point based registration involves the localization of crucial points and has an important 

role for registration of shape representations. Besides Active Appearance Model, facial 

feature detectors ([126], [130]) are also widely used methods for point based 

registration. 

2.4.2 Feature Representations 

Shape representation is one of the earliest methods that were being used in image 

processing. In images, shapes can be described by using only shape boundaries and its 

features (e.g length) or by using the description of the shape region occupied by the 

object. One of most popular shape representation is chain code representation and it is 

introduced by Freeman [47] in 1961. Chain code describes an object by a sequence of 

unit-size line segments with a given orientation. Another contour shape descriptor has 

been proposed by Peura and Iivarinen [103]. They used ratio of principle axis, circular 

variance and elliptic variance as descriptors. Some other examples of shape 

representation can listed as [81], [106] and [61]. 

Low-level histogram representations are based on extraction of local features of 

uniform, small regions. In this methodology, the features of each region are represented 

by local histograms. The final representations are obtained by concatenating all local 

histograms. Low-level histogram features have some advantages. They are extracted 

from small regions and robust to global illumination variations to a degree. Local 

Binary Patters (LBP) [1], Local Phase Quantization (LPQ) [2] and Histogram of 

Gradients [52] are typically used as Low-Level Histogram representations. 

A Gabor function was proposed by Dennis Gabor in 1946 [48] and frequently used for 

feature extraction, especially in texture-based image analysis and more practically in 

face recognition [7],[105], [120]. In a typical Gabor representation, an image is filtered 
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with a set of Gabor filters which have different orientations and spatial frequencies that 

cover appropriately whole spatial frequency domain. Then the responses from Gabor 

filters are used for further analysis. 

Mainly, Bag-of-Words Representation (BoW) [72],  is a representation used in natural 

language processing.  In this representation, a text can be represented as the bag of its 

words. Recently, by using same idea, the bag-of-words model has also been used 

for computer vision. Firstly, several local patches are extracted from images and treated 

as candidates for basic elements, “words”. Then these “words” are converted to 

“codewords” to produce a “codebook” by using clustering methods. Codewords are 

defined as the centers of the learned clusters. Each patch in an image is mapped to a 

certain codeword through the clustering process. 

 

Table 2.3: Popular methods that are being used on facial expression recognition.  

 

 

Although most of the representations describe local textures, some approaches aim to 

obtaining data-driven higher level representations. These approaches try to extract 

semantically meaningful representations in terms of affect recognition perspective. Non-

Gabor [72][73] 

Local Binary Pattern (LBP) [74] 

Haar Features [75][76] 

Histogram of oriented gradients (HoG) [77] 

Discrete Fourier transform [78] 

Active appearance model (AAM) [79] 

Principle Component Analysis (PCA) [80] 

Candid Grid Node [81] 

Scale-invariant feature transform (SIFT) [82] 

Location of landmark points [83], [84] 

Point Distribution Model [85] 

Active shape model (ASM) [86] 

Optical flow [87] 

Active appearance models (AAM) [88] 

Shape movements [89] 

Facial animation parameters (FAP) [90] 

https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Natural_language_processing
https://en.wikipedia.org/wiki/Multiset
https://en.wikipedia.org/wiki/Bag-of-words_model_in_computer_vision
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negative matrix Factorization (NMF) [94] and sparse coding [27] are two examples of 

these kind of representations. 

Part-based representations process faces in terms of independently registered parts. 

They ignore the spatial relations among these registered parts. Ignoring the spatial 

relationships reduces the sensitivity to head-pose variation. Part-based representations 

proved successful in spontaneous affect recognition tasks (e.g. AU recognition [62], 

[137] or dimensional affect recognition) where head-pose variation naturally occurs. 

2.4.3 Facial Emotion Recognition Studies 

There are many studies in the literature for recognizing emotions from face images and 

videos. It is hard to provide exhaustive coverage of all past efforts in the field of 

automatic affect recognition. Below we give a short overview of some popular methods.  

In 2000, Pantic and Rothkrantz [101] proposed a person independent system that 

performs recognition and emotional classification from a still full-face image. In the 

proposed system, dual view face model (frontal-view and side-view) and multiple 

feature detection techniques are applied in parallel. 

Hu et al. [59], in 2002, employed a hybrid approach of NN–HMM. Gabor wavelets  

were used to extract features from face images and a Multilayer Perceptron (MLP) 

Neural Network (NN) was used to classify the feature vector into different states of a 

HMM. 

In 2003, Cohen et al. [25] introduced different Bayesian network classifiers by focusing 

on changes in distribution assumptions, and feature dependency structures. They used 

Naive–Bayes classifiers and change the distribution from Gaussian to Cauchy, and use 

Gaussian Tree-Augmented Naive Bayes (TAN) classifiers to learn the dependencies 

among different facial motion features. Also they proposed a new architecture of hidden 

Markov models (HMMs) for automatically segmenting and recognizing human facial 

expression from video sequences.  

In 2005, Cowie et al. [28] used FAP (Facial Animation Parameters) for confidence-

based feature extraction system and created a fuzzy rule based system for classifying 

facial expressions.  

In 2005, Zhang et al. [144] explored the use of multisensory information fusion 

technique with Dynamic Bayesian networks (DBNs) for modeling and understanding 

the temporal behaviors of facial expressions in image sequences. They focused their 
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attention not only on the nature of the deformation of facial features, but also on 

features‟ temporal evolution with human emotions. 

In 2006, Yeasin et al. [136] presented a spatiotemporal approach. The proposed 

approach relies on a two-step strategy on the top of projected facial motion vectors 

obtained from video sequences of facial expressions. First a linear classification bank 

was applied on projected optical flow vectors and decisions made by the linear 

classifiers were coalesced to produce a characteristic signature for each universal facial 

expression. The signatures thus computed from the training data set were used to train 

discrete hidden Markov models (HMMs) to learn the underlying model for each facial 

expression. 

In 2009, Kai et al. [20] proposed a graphical model which based on the hidden 

conditional random fields (HCRFs) where we link the output class label to the 

underlying emotion of a facial expression sequence, and connect the hidden variables to 

the image frame-wise action units.  

 

Table 2.4: A list of representative works in the field of video emotion recognition 

Researcher(s) Features Classification Database Acc. (%) 
Feng et al. [108] Face histogram  LP linear programing  Cohn-Kanade  91 

Pantic et al. [101]  FACS  Rule based system  Self-defined  91 

Hu et al. [59] Gabor wavelet  HMM + NN  Self-defined  95 

Cohen et al. [25] Facial movements Tree-Augmented 

Naive–Bayes 

Self-defined  

Cohn-Kanade 

66 

Cowie et al. [28] FACS  Tree Bayesian 

network  

Cohn-Kanade  91 

Zhang et al. [144] FACS  Phase network  100,000 frames 84 

Yeasin et al. [136] Optical flow  HMM  Cohn-Kanade  90 

Kai et al. [20] FACS  HCRF  Cohn-Kanade  93 

Senechal et al. [112] LGBP histogram  SVM  GEMEP-FERA 65 

Ulukaya et al. [122] Coordinate based features 

(CBF), Distance and angle 

based features (DABF) 

SVM Cohn-Kanade 88 

Chi et al. [58] Motion tracking  Hough forests  Cohn-Kanade  89 

 

In 2012, Senechal et al. [112] proposed to combine different types of features to 

automatically detect action units (AUs) in facial images. They used one multikernel 

support vector machine (SVM) for each AU to detect. They combined spatial-

independent feature extraction (LGBP histograms) and statistical spatial shape and 

texture information (AAM coefficients).  
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In 2012, Ulukaya et al. [122] presented a Gaussian Mixture Model (GMM) fitting 

method for estimating the unknown neutral face shape for frontal facial expression 

recognition using geometrical features. Also in 2014, they proposed  a general solution 

to the baseline problem by estimating the unknown neutral face shape of an expressive 

face image using a dictionary of neutral face shapes [123]. 

In 2013, Chi et al. [58] analyzed the non-rigid morphing facial expressions and tried to 

eliminate the person-specific effects through patch features extracted from facial motion 

due to different facial expressions. They introduced a 3-D spatial-temporal local feature 

extraction method for identifying the facial expression by applying Hough forests. They 

also applied the ROI filtering to reduce the error during the training process and 

increase the discriminative capacity of the parameter voting. 

2.5 AUDIO-VISUAL AFFECT RECOGNITION 

The audio-visual emotion recognition methods in the literature have shown the 

advantages of fusing audio and video modalities [6][29][65][78][133][140]. Below, we 

review the most commonly used methods for fusing the two modalities. 

2.5.1 Multimodal Fusion Methods 

2.5.1.1 Feature level fusion 

If there are multiple features that are coming from various uncorrelated and independent 

modalities, feature level fusion of these features sets become meaningful. Mostly it is 

achieved by concatenating the feature sets. But interior to fusion the combined features 

must be converted to same format, and same scale. 

2.5.1.2 Score level fusion 

When scores are consolidated in order to arrive at a final decision, fusion is said to be 

done at score level. This is also known as measurement level or confidence level fusion. 

Fusion at score level is the most commonly used approach for combining scores 

(probabilities) that are coming from more than one classifiers or systems. Although 

there are many techniques to combine multiple scores, some and popularly used ones 

can be listed as minimum, maximum, sum, mean and average rule. 
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2.5.1.2.1 Minimum rule 

These techniques simply choose the minimum of the conditional probabilities generated 

by each of the i classifiers while there are total n classifiers. The decision for an 

observed sample   is chosen to be the class    for which has the largest probability 

between all   probabilities as shown below, 

  (  | )     
 

* ( ̃ |    )+          (2.1) 

 

       
 

* (  | )+          (2.2) 

 

where   represents the features of the test data,   and  ̃ represent the predicted output 

labels after and before fusion,  ( ̃ |    )  is the probability of class   for each 

individual classifier    and    is the final estimated class of the test data. 

2.5.1.2.2 Maximum Rule 

It is very similar to minimum rule. In this technique the only difference is simply 

choosing the maximum of the conditional probabilities derived from each i classifier. 
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2.5.1.2.3 Sum Rule 

The sum rule sums up the probabilities given to each class in order to generate total 

probabilities of all classifies. 
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2.5.1.2.4 Mean Rule 

By averaging the probabilities given to each class, we obtain the mean rule.  
 

 
 serves as 

normalization factor. 
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2.5.1.2.5 Weighted Average Rule 

By additionally adding a classifier weights   (  | ) , we would have the weighted 

average method. 
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  (  | )    
 

 
 ∑, ( ̃ |    )  (  | )-

 

   

           (2.6) 

2.5.1.2.6 Product Rule 

Although it is similar to sum rule, this time the probabilities given to each class by all 

classifiers are multiplied to generate final probability of one class. 

  (  | )     ∏ ( ̃ |    )

 

   

          (2.7) 

2.5.1.2.7 Bayesian Framework 

Bayes‟ theorem says that joint probabilities are the products of conditional and marginal 

probabilities. And in bimodal recognition system, each classifier gives conditional 

probability for each class. These conditional probabilities can be combined based on a 

Bayesian weighting framework and the results for each class may be used as a final 

decision of the emotional state of the each sequence. 

 

  (  | )    ∑ ∑, (  | ̃    )  ( ̃ |    )  (  | )-

 

   

 

   

           (2.8) 

 

2.5.2 Multimodal Emotion Recognition Studies 

Theoretically and empirically,  many studies have demonstrated the advantage of the 

integration of multiple modalities, like vocal and visual expressions, in human affect 

perception over single modalities [4], [107]. Below, we give a brief overview of the 

approaches used for multimodal emotion recognition. 

Chen et al. [23] proposed a method in 1998 for emotion recognition from audio-visual 

signal. They used 16 prosodic audio features and followed the horizontal and vertical 

positions of the eye brow, check lifting and size of the mouth opening. 

In 2000, Silva et al. [115] classified six basic emotions by combining audio and video 

signals and using a rule based system. They observed 72% emotion recognition 

accuracy for multimodal audio-visual recognition, while audio and video recognition 

accuracies were 32% and 62% respectively. 
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In 2002, Lisetti and Nasoz [76]  combined facial expression and physiological signals to 

recognize the user‟s emotions, like fear and anger, and then adapted an animated 

interface agent to mirror the user‟s emotion. 

Duric et al. [40] applied a model of embodied cognition that can be seen as a detailed 

mapping between the user‟s affective states and the types of interface adaptations. 

In 2004, Busso et al. [16] worked on feature and decision level integration of speech 

and facial modalities. In their studies, fusion of the audio and visual data improved the 

performance of visual only system 5 percent. 

Chen et al. [22] fused audio and visual features at feature level by using two ways. 

Initially, they combined the features by concatenating the audio and visual information. 

And as a second method, they made the size of feature vectors of both modalities same 

by duplicating the audio features since audio features‟ amount was the half of visual 

features.  

Paleari and Lisetti [100], in 2006, presented a framework for multimodal emotion 

recognition that could accept new recognition modules based on Scherer theories. 

Schuller and Wimmer [109] proposed an audio-visual emotion recognition system that 

uses feature space combination. In the proposed system, audio and video features are 

firstly derived as Low-Level-Descriptors. Synchronization and feature combination is 

examined by multivariate time-series analysis. 

The proactive HCI tool of Maat and Pantic [84] is capable of learning and analyzing the 

user‟s context-dependent behavioral patterns from multisensory data and adapting the 

interaction accordingly 

Kapoor et al. [67] combined information from cameras, a sensing chair, and mouse and 

wireless skin sensor to detect frustration when the user needs help. 

In 2010, Mansurizadeh et al. [86] proposed an asynchronous feature level fusion 

approach that creates a unified hybrid feature space out of the individual signal 

measurements. They tested their approach on EMODB and eNTERFACE‟05 databases 

and achieved 82% and 84% emotion recognition accuracies, respectively. 

Gajsek et al. [49] proposed an audio-visual emotion recognition system in 2010. They 

used prosodic, spectral and cepstrum features as audio features. They proposed a video 

subsystem that does not rely on the tracking of specific facial landmarks. Gajsek used 



26 

 

SVM classifier and tested on eNTERFACE database which resulted 71.3% emotion 

recognition accuracy. 

In 2014, Zhalehpour et al. [140][141] proposed a framework for multimodal emotion 

recognition based on automatic peak frame selection from audio-visual sequences. They 

evaluated the performance of their approach on eNTERFACE‟05 and BAUM-1 

databases and got 76.4% and 64.05% recognition accuracies, respectively. 
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3. AFFECT RECOGNITION USING KEY FRAME SELECTION BASED 

ON MINIMUM SPARSE RECONSTRUCTION 

A visual affect recognition system can be broken down into some fundamental 

components as acquisition, registration, representation and recognition. All procedures 

start with an acquisition of a video or an image. A video is a collection of multiple 

consecutive frames that follow each other with small time changes. So they can be 

handled as a frame sequence. 

Most of the time, frames contain more than one objects, background scenes and even 

unintended human bodies and faces other than target face. Besides detecting the target 

face in each frame, there is a need for registration to align the detected faces to 

minimize translation, scale and head-pose differences. So the registration step is a 

fundamental step of an audio-visual affect recognition system. Some different face 

registration methods that are being used in literature were mentioned in Section 2.4.1. 

The second step is the representation of the face region to analyze the facial expression. 

Several popular methods for face representation were mentioned in Section 2.4.2. The 

recognition step produces the final typical output of an affect recognition system, which 

is the label of the facial action or an emotion. This is performed by a machine learning 

technique. A general framework for audio-visual affect recognition is described in 

Figure 3.1.  

 

Figure 3.1: General emotion recognition framework 

 
 

 

In this chapter, the details of the proposed affect recognition method using key frame 

selection based on minimum sparse reconstruction will be given. In the following, each 

block in Figure 3.1 will be explained in detail.  

3.1 PREPROCESSING OF FACE IMAGES 

Since it is so common to have head motion between the frames of a facial expression 

sequence, there is a need for registration by aligning the faces among subsequent 

Acquisition Registration Representation Recognition 
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frames. Detection and cropping of the face region are also helpful for elimination of 

unnecessary regions such as the background and hair.  

One of the methods that can be used for basic face alignment is based on landmark 

locations detection on the face as seen in  

Figure 3.2. By using the centers of the eyes, translation and rotation differences between 

detected faces can be eliminated. Similarly, by fixing the distance between two eye 

centers to some specific distance scaling differences also can be eliminated. 

 

Figure 3.2: Cropping and resizing of an image, based on eye center locations 

 
 

In our framework, we used Zhu‟s [147] face tracker method to detect the landmarks. 

This method gives 68 landmarks for frontal faces and the eyes are represented using six 

landmarks. The centers of the eyes are calculated by averaging these six eye landmark 

points around the eye. In order to compensate for any scale differences between the 

frames, images are scaled to obtain an inter-ocular distance of 64 pixels. Then, images 

are aligned based on eye locations and cropped in a way such that the face region has a 

size of 168×126 (see  

Figure 3.2). 

3.2 EXTRACTION OF VISUAL FEATURES FROM FACE IMAGES 

3.2.1 Local Phase Quantization Features 

Local Phase Quantization (LPQ) operator was proposed by Ojansivu and Heikkila [97] 

in 2008. It was originally proposed for blur insensitive texture classification but it has 

been shown that it is also useful for emotion recognition [33][135][29]. In this thesis, 

the LPQ method is used to construct a face descriptor representing the feature of the 

face.  

Frame Image Landmarks Aligned & Cropped Face 
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Let us assume that we are given a (degraded) image, on which we want to calculate a 

texture descriptor. In digital image processing, an observed blurred image can be 

represented as the convolution [8] of the original image and point spread function of the 

blur.  

  ( )   (   )( ) (3.1) 

where  ( ) is the original image,  ( ) is the observed image and  ( ) is the point 

spread function (PSF) of the blur. 

In the frequency domain, this corresponds to  

  ( )   ( )  ( ) (3.2) 

where  ( ),  ( ) and  ( ) are the discrete Fourier transforms (DFT) of the original 

image  ( ), the blurred image  ( ), and the point spread function  ( ) of the blur. 

If  ( ) is centrally symmetric, which means  ( )    (  ), Fourier transform of  ( ) 

is always real valued and phase angle is only two valued function as given by 

   ( )   {
      ( )   

      ( )   
 (3.3) 

The local phase quantization (LPQ) method is based on the blur invariance property of 

the Fourier phase spectrum. LPQ uses the local phase information extracted using the 

2D Fourier transform computed over an M-by-M neighborhood    at each pixel 

position x. So the computed Fourier transform is defined by 

 
 (   )   ∑  (   )

    

           
    (3.4) 

 

where    is the basis vector at frequency u and    denotes the vector containing the 

values of all M
2
 image samples, which come from   . 

In LPQ feature extraction only four complex coefficients are considered, corresponding 

to 2D frequencies     ,   -  ,     ,   -      ,   -          ,    - , 

where a is a small frequency at which  ( )   . 

Let 

   
   , (    )  (    )  (    )  (    )- (3.5) 
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So that, 
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 (3.7) 

 

          (3.8) 

 

          (3.9) 

Where V is an orthonormal matrix derived from the singular value decomposition 

(SVD). 

Next,     is computed for all image positions, i.e., x   {x1, x2, ... xN}, and the resulting 

vectors are quantized using a simple scalar quantizer; 

   ( )   {
       ( )   
                 

 (3.10) 

where,   ( ) is the jth component of   . The quantized coefficients are represented as 

integer values between 0-255 using binary coding as follows: 

     ( )   ∑  ( )    

 

   

 (3.11) 

 

Traditionally, face can be split into several sections such as forehead, cheeks, eyes, nose 

and chin. However some parts of face do not change very much with emotions and do 

not carry information about the facial expression as upper forehead, outer sections of 

cheek and jaw. In order to separate emotion related regions more accurately, we divide 

the face image into 48 sub-blocks of size 8×6 and select 30 sub-blocks that are more 

relevant with emotion representation as shown in Figure 3.3. 
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Figure 3.3: Sub region selection for feature extraction 

 
 

In the selected emotion related sub regions, we extract the 256 bin histogram of LPQ 

features of each region. The LPQ features of the 30 sub-blocks are concatenated into a 

long vector of histogram to form a single feature vector shown in Figure 3.4. The length 

of the final histogram of the whole image is 7680 (256 bin histogram x 30 sub-blocks) 

and it is used as the facial expression feature. We used the implementation available 

from [150] and used it with default parameters (window size is 3 × 3, DFT is calculated 

using a uniform window, a = 0.7).  

 

Figure 3.4: LPQ feature extraction from selected sub regions 

 
 

3.2.2 LBP TOP Features 

 

Local binary patterns (LBP) is a feature extraction method used for classification 

(texture etc.) purposes in computer vision that was proposed in 1990 [36] [96]. 

Recently, it has been applied to face recognition [3] and facial expression recognition 

[1] [113]. While the original LBP was only designed for static images, LBP-TOP (Local 

Aligned & Cropped Face Sub Regions Selected Sub Regions 

Selected Sub Regions Concatanated LPQ‟s 

https://en.wikipedia.org/wiki/Computer_vision
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Binary Pattern histograms from Three Orthogonal Planes) has been used for dynamic 

textures and facial expression recognition [145]. 

Given a pixel located at  , its LBP code is computed as: 

 

    ( )   ∑  (      ) 
 

   

   

 (3.12) 

 

  ( )   {
        
        

 (3.13) 

 

where    denotes the intensity of the center pixel,   denotes the total number of 

neighbors of   parameterized by the radius of the neighborhood R, while    denotes the 

intensity of the neighbouring pixels. Then, the histogram of all LBP patterns is 

computed for all pixels in an image. 

 

Figure 3.5: The texture of LBP-TOP planes and the corresponding histograms 

 
(a) XY, XT and YT planes of a micro-expression sample  

(b) concatenated LBP-TOP feature 

Source: Yan, Wen-Jing; Li, Xiaobai; Wang, Su-Jing; Zhao, Guoying; Liu, Yong-Jin; Chen, Yu-Hsin; Fu, 

Xiaolan (2014): The texture of three planes and the corresponding histograms. 

 

LBP-TOP computes the local spatio-temporal patterns based on LBP. LBP-TOP feature 

is constructed by the concatenation of LBP histograms on three orthogonal XY, XT and 

YT planes. The XT and YT planes contain the temporal transition information 

pertaining to the facial movement displacement e.g. how eyes, lips, muscles or 
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eyebrows change over time. In contrast, the XY plane contains only spatial information 

which includes both expression and identity information of a face appearance (see 

Figure 3.5). 

3.3 EXTRACTION OF AUDIO FEATURES 

3.3.1 Mel Frequency Cepstral Coefficients (MFCC) Features 

Researches showed that human audio perception sensitivity is not linear [12]. Humans 

are more sensitive to low frequency components than high frequency components. In 

order to analyze the whole spectrum in sufficient detail, Mel Frequency Cepstral 

Coefficients (MFCCs) handle the frequency spectrum on a nonlinear mel scale of 

frequencies which is based on the human ear scale. 

In MFCC computation, the speech signal is initially divided into time frames consisting 

of an arbitrary number of samples (e.g. 25msec frames). Generally, overlapping 

windows are used to smooth transitions from one window to another. Then, each 

windowed frame is smoothed with a Hamming window to eliminate discontinuities at 

the window edges.  

After the windowing, Fast Fourier Transformation (FFT) is calculated for each window 

to extract the frequency components. The logarithmic Mel-Scaled filter bank is applied 

to the Fourier transform. This scale is approximately linear up to 1 kHz, and logarithmic 

at greater frequencies. The relation between frequency of speech and Mel scale can be 

established as: 

 Mel Scaled Frequency = 2595 log (1+f (Hz)/700 (3.14) 

 

The last step is to calculate the Discrete Cosine Transformation (DCT) of the outputs 

from the filter bank. DCT sorts coefficients according to their significance and the first 

coefficient is excluded from MFCCs because of its unreliability. The overall procedure 

of MFCC extraction is shown on Figure 3.6. 
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Figure 3.6: The structure of MFCCs 

 
 

In our framework, we applied a Mel filter with order 12 and used generated 12 MFCC 

features. In addition to these MFCCs, first and second derivatives of the features are 

also calculated to capture local dynamics. Then, nine statistical functions, namely, 

maximum, minimum, maximum position, minimum position, mean, variance, range, 

kurtosis and skewness are applied to the first 12 MFCCs and their first and second 

derivatives to extract the MFCC feature vector for an audio segment (e.g. a sentence). 

All these steps generate a feature vector of length 324 (12x3x9) related to the MFCC. 

3.3.2 Relative Spectral Transform – Perceptual Linear Prediction (RASTA - PLP) 

Features 

Relative Spectral Transform (RASTA) [55] is another popular technique which applies 

a band-pass filter to the energy around frequencies for suppressing short-term noise. 

One of the popular speech features used in emotion recognition is known as RASTA-

PLP (Relative Spectral Transform - Perceptual Linear Prediction). It is a combination of 

PLP and RASTA methods.  

PLP (Perceptual Linear Predictive) was proposed by Hermansky [56] and designed for 

minimizing the differences between speakers while preserving the main speech 

information. The steps for extraction of RASTA-PLP features for each frame are shown 

in Figure 3.7. 

 

Figure 3.7: The structure of RASTA-PLP Method 
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In our framework, the first 13 RASTA-PLP coefficients are calculated by using filter of 

order 20. Similar to MFCC features, their delta and double delta features are appended, 

as well. Also the same statistical parameters as used for MFCCs are 

calculated for the RASTA-PLP coefficients.  These steps create 351 (13x3x9) RASTA-

PLP related features. Then the MFCC and RASTA-PLP related feature vectors are 

concatenated in order to have audio feature vectors of length 675 (324 + 351). 

3.4 KEY FRAME SELECTION BASED ON VIDEO SUMMARIZATION 

An audio-visual video with an emotional expression consists of many frames, where 

each frame may represent different emotions with different intensities. Moreover, given 

a video that contains a single emotional expression, some frames may represent the 

emotion with a high intensity while others may be close to neutral (see Figure 3.8). 

 

Figure 3.8: Several sequences from CK+ database containing single emotion 

 

 

The frame rate of a video may affect the recognition accuracy of expression movements 

[104] and small expression changes between consecutive frames may influence affect 

recognition performance. In order to shorten the necessary time to process the video and 

also avoid some false affect recognition decisions, video summarization methods can be 

used to represent the whole video using a representative subset of samples.  

Video summarization methods may aim to extract only one key frame which can be 

considered as the most representative one among all others. Other methods may aim to 

get more than one frames until enough detail is covered by extracted summary frames. 

One way of reducing the number of frames is down-sampling the frame sequence. 

 

 
Frames from a  

happy sequence 

 
 

 

Frames from a  
surprise sequence 

 

 
 

Frames from a  

anger sequence 
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Although this reduced frame sequence can be easily handled by uniform down-

sampling, creating a “key frame” sequence and classifying the facial expression on the 

selected “key frames” may give better results. Therefore, our motivation is summarize 

the content of the video in the best possible way with as few frames as possible. 

 

Figure 3.9: General framework of peak frame selected affect recognition system 

 

 

The key frames are selected so that they summarize the content of the video in the best 

way. This is based on the assumption that there is a single emotion in the sequence, 

which is true for most databases in the literature. The assumption behind the utilized 

key frame selection method is that set of key frames are the most representative frames 

in the sequence among others and also the conceptual information of the sequence is 

mostly covered by key frames [89]. Therefore, we view the key frame selection as a 

similar problem to video summarization. In [89], Mei et al. formulated video 

summarization as a problem of selecting the minimum number of frames to reconstruct 

the entire video as accurately as possible. We applied this video summarization method 

to emotional videos to get emotional “key frames”. 

Given a video with    frames, each frame is a candidate to be a key frame. Let   

,          -       , where       denotes the feature vector corresponding to frame 

i. The goal of key frame selection is to select an optimal subset 

   [   
    

      
]        such that            ,       - . There are two 

goals when the subset is formed: i) The original video is reconstructed accurately and ii) 

the number of key frames is as small as possible. That is, the following minimum sparse 

reconstruction (MSR) expression is minimized: 

    
 

 

 
‖     ‖   ‖ ‖  (3.15) 

such that       and    (    ) where   is a diagonal selection matrix that models 

the selection of key frames from the original video: 
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     {
                       
                   

 (3.16) 

and ‖ ‖  is the    norm of the selection matrix, which is the number of nonzero 

elements indicating the number of key frames selected. Therefore, scarcity is ensured by 

the     norm. In (1),   represents the reconstruction coefficients of   by the matrix    

which are computed using the reconstruction function  (   ), ‖ ‖  represents the    

norm, and   is a weighting coefficient.  The first term in (1) tries to minimize the least-

square reconstruction error (LSRE), while the second term minimizes the number of key 

frames selected.  

Assuming that   keyframes have been selected, the next keyframe chosen should 

maximally decrease LSRE. Therefore, the frame which gives the maximum LSRE at the 

current iteration should be selected as the next key frame: 

      
        

        ⁄
‖        ‖ 

 (3.17) 

where    represents the reconstruction coefficient for the     frame and    ⁄  represents 

the set of all non-keyframes. This is equivalent to selecting the worst reconstructed 

frame, after normalization by the vector magnitude:   

      
        

        ⁄

‖    ‖ 

‖  ‖ 

 (3.18) 

In order to determine the reconstruction coefficients, the orthogonal subspace projection 

(OSP) method is used [89] by projecting all frames to the space spanned by   , which 

gives: 

     (  
   )    

          (3.19) 

The algorithm continues to select new key frames as long as the percentage of 

reconstruction error (POR) of any frame is below a predetermined threshold, i.e.: 

      
‖    ‖ 

‖  ‖ 

    (3.20) 

The overall algorithm that we use for key frame selection can be summarized as 

follows: 

Algorithm: Minimum sparse reconstruction based key frame selection algorithm. 
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Input:  The expressive video         with n frames, where each frame is 

represented by the LPQ features extracted from the face region.  

Output:  The key frame set        .  

1. Initialize the key frame set using the first frame of the sequence as 

   [   
] and set      

2. Calculate the POR for all frames in set    ⁄  using (3.20).  

3. Repeat steps 4-6 while POR of any frame is smaller than   . 

4. Select the next key frame using (3.18). 

5. Increase m by one. 

6. Calculate the POR for all frames in set    ⁄  using (3.20).  

After the iterations terminate, we discard the first frame selected at the initialization 

step.  Some examples from the EmotiW 2015 AFEW 5.0 and CK+ databases for the key 

frame selection results are shown in  Figure 3.10 and Figure 3.11. We can observe that 

the minimum numbers of frames that represent the whole video have been selected. In 

the conducted tests,   is intuitively selected as 0.8. 

 

 Figure 3.10: An example of video summarization from AFEW 5.0 database. 

 

 

Summarized using 2 key frames (frame 7 and 34) 

Some samples from a sad sequence (sequence 011005340 which has 34 frames)  

Summarized using 4 key frames (frame 4, 18, 39 and 45)  

Some samples from a test sequence (sequence 000324600 which has 104 frames) 
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Figure 3.11: An example of video summarization from CK+ database. 

 

 

3.5 CLASSIFICATION 

In recent years, kernel-based techniques such as support vector machines (SVMs) which 

are a group of supervised learning methods that can be applied to classification or 

regression [27] has become very popular among machine learning algorithms.  

In a common classification problem, some data points which belong to one of two 

classes are given and then the aim is to decide the class of a new data point.  In the case 

of SVM, a data point is viewed as a p dimensional vector. And the classifier tries to 

separate such points with a (p-1) dimensional hyper plane. This is called a linear 

classifier.  

As it is seen in Figure 3.12, there are many hyper planes that might separate the data. 

One reasonable choice as the best hyper plane is the one that represents the largest 

separation between the two classes. So the hyper plane is chosen such that the distance 

from it to the nearest data point on each class is maximized.  

 

 

Some samples from a disgust sequence (sequence S005_001 which has 11 frames) 

Summarized using 1 key frame (frame 11) 

Some samples from a surprise sequence (sequence S014_001 which has 29 frames) 

Summarized using 2 key frames (frames 15 and 20) 
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Figure 3.12: Binary linear classifier. 

 

H1 does not separate the classes.  

H2 does, but only with a small margin.  

H3 separates them with the maximum margin. 

 
Source: https://en.wikipedia.org/wiki/Support_vector_machine 

 

In this thesis, we used an SVM classifier implemented in the LIBSVM toolbox [19] to 

classify each of the audio and video features. In order to classify the audio features, we 

used an SVM classifier with a radial basis kernel function and one-against all method. 

Before classification, we normalized the numerical values of audio features to the 

interval [0, 1] to prevent features with large numeric values dominate features with 

small numeric values during classification. For the classification of the video features, 

we used an SVM classifier with a linear kernel to avoid the curse of dimensionality 

problem, since the dimension of the features is high (i.e. 7680). 

In the Emotion Recognition in the Wild (EmotiW 2015) Challenge, we used a score 

level fusion technique, where we combine the probabilities for each class, which are 

estimated using each modality separately. We tested several approaches for combining 

the probabilities [6] estimated using the SVM classifiers and the best results were 

obtained using the product rule [133], in which the probabilities obtained from the 

classification of each modality is multiplied for a given test vector and we predict  the 

final label as the one which gives  the maximum product:  

 

  (  | )     ∏ ( ̃ |    )

 

   

           

       
 

* (  | )+           
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where   represents the features of the test data,   and  ̃ represent the predicted output 

labels after and before fusion,  ( ̃ |    )  is the probability of class   for each 

individual classifier    and    is the final estimated class of the test data (see Figure 

3.13 and Figure 3.14).   

 

Figure 3.13: Fusion of LBP-TOP and LPQ video features 

 

 

Figure 3.14: Fusion of LBP-TOP, LPQ and OpenSmile audio features 
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4. EXPERIMENTAL RESULTS 

4.1 DATABASES USED 

In this chapter, we describe the four databases (CK+, eNTERFACE, BAUM1, AFEW) 

used in the experiments in more detail and give our key frame selection based affect 

recognition results on these databases. 

4.2 EXPERIMENTAL SETUPS AND RESULTS 

4.2.1 Results on CK+ Database 

Extended Cohn-Kanade (CK+) [66] dataset was released by the Affect Analysis Group 

at the University of Pittsburg in 2010. CK+ database includes both posed and non-posed 

(spontaneous) expressions and additional types of metadata. The posed expressions set 

contains a total of fully FACS coded 593 frame sequences which belong to 123 

subjects. The image sequences vary in duration (between 6 to 71 frames) and start from 

the neutral facial expression and end at the apex (peak) phase of the expression (see 

Figure 4.1). The sequences were recorded using a Panasonic WV3230 camera and ages 

of the subjects are between 18 and 50 years. In the CK+ database, 327 of 593 sequences 

have been labeled with one of the seven discrete emotions: anger, contempt, disgust, 

fear, happiness, sadness and surprise. 

 

              Figure 4.1: Expression intensity among frame sequences of CK+ Database 

 
                Source: http://www.pitt.edu/~emotion/ck-spread.htm 

 

The CK+ image sequences are annotated with 68 landmark points. Some examples for 

the landmarks that are given in the CK+ database can be seen in Figure 4.2. The 

distribution of the number of frames for each sequence in CK database can be seen in 

Figure 4.3.  

http://www.pitt.edu/~emotion/ck-spread.htm
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Figure 4.2: The 68 landmarks given in the CK+ database 

 

  

Figure 4.3: Number of frames in CK+ sequences 

 
(a) Number of frames in each sequence 

 
(b) Distribution of the number of frames 

 

The minimum and maximum number of frames in a sequence are 6 and 71, respectively. 

The average number of frames in the sequences is 18 (Table 4.1). 

 

Table 4.1: Number of frames for CK+ sequences 

Min Max Mean 

6 71 18 

 

The tested databases have many frames in each sequence. We tested the key frame 

selection method on the CK+ database to summarize each sequence. The summary of 

the key frame extraction algorithm was given in Section 3.3. In the applied video 
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summarization method, it is not guaranteed to have only one frame the summary which 

is the key frame whose expressed emotion impression is at the highest level in the 

sequence. The aim is to select the minimum number of frames that represent the whole 

sequence in the best possible way. Two examples of key frame selection can be seen in 

Figure 4.4 and Figure 4.5 for the CK+ database. 

 

Figure 4.4: Key frame extraction when two frames are selected. 

(Surprised of subject 77 in CK+ database)  

 

 

Figure 4.5: Key frame extraction when only one (last) frame is selected. 

(Fear of subject 68 in CK+ database) 

 

 

In CK+ database, it is known that each of the sequences contains images from onset 

(neutral frame) to peak expression (last frame). So it is inherently expected to have the 

last frame as key frame as a result of key frame extraction algorithm. Unfortunately, by 

using the video summarization method in [89], the last frame is not always selected as 

key frame. The selected key frames are marked on the frame distribution in Figure 4.6.  

 Frame 1        Frame 5       Frame 8       Frame 11     Frame 14       Frame 16      Frame 19     Frame 22      Frame 25      Frame 28 

                                Frame 8       Frame 16 

Frame 1         Frame 2         Frame 3       Frame 4       Frame 5        Frame 6        Frame 7        Frame 8       Frame 9      Frame 10 
 

                                          Frame 10 
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Figure 4.6: Selected key frames are marked with red star for all CK+ sequences 

 

 
 

Although the last frame is not always selected as the key frame, the selected key frames 

are very close to last frames. Besides this, the number of selected key frames, on 

average, is very close to one. At least one and at most three frames are selected as key 

frames (Figure 4.7 and              Table 4.2). 

 

Figure 4.7: Number of selected keyframes for CK+ sequences 

 

 
 

The sequences are represented by one key frame on the average (             Table 4.2). 

This ratio shows that actually a sequence of CK+ database may be represented by 5.8% 

of actual frames. 

 

             Table 4.2: Statistics of selected keyframe counts for CK+ sequences 

Min Max Mean 

1 3 1.05 
 

We conducted facial expression recognition experiments using the selected key frames. 

Unfortunately, the available datasets that are used for affect recognition does not have 

many samples and conducting subject independent tests is an important issue in order to 
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ensure the reliability of the recognition accuracy. Therefore, while calculating the 

recognition accuracy, Leave-One-Subject-Out (LOSO) test strategy is used.  

LOSO cross-validation involves using the data that belongs to one subject as the test set 

for each test cycle. The remaining data of other subjects are reserved for the training of 

the classification system as the training set. This test cycle is repeated until all subjects 

in the database are all tested. LOSO cross validation makes the experimental results 

subject independent since the subject being tested does not exist in the training set. The 

tests of CK+ database are conducted on the sequences that have emotion by preserving 

LOSO test strategy. 

When all frames are taken into consideration and the average of LPQ features for all 

frame of one sequence is used as the feature of that sequence, the reached emotion 

recognition accuracy is 89.6% (Table 4.3). The emotion recognition accuracy results of 

our framework on CK+ database is 92.0% using Zhu‟s facial landmark detection 

method  [147] and LPQ features of selected key frames. However, it is known that, for 

CK+ database, peak expressions are in the last frames of each sequence. So, intuitively, 

if the last frames are used as peak frames, the recognition accuracy becomes 91.4%.  

 

Table 4.3: Facial recognition rates for the CK+ database 

Used Frames 
Facial 

Landmarks 

Weighted 

Recognition 

Rate 

Unweighted 

Recognition 

Rate 

All frames CK+ 89.6% 84.6% 

The last frame of each sequence CK+ 93.3% 89.1% 

Selected key frames by our algorithm CK+ 95.1% 93.5% 

The last frame of each sequence Zhu 91.4% 83.9% 

Selected key frames by our algorithm Zhu 92.0% 88.1% 

 

Some of the error comes from false detection of landmarks. Hence, if the landmarks 

which are given with CK+ databases are used instead of the landmarks tracked by Zhu‟s 

method [147] overall accuracy of the key frame selection based method increases to 

95.1 percent. The mentioned recognition results are summarized in Table 4.3. The 

confusion matrices of the case using the landmarks given in CK+ database shown in 

Table 4.4 and Table 4.5, respectively.   
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Table 4.4: Confusion matrix for the CK+ database when the last frame (i.e. the 

peak frame) and CK+ landmarks are used 

 Anger Contempt Disgust Fear Happiness Sadness Surprise 

Anger 93.3% 0.0% 4.4% 0.0% 0.0% 2.2% 0.0% 
Contempt 5.6% 83.3% 0.0% 0.0% 5.6% 0.0% 5.6% 
Disgust 0.0% 0.0% 98.3% 0.0% 1.7% 0.0% 0.0% 
Fear 0.0% 4.0% 0.0% 76.0% 12.0% 0.0% 8.0% 
Happiness 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 
Sadness 17.9% 3.6% 0.0% 0.0% 0.0% 75.0% 3.6% 
Surprise 1.2% 1.2% 0.0% 0.0% 0.0% 0.0% 97.6% 

 

Table 4.5: Confusion matrix for the CK+ database using the selected key frames 

and CK+ landmarks 

 Anger Contempt Disgust ear Happiness Sadness Surprise 

Anger 86.7% 4.4% 4.4% 0.0% 0.0% 4.4% 0.0% 
Contempt 0.0% 94.4% 0.0% 5.6% 0.0% 0.0% 0.0% 
Disgust 0.0% 0.0% 98.3% 0.0% 1.7% 0.0% 0.0% 
Fear 0.0% 0.0% 0.0% 92.0% 0.0% 0.0% 8.0% 
Happiness 0.0% 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 
Sadness 14.3% 0.0% 0.0% 0.0% 0.0% 85.7% 0.0% 
Surprise 0.0% 1.2% 1.2% 0.0% 0.0% 0.0% 97.6% 

 

We achieved a maximum facial expression recognition rate of 95.1 percent on the CK+ 

database. If it is compared with other methods in the literature (see  Table 4.6), we can 

see that there are higher accuracies reported. We would like to note that in our frame 

work, we focused on the selection of the minimum number of key frames that represent 

the actual sequence as good as possible.  We do not focus on the selection of the 

features that represent the sequence in the best way and give the highest recognition 

accuracy. We used LPQ features in our tests. It is possible that there might be other 

facial features that might give higher accuracies. 
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 Table 4.6: Performances of current facial-expression recognition methods on CK+ 

Ref Classes Evaluation Recognition Rate 

Kotsia et. al [68] 7 5-fold 92.3% 

Shan et. al [113] 7 10-fold 91.4% 

Zisheng et. al [73] 6 LOSO 96.33% 

Shojaeilangari et. al [114] 6 LOSO 92.97% 

Gu et. al[53] 7 10-fold 91.51% 

Xue et. al [91] 6 5-fold 89.2% 

Ulukaya et al. [123] 7 LOSO 90% 

Our framework 7 LOSO 95.1% 

  

4.2.2 Results on eNTERFACE’05 Database 

Another elicited audio-visual dataset is eNTERFACE‟05 [88] that was collected during 

the eNTERFACE'05 workshop. It contains audio-visual clips of 42 subjects from 14 

different nationalities. Among the subjects, a percentage of 81% were men, while the 

remaining 19% were women. A percentage of 31% of the total set wore glasses, while 

17% of the subjects had a beard. The database was recorded using a standard mini-DV 

digital video camera that has 800.000 pixels resolution. 

 

             Figure 4.8: A sample sequence from eNTERFACE’05 database 

  
               Source: http://www.enterface.net/enterface05/main.php?frame=emotion 

 

After each subject had listened to six different short stories that include basic emotional 

states as anger, disgust, fear, happiness, sadness and surprise, they uttered given 

sentences with the target emotion in English.  

 

Table 4.7: Frame counts for eNTERFACE’05 sequences and selected key frames 

 Min Max Mean 

Frames in Actual Sequences 28 171 70 

Selected Key frames 1 20 4.7 
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There are 1287 sequence in eNTERFACE‟05 database which includes six basic 

emotions and they have 70 frames on the average. The minimum and maximum number 

of frames that a sequence may have and the distribution of the number of frames can be 

seen in Table 4.7 and Figure 4.9 respectively. 

 

Figure 4.9: Distribution of the number of frames for eNTERFACE’05 sequences 

 

 

   Figure 4.10: Number of frames in eNTERFACE’05 sequences 

 

(a) Actual number of frames in each sequence 

 

(b) Number of selected key frames of each sequence 
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When our key frame extraction algorithm is applied to the eNTERFACE‟05 database, 

the sequences are represented by 20 key frames on the average (Table 4.7). This ratio 

shows that actually a sequence of eNTERFACE‟05 may be represented by 28% of its 

actual frames. Distribution of actual and selected key frame counts for each sequence is 

drawn in    Figure 4.10. 

Similar to the CK+ database, in order to ensure subject independence on the 

eNTERFACE‟05 database we used Leave-One-Subject-Out cross-validation strategy. 

When all frames are taken into consideration and the average of LPQ features for all 

frame of one sequence is used as the feature of that sequence, the reached LOSO test 

emotion recognition accuracy is 40.87%. By using only average of selected key frames‟ 

LPQ features, a video-based affect recognition accuracy of 43.82% is calculated (see  

When MFCC and RASTA-PLP features are used as audio features, 65.89% affect 

recognition accuracy is reached. In the case of some decision level fusion is applied to 

audio and selected key frame cases, calculated affect recognition accuracy is 62.70%. 

 

     Table 4.8 and Table 4.9). When MFCC and RASTA-PLP features are used as audio 

features, 65.89% affect recognition accuracy is reached. In the case of some decision 

level fusion is applied to audio and selected key frame cases, calculated affect 

recognition accuracy is 62.70%. 

 

     Table 4.8: Recognition rates for eNTERFACE’05 database 

 

Weighted 

Recognition 

Rate 

Unweighted 

Recognition 

Rate 

Single modalities   

 LPQ of all frames 40.87% 43.33% 

 LPQ of selected key frames 43.82% 45.95% 

 Audio 65.89% 66.72% 

Decision level fusion   

 Sum Rule 61.07% 63.00% 

 Product Rule 62.70% 63.91% 

 

If the result of the recognition accuracy is compared with other methods in the literature 

that are tested on eNTERFACE‟05 database (see   Table 4.10), it can be easily said that 
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key frame selection algorithm does not reduce, even increases the accuracy although it 

reduces the number of representative frame very much (one third for eNTERFACE‟05).  

 

Table 4.9: Confusion matrix for eNTERFACE’05 database when LPQ of 

selected key frames are used 

 Anger Disgust Fear Happiness Sadness Surprise 

Anger 32.6% 11.2% 12.1% 12.1% 17.2% 14.9% 
Disgust 7.4% 63.7% 5.6% 12.1% 6.5% 4.7% 
Fear 20.0% 13.0% 20.5% 6.0% 23.3% 17.2% 
Happiness 9.9% 7.1% 6.6% 64.6% 4.2% 7.5% 
Sadness 13.0% 8.8% 13.0% 6.0% 48.4% 10.7% 
Surprise 21.4% 3.3% 14.0% 14.4% 13.5% 33.5% 

 

In our tests, we used basic visual features as LPQ and achieved higher than average 

performance in the literature. There are several methods that give higher accuracies than 

our method, but their cross-validation schemes do not guarantee subject independent 

results. It shows the power of key frame selection based on minimum sparse 

reconstruction. 

 

  Table 4.10: Performances of expression recognition methods on eNTERFACE’05 

Ref 

Number  

Of  

Subjects 

Evaluation 
Recognition Rate 

(%) 

M. Paleari [99] 44 No Info. 25.0 

M. Mansoorizadeh [86] 42 10-fold 37.0 

R. Gajsek [49] No Info. 5-fold 54.7 

D. Datcu [31] 42 3-fold 37.7 

Y. Wang et. Al [133] 43 10-fold 58 

H. Kuan-Chieh et. Al [60] No Info. 6-fold 52.3 

Our approach 43 LOSO 43.8 

 

In 2015, Zhalehpour [139] [140][141] presented several peak frame detection methods. 

She also used eNTERFACE‟05 database and analyzed the performance of different key 

frame selection methods on the affect recognition accuracy. These peak frame selection 

methods are maximum dissimilarity, emotion intensity, and clustering based methods. 

She compared these techniques with manually selected peak frames‟ recognition 

accuracy. She achieved 40.00% affect recognition accuracy with clustering based 

automatic peak frame selection technique against 47.05 percent with manually selected 
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ones. Our minimum sparse reconstruction based automatic key frame selection 

algorithm achieved a higher recognition rate which is 43.82 percent (see Table 4.11). 

 

Table 4.11: Peak frame selection methods on eNTERFACE’05 database. 

Peak/Key Frame Selection Method Recognition Rate (%) 

Manual Frame Selection [139] 47.05 

Maximum Dissimilarity based [139] 38.22 

Emotion Intensity based [139] 39.38 

Clustering based [139] 40.00 

Audio based [139] 34.46 

Minimum Sparse Reconstruction based method 43.82 

 

4.2.3 Results on BAUM-1a Database 

BAUM-1 (Bahçeşehir University Multimodal Affective Database - 1) [98] [44] is a 

collection of audio-visual facial clips of acted and spontaneous (re-acted) affective 

expressions. The audio-visual clips have been recorded from 31 subjects, who express a 

rich set of emotional and mental states in an unscripted way in Turkish. The database 

contains synchronous facial recordings of subjects with a frontal stereo camera and a 

half profile mono camera. 

The subjects first watch visual or audio-visual stimuli on a screen in front of them, 

which are designed and timed to elicit certain emotions and mental states. The subjects 

answer questions and express their feelings about the visual stimuli in their own words. 

The target emotions that have been elicited are the five basic ones (happiness, anger, 

sadness, disgust, fear) and additionally boredom and contempt. There are also several 

mental states including unsure (such as confusion, undecidedness), thinking, 

concentration, interest (including curiosity), and bothered (inc. complaint). The database 

also contains short acted recordings of each subject. The video clips have been 

categorically annotated by five labelers. Also a score between 0-5 is given to each video 

clip indicating the activation level at the peak frame of the emotion or mental state 

expressed in the video clip. 

BAUM-1a database is collected in an acted way where the subjects are uttering some 

predefined sentences with the target emotions. Due to differences between the length of 

the sentences and the time duration of the speech for every subject, the length of the 

video clips is changing between one and sixteen seconds.  
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     Table 4.12: Properties of the BAUM-1 database 

Feature Acted Spontaneous 

Number of Video Clips 280 1222 

Number of Subjects 31 

Male / Female Ratio 18/13 

Age Range 18 - 66 

KAPPA Value 0.64 0.54 

Number of Videos per 

Emotion / Mental State 

Happiness: 27 

Sadness: 39 

Anger: 43 

Disgust: 35 

Fear: 36 

Surprise: 2 

Boredom: 30 

Interest: 30 

Unsure: 38 

 

 

Happiness: 161 

Sadness: 148 

Anger: 94 

Disgust: 110 

Fear: 52 

Surprise: 54 

Boredom: 43 

Contempt: 19 

Interest: 21 

Unsure: 128 

Neutral: 159 

Bothered: 74 

Concentrating: 61 

Thinking: 98 
                    Source: http://baum1.bahcesehir.edu.tr/ 

 

The video clips also include lots of lip and mouth movements, some head pose changes, 

as well as translational and rotational head motions. As a result of all these frame 

varieties in the sequences, the extraction of a unique or at least few representative key 

frames becomes a tough problem. 

In order to investigate the database in details, the tests are conducted on two separate 

emotion categories as 5 basic emotions case (Anger, Disgust, Fear, Happiness and 

Sadness) and 8 emotions case (Boredom, Interest and Unsure are added to 5 basic 

emotions). The same test strategy (Leave-One_Subject-Out) is used in BAUM-1a 5 and 

8 emotions database tests. 

In BAUM-1a 5 emotion case, there are 179 sequences. These sequences have a 

minimum and maximum number of frames as 21 and 509, respectively (Table 4.13). 

The average number of frames in the sequences is 123. 

 

 

http://baum1.bahcesehir.edu.tr/
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Table 4.13: Actual and extracted number of key 

frames for BAUM-1a 5 emotion case 

 Min Max Mean 

Frames in Actual Sequences 21 509 123 

Selected Key frames 1 25 4.8 

                            

When our key frame extraction algorithm is applied to BAUM-1a database, the 

sequences are represented by 4.8 key frames on the average (see Table 4.13). This ratio 

shows that actually a sequence of BAUM-1a database may be represented by 4% of its 

actual frames. In contradiction to the CK+ database, the intensity of the emotions in 

BAUM-1a database does not start as neutral in the first frame and increase while frames 

proceed. The intensity of the emotion may reach its peak anywhere during the clip. If 

the distribution of the location of the selected key frames is investigated in Figure 4.11, 

it is seen that the selected key frames are located homogeneously for each sequence. 

The selections do not concentrate on any specific location.  

 

Figure 4.11: Key frame locations are marked for BAUM-1a database for 5 

emotions 

 

 

Similar to the CK+ and eNTERFACE‟05 databases, LOSO cross validation tests are 

conducted. When all frames are taken into consideration and the average of LPQ 

features for all frames of one sequence is used as the feature of that sequence, the 

reached LOSO test emotion recognition accuracy is 61.45%. The test results showed an 

affect recognition accuracy of 60.89% by using our key frame selection algorithm (see      

Table 4.14 and Table 4.15). When MFCC and RASTA-PLP features are used as audio 

features, 78.21% affect recognition accuracy is reached. In the case of decision level 
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sum rule is applied to audio and selected key frame cases, calculated affect recognition 

accuracy is 81.56%. 

 

     Table 4.14: Recognition rates for the BAUM-1a database for 5 emotions 

 

Weighted 

Recognition 

Rate 

Unweighted 

Recognition 

Rate 

Single modalities   

 LPQ of all frames 61.45% 62.11% 

 LPQ of selected key frames 60.89% 62.39% 

 Audio 78.21% 77.63% 

Decision level fusion   

 Sum Rule 81.56% 81.56% 

 Product Rule 81.01% 80.50% 

 

 

Table 4.15: Confusion matrix for 5 basic emotions using BAUM-1a 

database when LPQ of selected key frames are used. 

 Anger Disgust Fear Happiness Sadness 

Anger 48.8% 9.3% 14.0% 9.3% 18.6% 
Disgust 5.7% 77.1% 0.0% 11.4% 5.7% 
Fear 22.2% 0.0% 55.6% 2.8% 19.4% 
Happiness 7.4% 3.7% 11.1% 77.8% 0.0% 
Sadness 13.2% 15.8% 15.8% 2.6% 52.6% 

 

In BAUM-1a database for the 8 emotion case, there are 273 sequences. The sequences 

that have a minimum and maximum number of frames are 17 and 509 frames, 

respectively (see                Table 4.16). The average number of frames in the sequences 

is 122. The distribution of the number of frames for each sequence in BAUM-1a 

database can be seen in      Figure 4.12 

 

               Table 4.16: Frame counts for BAUM-1a 8 emotion case 

 Min Max Mean 

Frames in Actual Sequences 17 509 122 

Selected Key frames 1 25 4.8 
                    

 



56 

 

     Figure 4.12: Frame counts of BAUM-1a 8 emotion 

 
 

When LOSO tests are conducted on BAUM-1a database, in the case of 8 emotions are 

included, the test results showed 41.76% affect recognition accuracy when all frames 

are taken into consideration and the average of LPQ features for all frames of one 

sequence is used as the feature of that sequence. By using our key frame selection 

algorithm, we reached 36.63% affect recognition accuracy (see Table 4.17 and Table 

4.18).  

 

         Table 4.17: Recognition rates for the BAUM-1a 8 emotion 

 

Weighted 

Recognition 

Rate 

Unweighted 

Recognition 

Rate 

Single modalities   

 LPQ of all frames 41.76% 40.62% 

 LPQ of selected key frames 36.63% 35.96% 

 Audio 65.93% 65.96% 

Decision level fusion   

 Sum Rule 67.77% 67.74% 

 Product Rule 68.50% 67.89% 

 

Table 4.18: Confusion matrix for the 8 basic emotions using BAUM-1a when 

LPQ of selected key frames are used. 

 Anger Boredom Disgust Fear Happiness Interest Sadness Unsure 

Anger 41.9% 0.0% 14.0% 9.3% 14.0% 0.0% 18.6% 2.3% 
Boredom 29.6% 0.0% 3.7% 29.6% 0.0% 3.7% 18.5% 14.8% 
Disgust 5.7% 0.0% 80.0% 0.0% 11.4% 0.0% 2.9% 0.0% 
Fear 27.8% 0.0% 0.0% 27.8% 2.8% 5.6% 16.7% 19.4% 
Happiness 11.1% 0.0% 7.4% 7.4% 74.1% 0.0% 0.0% 0.0% 
Interest 24.1% 0.0% 6.9% 20.7% 20.7% 3.4% 13.8% 10.3% 
Sadness 18.4% 0.0% 15.8% 10.5% 0.0% 2.6% 50.0% 2.6% 
Unsure 39.5% 0.0% 5.3% 18.4% 5.3% 2.6% 18.4% 10.5% 
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When MFCC and RASTA-PLP features are used as audio features, 65.93% affect 

recognition accuracy is reached. In the case of decision level product rule is applied to 

audio and selected key frame cases, calculated affect recognition accuracy is 68.50% 

(see Table 4.17). 

Similar to eNTERFACE‟05 database, Zhalehpour [139] also performed same tests on 

BAUM-1a database. For 5 emotion case, she achieved 55.70% affect recognition 

accuracy with clustering based automatic peak frame selection technique against 

55.61% with manually selected ones. Our minimum sparse reconstruction based 

automatic key frame selection algorithm achieved higher recognition rate with 60.89% 

for  5 emotion case  and 36.63% for 8 emotion case (see Table 4.21), which shows an 

improvement of almost 5% over the results in [139]. 

 

Table 4.19: Peak frame selection methods on BAUM-1a. 

Peak Frame Selection Method 

5 Emotion 

Recognition Rate  

(%) 

8 Emotion 

Recognition Rate  

(%) 

Manual Frame Selection [139] 55.61 31.32 

Maximum Dissimilarity based [139] 46.60 26.30 

Emotion Intensity based [139] 52.06 29.55 

Clustering based [139] 55.70 36.33 

Audio based [139] 42.18 20.83 

Minimum Sparse Reconstruction based 60.89 36.63 

 

4.2.4 Emotion Recognition in the Wild (EmotiW 2015) Challenge 

We also participated in the third Emotion Recognition in the Wild Challenge (EmotiW 

2015) at ACM Int. Conf. on Multimedia Interaction (ICMI) which mimics real-world 

conditions. The EmotiW 2015 challenge is based on the AFEW 5.0 (Acted Facial 

Expressions in the Wild) database, which contains short audio-visual clips collected 

from movies and labeled using a semi-automatic approach described in [34]. AFEW 5.0 

is divided into three parts for training, validation and testing. The numbers of samples 

for each emotion in each set are shown in Table 4.20. The labels of the test set are not 

given to the participants of the challenge. 
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Table 4.20: The numbers of samples in EmotiW 2015 AFEW database.  

 Anger Disgust Fear Happiness Neutral Sadness Surprise 

Train 118 72 77 145 131 107 73 

Validation 64 40 46 63 63 61 46 

Test 79 29 66 108 159 71 27 

 

The organizers of the EmotiW 2015 challenge provide the LBP-TOP feature set on the 

AFEW 5.0 database. After the pre-processing step for aligning and cropping the face 

region, LBP-TOP features are extracted from non-overlapping spatial 4x4 blocks. The 

LBP-TOP features from each block are concatenated to create one feature vector of size 

       for each frame of a video.  

The video only baseline classification accuracy provided by the challenge organizers 

using an SVM classifier with Chi square kernel on the validation set is 36.08%. 

Similarly, baseline classification accuracy on the test set is 39.33%.  

We would like to note that while the database comes with Zhu‟s [147] face tracking 

results, the difficult and close-to-real-world conditions cause problems even in the early 

stages of the processing pipeline. Some examples of incorrectly detected and tracked 

face images are illustrated in Figure 4.13. 

 

Figure 4.13: Noisy face detection and tracking results from AFEW 5.0 dataset. 

 
 

We evaluated the performance of video features (LBP-TOP and LPQ`s from key 

frames) and audio features (OpenSMILE and MFCC & RASTA-PLP features) on the 

validation and test sets. The emotion recognition results of eight combinations on 

validation and test sets are illustrated in Table 4.21. The configuration used for each test 

case is explained below.  
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a. Case 1: Video based experiment, where key frames of all video sequences are 

selected using    as 0.80. For each video sequence, average LPQ feature vector of all 

key frames is used to represent the whole video. An SVM with a chi-square kernel is 

trained. 

b. Case 2: Video based experiment combining case 1 and a second chi-square kernel 

SVM, which is trained using LBP-TOP features. Then score level fusion is applied 

using the product rule. 

c. Case 3: Video based experiment, which is same as case 2 but the parameter    has 

been selected as 0.85.  

d. Case 4: Same as case 3 with the SVM classifier trained using both the training and 

the validation sets of AFEW 5.0 dataset.  

e. Case 5: Audio based experiment using feature level fusion of MFCC and RASTA-

PLP features. An SVM classifier with an exponential chi-square kernel is used.  

f. Case 6: Audio based experiment using the OpenSMILE feature set. An SVM 

classifier with an exponential chi-square kernel is used. 

g. Case 7: Audio-visual experiment using score level fusion of Case 2 and Case 5.  

h. Case 8: Audio-visual experiment using score level fusion of Case 2 and Case 6.  

 

Table 4.21: Accuracies of the 8 test cases on validation and test sets. 

Case Methods 
Accuracy 

Val. (%) Test (%) 

Video Based Baseline 36.08 39.33 
1 

Video 

Based 

LPQ (       ) 40.70 41.37 
2 LBP-TOP + LPQ (       ) 43.40 45.08 
3 LBP-TOP + LPQ (       ) 44.47 44.71 

4 
LBP-TOP + LPQ (trained by train+val set) 

(       ) 
- 43.23 

5 
Audio Based 

MFCC &  RASTA-PLP 24.02 33.40 
6 OpenSMILE 31.85 33.21 
7 Video + Audio 

Based 
LBP-TOP + LPQ + MFCC & RASTA-PLP 41.24 47.68 

8 LBP-TOP + LPQ + OpenSMILE 40.70 49.91 

 

The best classification accuracy on the test set is achieved for Case 8, using score level 

fusion of LBP-TOP, key frame LPQ‟s and OpenSMILE audio features, which is 

49.91%. The confusion matrices of this case for the validation and test sets are shown in  

Table 4.22 and Table 4.23, respectively. 
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Table 4.22: Confusion matrix of Case 8 (audio-visual) on validation set.  

 Anger Disgust Fear Happiness Neutral Sadness Surprise 

Anger 67.8% 0.00% 0.00% 13.5% 6.78% 8.47% 3.39% 
Disgust 20.5% 7.69% 0.00% 23.08% 25.64% 17.95% 5.13% 
Fear 34.0% 0.00% 11.3% 15.91% 20.45% 9.09% 9.09% 
Happiness 4.7% 1.59% 0.00% 79.37% 9.52% 4.76% 0.00% 
Neutral 4.92% 0.00% 4.92% 26.23% 55.74% 8.20% 0.00% 
Sadness 11.8% 3.39% 8.47% 18.64% 32.20% 25.42% 0.00% 
Surprise 28.2% 2.17% 10.8% 13.04% 30.43% 6.52% 8.70% 

     

Table 4.23: Confusion matrix of Case 8 (audio-visual) on test set.  

 Anger Disgust Fear Happiness Neutral Sadness Surprise 

Anger 73.42% 1.27% 3.80% 6.33% 12.66% 2.53% 0.00% 
Disgust 13.79% 0.00% 0.00% 37.93% 17.24% 20.69% 10.34% 
Fear 31.82% 3.03% 18.18% 7.58% 10.61% 16.67% 12.12% 
Happiness 5.56% 0.93% 0.93% 73.15% 8.33% 9.26% 1.85% 
Neutral 5.03% 2.52% 0.63% 15.72% 55.35% 18.87% 1.89% 
Sadness 12.68% 4.23% 2.82% 21.13% 14.08% 42.25% 2.82% 
Surprise 22.22% 0.00% 7.41% 14.81% 29.63% 18.52% 7.41% 

 

We can see that happiness and anger have the highest accuracies. In  

Table 4.24 and Table 4.25, we give the confusion matrices of Case 2 (video only) and 

Case 6 (audio only), as well.   

 

Table 4.24: Confusion matrix of Case 2 (Visual) on test set.  

 Anger Disgust Fear Happiness Neutral Sadness Surprise 

Anger 73.42% 2.53% 5.06% 6.33% 6.33% 6.33% 0.00% 
Disgust 10.34% 17.24% 3.45% 17.24% 13.79% 24.14% 13.79% 
Fear 27.27% 3.03% 15.15% 6.06% 15.15% 18.18% 15.15% 
Happiness 9.26% 2.78% 0.93% 68.52% 4.63% 12.04% 1.85% 
Neutral 10.69% 3.14% 3.14% 15.72% 43.40% 18.87% 5.03% 
Sadness 12.68% 7.04% 5.63% 22.54% 11.27% 33.80% 7.04% 
Surprise 37.04% 0.00% 7.41% 14.81% 18.52% 11.11% 11.11% 
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Table 4.25: Confusion matrix of Case 6 (Audio) on test set. 

 Anger Disgust Fear Happiness Neutral Sadness Surprise 

Anger 55.70% 0.00% 11.39% 20.25% 7.59% 3.80% 1.27% 
Disgust 13.79% 0.00% 3.45% 31.03% 34.48% 17.24% 0.00% 
Fear 25.76% 1.52% 18.18% 21.21% 21.21% 10.61% 1.52% 
Happiness 14.81% 0.93% 0.00% 43.52% 25.93% 12.04% 2.78% 
Neutral 6.29% 0.63% 5.66% 33.33% 36.48% 16.35% 1.26% 
Sadness 15.49% 0.00% 5.63% 25.35% 26.76% 23.94% 2.82% 
Surprise 11.11% 3.70% 3.70% 18.52% 33.33% 25.93% 3.70% 

 

In total, 75 teams registered for the challenge and 22 papers were submitted.               

Figure 4.14 shows the classification accuracy performance of challenge participants on 

test set. We achieved 49.91% classification accuracy on test set while base line accuracy 

was 39.33%. Our audio-visual affect recognition accuracy was the 7th among 13 teams 

which submitted their results. 

              Figure 4.14: EmotiW 2015 challenge results on test sets 

 

             Source:[35] 
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5. CONCLUSION AND FUTURE WORK 

5.1 CONCLUSION 

In this thesis, we investigated audio-visual affect recognition from video clips.  Our 

approach was based on choosing the key frames that represent the content of the whole 

video clip in the best possible way so that the emotional content of this video can be 

recognized more efficiently. We have adopted a new video summarization method [89] 

to our problem and proposed it as minimum sparse reconstruction based key frame 

selection in video for affect recognition. We extracted LPQ and LBP-TOP video 

features and selected key frames by investigating the sparsest representative subset of 

them. Besides visual data, we also extracted MFCC and RASTA-PLP audio features 

and fused them with video at the score level using the multiplication rule. 

We tested the proposed key frame selection algorithm on three widely used visual 

databases (CK+, eNTERFACE and BAUM1-a). Zhalehpour [139] conducted similar 

research on several peak frame selection methods using eNTERFACE and BAUM1-a 

databases. The work in [139] focused on maximum dissimilarity, emotion intensity, 

clustering and audio based methods. The highest recognition accuracies by using a 

clustering based key frame extraction method  have been reported as 40.00 and 36.33 

percent on the eNETRAFACE and BAUM-1a databases in [139],[141], respectively. 

Our proposed method achieved respectively 44.72 and 39.13 percent recognition 

accuracies, which are higher than the results reported in [141] and are very close to the 

accuracies that have been reported by manually selecting the key frames in [141], which 

can be considered as ground-truth. Furthermore, we attended a worldwide challenge 

(EmotiW 2015) to test our proposed method on a more challenging and realistic 

database. The database of the challenge consists of audio-visual clips collected from 

movies and imitates real world conditions. The affect recognition accuracy of challenge 

baseline is 39.33 percent and we reached to 49.91 percent. Our method was the 7th 

among 13 teams which submitted their results. 

The results of our proposed method are promising. Conducted tests showed that by 

efficiently selecting key frames of a video, it is possible to represent the affective 

content of video without compromising recognition accuracy. 
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5.2 FURTHER RESEARCH 

In this thesis, we mainly focused on the selection of key frames for an affective facial 

video content. We proposed a sparse reconstruction based method that looks for the 

most sparse and most representative subset of the frames among whole sequences. We 

used state-of-the-art LPQ and LBP-TOP visual features and did not investigate the best 

features that can be used. It is obvious that using some other features and learning 

techniques affect recognition accuracy may be increased. As can be seen from EmotiW 

2015 challenge results, a large number of the proposed methods used deep learning 

based techniques and by considering the recognition accuracies it can be said that deep 

learning based methods are promising.  

Additionally, the performance of the methods is limited by the amount of labeled data 

and performance limitations of the current state-of-art face and facial parts detectors. 

Therefore there is need for such databases that contains more labeled and realistic data. 

Also face and facial parts detection is another independent research area that will affect 

the recognition accuracy directly. 

Furthermore, by considering the database that we used in the challenge, which is closer 

to the real world conditions, some scenes, frames or even audio may contain multiple 

subjects who express multiple emotions or multiple emotion intensities. This in itself is 

a challenging problem and need to be further looked into. 
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