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 vii 

 

In this research, we present the experimental analysis of in vivo wireless channel response on 

Ultra-Wideband (UWB) with the frequencies between 3.1 – 10.6 GHz. The analysis proves the 

location dependent based characteristics of in vivo channel. The results clearly show the highly 

multipath scenario. It can also be observed that the multipath effect of the channel is much 

higher in the denser areas, i.e. an antenna placed within the intestine area or inside the stomach. 

which is used as a reference model for in vivo channel response without performing intensive 

experiments or simulations. The statistics of error prediction between experimental and proposed 

model is RMSE = 5.29, which show the high accuracy of the proposed model. In addition, the 

proposed model was applied on the blind data and the statistics of error prediction is RMSE = 

7.76, which also shows a reasonable accuracy of the model. This model will save the time and 

cost on simulations, experiments and will help in designing an accurate link budget calculation 

for future enhanced system.  
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This study also presents bit error rate (BER) performance analysis and improvement using 

equalizers for an in vivo radio channel. By conducting simulations using a bandwidth (BW) of 50 

MHz, we observed that the in vivo radio channel is affected by small-scale fading. This fading 

results in inter-symbol interference (ISI) affecting upcoming symbol transmission, causing 

delayed versions of the symbols to arrive at the receiver side and causes increase in BER. A 29 

taps channel was observed from the experimentally measured data using a human cadaver and 

BER was calculated for the measured in vivo channel response along with the ideal additive 

white Gaussian noise (AWGN) and Rayleigh channel models. Linear and non-linear adaptive 

equalizers i.e., decision feedback equalizer (DFE) and least mean square (LMS) were used to 

improve the BER performance of the in vivo radio channel. It is noticed that both the equalizers 

improve the BER, but DFE has better BER compared to LMS and shows a 2 dB and 4 dB 

performance gain of DFE over the LMS at Eb/No = 12 dB and at Eb/No = 14 dB, respectively.  

Keywords: Bit Error Rate, Channel Characterization, Channel Response, Equalization, 

Implantable/Wearable Devices, In-vivo Channel, In-vivo Communication, Mathematical 

Modeling, Wireless Body Area Networks, Ultra-Wideband. 
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1 INTRODUCTION 

Wireless communication technologies are developed over the subsequent years. There are 

different types of wireless technologies present today ranging from smart phones to Laptops, 

Bluetooth, Wi-Fi access points etc. In wireless communication the transmission toke place 

without using any physical medium but air using electromagnetic waves like RF, IR, satellite etc. 

Among all those wireless communication technologies there is a new emerging technology under 

research called in vivo communication. 

1.1 IN VIVO COMMUNICATION 

In vivo communication [1] is one of the most emerging technologies under research. It helps us 

understand the communication between implantable devices [2] placed inside the human body 

with external conventional communication devices using Universal Mobile Telecommunication 

System (UMTS), Long Term Evolution (LTE), Wireless Fidelity (Wi-Fi) or possibly Fifth 

Generation (5G) technologies in the near future. There are several devices under research to be 

implanted in a human body to wirelessly send data to the server or doctor in case of a patient 

with the implant. The hurdles in developing those devices are their size, which is expected to be 

possible on a micro or nanoscale [3], battery life, circuit design and antenna for communication. 

Besides all those challenges the most critical part is to extensively study and understand the 

channel for in vivo communication. 

Wireless channel [4] is always hard to predict and analyze; it can quickly change according to the 

environment and position of the antennas especially in non-line of sight scenarios. We can 

consider a channel as a black box where we only know the input and what we received at the 

output. Although there are different channel models presented by the researchers for different 

types of wireless scenarios, for conventional communication [5] and non-conventional 

communication, i.e. in-vivo communication channel model [6]. 

The mobile wireless communication channel varies over time and frequency. This variation can 

be mainly divided into two types, large-scale fading [7] and small-scale fading [8]. Large-scale 

fading is the function of distance and shadowing by large objects such as buildings while on the 

other hand, small-scale fading occurs due to the constructive and destructive interference of a 
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multipath signal. In order to design an efficient system, it is essential to measure the channel 

extensively. The knowledge of the channel response allows us to build propagation models [9] 

and get the maximum out of the system. 

1.2 WIRELESS BODY AREA NETWORKS 

Wireless body area networks (WBAN’s) Figure 1.1, have been under research for a few years 

now [10-14]. Constant assessment of physiological parameters, particularly in chronic diseases 

including cardiac failure, asthma, bipolar mood disorder and diabetes, can provide insight into 

disease progression over time and assist healthcare providers in making the best therapeutic 

decisions.  

 

Figure 1.1. Wireless body area network 

Personal heath monitoring systems are developed to continuously monitor human health by 

placing sensors on them and getting real time reading from the patients [15]. There are number 

of personal health monitoring devices available in the market and some of them are still under 

research some of the devices can be seen in Figure 1.2. Previous studies have been performed on 

heterogeneous sensor networks, which combine wireless sensor networks (WSN’s) and personal 

area networks (PAN’s) using a transmission control protocol/internet protocol (TCP/IP) [16]. 

Due to the low power requirements of WBAN’s low power control protocols are needed for the 

communication [19]. Physical layer for WBAN has also been studied using complementary 
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metal oxide semiconductor (CMOS) in which the human body was used as a communication 

channel to transfer data [17].  

 

Figure 1.2: Patient with possible Implantable devices 

In some cases, due to strategic placement, the sensors on the body are required to send large 

amount of data quickly. This requires Ultra-wide band (UWB) communication [18] but due to 

UWB, inter symbol interference (ISI) can be observed especially with Band width (BW) of more 

than 500 megahertz (MHz). Multipath fading [20] is a major problem in indoor environments 

and short distance communication especially in the presence of other objects like desk, chairs, 

walls and electronic equipment. This results in reflection, refraction, dispersion and diffraction of 

the signal and results in multipath small and long scale fading. Signaling fading can also occur to 

varying degrees depending on antenna propagation [21], the way a signal propagates. For 
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instance, the multipath fading effect is less significant with directional antennas, when compared 

to an Omni directional antenna. Researchers are trying their best to come up with different types 

of channel characteristics and path loss models [23] to improve the communication and make it 

more secure and risk free. 

Many studies utilize the use of live animals to better understand the use of implantable devices 

and in vivo communication for collecting physiologically relevant recordings and data. Anzai et 

al. [22] conducted experiments on animals using UWB impulse radio, which resulted in a path of 

80dB and a bit error rate (BER) of 10−2 within the distance of 120mm, with a high data rate of 

1Mb/s. In [24], Propagation model was proposed for UWB body centric wireless 

communication. BER performance were also measured using multiband orthogonal frequency 

division multiplexing (OFDM). In vivo channel model in body centric wireless communication is 

also presented and explained in [25]. Path loss models [26] are explained and presented using 

different frequencies by simulations and real experiments using animals and human bodies by 

placing the sensors on top of the body. Wireless capsules are used to get the human data from 

inside the body by studying variations of path losses [27]. 

Different types of implantable and wearable devices [28] - [30] have been the focus of many 

research articles in recent years Figure 1.3. Few of the latest research are expending the 

implantable technology to the Nano scale for which the frequencies they are selecting and 

considering the best are in terahertz range. In [31], terahertz channel characteristics under human 

skin are presented using measurement data and modeled data is shown. Analytical characteristics 

of terahertz in Nano communications are also studied by R. Zhang et al, in [32]. Although there 

are some studies showing the characteristics and analysis of in vivo channels, most of them are 

limited to simulations and models based on assumptions or by using experiments only. To the 

best of author’s knowledge, there are no explicit investigation performed to present a generic 

mathematical model and applying it to the experimental measurements with high accuracy. In 

this paper we presented a novel mathematical model for in vivo radio channel at UWB with a 

highest accuracy of RMSE = 5.297, while applied on the channel response extracted from 

experimental data. Additionally, blind testing is performed on the proposed model for validating 

the analytical results with the simulated data. This novel mathematical model will save the cost 

and time on simulation and measurements for UWB in vivo radio channel. 
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Figure 1.3: Wearable devices 

1.3 IMPLANTABLE DEVICES 

Implantable devices are under research for a while now, and researchers make it possible to 

commercialize most of the devices including cardiac pacemakers, drug delivery and defibrillators 

[10] - [33]. However, the size of the implantable devices is always an issue, and scientists are 

continuously working to make it smaller, and design micro antennas [34] for the successful 

communication with the outside wireless devices plus it will help reduce the size of the 

implantable device. As any electronic device, these devices need stable power required to work 

correctly and charging them or changing their batteries is an issue. Due to this implanted nature, 

power efficient [35] devices need to be designed for the successful communication. Experiments 

have been performed to check if these devices can be charged wirelessly [36]. In [37] an option 

is presented which uses human motion to recharge the device. To transfer data to the central 

system or from one node to another node, those devices commonly use the wireless channel, and 

as this important data is sent wirelessly, it is vulnerable and at risk of attacks by an outside 

intruder. The communication between implantable devices must be encrypted and secured [38] 

enough to safely transfer the data. Semantic wireless attacks are performed and tested in [39], 

and it is shown that the low power and cheaper medical devices are at high risk. Considering the 
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requirements of low power and high data rates, UWB communication can help provide 

reasonable bandwidths plus low power consumption. Experimental analysis or UWB path loss 

model is presented in [40]. Different channel models for implantable medical devices (IMD’s) 

are discussed in [41], and the commercial deployment of these devices are discussed in [42]. 

According to the berg insight estimation it is expected that by 2021 medical monitoring devices 

will reach the Figure of 50 million as shown in the Figure 1.4. 

 

Figure 1.4: Connected home medical monitoring devices (2015-2021) 

Multiple signal strength and impulse response tests were performed using a perfect human body 

model [43]. It is observed that the variations are more profound at high frequencies up to 

received signal strength (RSS) 20 dB. Blood vessels are used as a transport channel for in vivo 

communication in [44], controlled information transfer through an in vivo nervous system is 

demonstrated using the neurons of an earthworm in [45]. In communication systems we always 

face errors on the receiver side, caused by multiple factors including effect of noise, outside 

environment, climate, multipath especially in indoor structures, reflection, diffraction, fading and 

interference due to the nearby wireless devices. These factors affect the signal and results in the 

degradation of bit error rate (BER). In [46] authors demonstrated the maximum allowed 

transmitted power from an in vivo device to achieve the desired BER while maintaining the 

specific absorption rate (SAR). The targeted data rates of 100 Mbps is achieved with maximum 

SAR which is the amount of radio frequency (RF) absorbed by the body [47]. To obtain a high 

data rate communication, UWB is still a good option due to its properties of low power and high 

bandwidth.       
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UWB channel is used in different areas of medical science for positioning and communication in 

the operating room [48] both in live (during operation) and non-live scenarios. It is observed that 

even within a highly multipath environment UWB provides reasonable results. UWB channel 

characteristics and system model is discussed in [49]. In communication system there is always a 

tradeoff to achieve high bandwidth with low power. The use of UWB introduces inter-symbol 

interference (ISI), which affects the performance of the system and thus results in high BER’s. 

To avoid or improve the BER performance of UWB in vivo communication, using equalizers 

[50] is the best option. There are different types of equalizers present in the literature, they can 

be divided into two main types, adaptive linear and non-linear equalizers. The most effective 

linear equalizers are recursive least square (RLS) and least mean square (LMS) equalizers [51]. 

RLS and LMS can be used in combination by using their properties effectively [52]. On the other 

hand, the most common non-linear equalizers are decision feedback equalizer (DFE) and 

maximum likelihood sequence estimator (MLSE) equalizers. There are different types of DFE 

[53] equalizers available in the literature with their specific functions according to the 

requirement [54-56], such as to improve the BER and reduce ISI to get the desired signal at the 

receiver end. Channel coding is also used to improve the BER performance of the system but 

channels with high ISI first need to be equalized [57-59] to cancel or reduce ISI and then 

recovered using channel coding. This paper presents the BER analysis of experimental in vivo 

radio channel with and without equalization. for the first time in the literature as per author’s 

knowledge. The channel response is compared with AWGN and Rayleigh channel. Furthermore, 

different types of equalizers (both linear and non-linear) are used to improve the BER 

performance. Overall, the equalizers improved the performance significantly. According to the 

results it is clear that non-linear equalizer outperformed the linear equalizer. DFE shows a 2 dB 

performance gain over the LMS at Eb/No = 12 dB and 4 dB at Eb/No = 14 dB. 

The rest of the Thesis is organized as follow. 

Chapter 2 discussed the experimental setup and simulations. experimental analysis of Ultra-

Wideband (UWB) in vivo channel response. Simulations are presented for three different regions 

of the human body including heart, stomach and intestine in six different places. 
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Chapter 3 focuses on the proposed mathematical model along with the simulated measurement 

data results, followed by the blind testing for our proposed model using new data which was not 

previously used by our model. 

Chapter 4 presents the bit error rate performance of experimental in vivo channel without using 

equalization and comparing it with ideal additive white Gaussian noise (AWGN) channel and 

ideal Rayleigh channel. Following up by the equalization techniques and use of equalizer along 

with the mathematical equations used for all the equalizers. The simulations of a BER 

performance for in vivo communication and spectrum of the un-equalized and equalized signals 

are also discussed and analyzed. 

Finally, Chapter 5 concludes the thesis along with the summary of the results and contributions. 
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2 EXPERIMENTAL SETUP AND SIMULATIONS 

This study is based on number of intensive experiments performed using a human cadaver. All 

the experiments were performed under the supervision of doctor who setup the cadaver for our 

use and helped us place in vivo antenna inside the cadaver as instructed throughout the 

experiments. Only the torso part of the cadaver is used for the experiments. The cadaver and 

tools used for the experiments can be seen in Figure 2.1. The tools consist of two antennas one in 

vivo used place inside the torso and one ex vivo used to be placed outside the human torso with 

different angles and distances. Cables used to connect the antennas with VNA (Vector Network 

Analyzer). Although the medium used between the two antennas is wireless so the 

communication between the in vivo and ex vivo antenna was wireless communication and both 

were sending data packets wirelessly. The antenna was also protected in order to avoid short 

circuit.  

 

Figure 2.1: Cadaver and tools used in experiments 
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2.1 EXPERIMENTS 

The experiments were performed using a human cadaver as presented in [60]. Only the torso part 

of the cadaver was taken into consideration and simulated in ANSYS-HFSS [61]. Two antennas 

were used in this experiment the first one is an ex vivo dipole antenna and the second one is a 

coplanar waveguide (CPW)-fed in vivo antenna. Compatible polyethylene protective layer [62] 

was used to wrap the antennas and part of the cable to avoid any physical connection with 

cadaver, organs, or tissues. All the experiments were performed under the assistance of certified 

medical doctor in a hospital after ethical approvals. In order to generate affective data, fresh 

organs such as heart, stomach and intestine from a sheep were used to place inside the human 

cadaver. The complete list of equipment’s can be seen in Table 2.1. 

Table 2.1: Equipment’s used in experiments 

Equipment/Subject Values/Quantities 

Measurement device VNA 

Cable  Coaxial 

No of Antennas 2 

Antenna Type 1 Ex vivo 

Antenna Type 2 In vivo 

Length of the cable 2 meters 

Subject Human Cadaver 

Organs used Heart, stomach and Intestine 

Frequency 915MHz 

 

Initially the equipment’s were checked to make sure the system was working properly in order to 

avoid false reading the cable losses are calculated properly [60]. Two types of antennas were 
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used in the experiments an in vivo and an ex vivo antenna. In vivo antennas was used to place 

inside the human cadaver in different places including on top of heart, below heart, on top of 

stomach, inside stomach and below stomach and finally on top of intestine, inside intestine and 

below intestine. The ex vivo antennas were placed on the center of the body, near the head at the 

right lateral, left lateral. Extensive experiments were performed to collect the data, each 

experiment was performed multiple times and the average was taken to be used in simulations 

and mathematical modeling. A two-meter-long coaxial cable was used to connect the antennas 

with a vector network analyzer (VNA). The experimental setup can be seen in Figure 2.2. 

In vivo antennas were placed in six different parts inside the human torso, including on top and 

beneath the heart, stomach, and intestines, whereas ex vivo antennas were placed outside the 

human torso, including near the head, beside the torso and near the foot to get different readings 

[60]. It was found that electromagnetic wave propagation was highly dependent on the location 

of the in vivo antenna, particularly if the antenna was placed deep inside the torso or within a 

dense region, like near the intestines. Furthermore, significant multipath and small-scale fading 

occurred during testing [60]. Antenna depth and path loss model for the experimental data 

compared to the simulated environment is presented in [23]. 

 

Figure 2.2.  Experimental setup for UWB In-vivo measurements. 

These experiments allow us to further our understanding of in vivo communication and channel 

characteristics, which could potentially help doctors and engineers better understand how waves 
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are propagating and the effect of fading while communicating wirelessly under real scenarios. 

The primary aim of this study is to provide a new tool for healthcare providers that allows 

constant monitoring of patients. The doctors will be able to follow his patient using wireless 

technology with the help of a device implanted in the human body, which actively collects and 

reports physiologically relevant data regarding the patient. The measurements will be 

automatically sent to the doctors through Wi-Fi, Bluetooth or GSM as shown in Figure 2.3. This 

information will allow patients and doctors to follow disease progression more accurately and 

thereby provide an opportunity for more effective and efficient care. 

 

 

Figure 2.3: Envisaged patient system model with in vivo implant communicating through different 

conventional communication devices. 

To get a real channel response, extensive experiments were performed using a human cadaver. 

Three locations were selected for the experiments.  The heart area, stomach area and intestine. 

These locations were subdivided according to the requirements of the test by placing the 

antennas below, on top and inside the organs. To make it near to the real scenario, fresh animal 

organs were selected to be placed in the human cadaver. Two different types of antennas were 

used for those experiments, an ex vivo antenna and an in vivo antenna, both the antennas fully 

protected and covered to avoid any contact with organs. The in vivo antenna were placed inside 

the cadaver in different locations to get the readings while the ex vivo antenna position was fixed 
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for all those experiments. The depths, angles and losses for those experiments are presented in 

[60]. Demir et al. [23] presented a statistical path loss model and in vivo channel characteristics 

for a male torso, power delay profile of each anatomical direction is also simulated to understand 

the power losses. 

2.2 SIMULATIONS 

The channel response for the experiments were saved using a Vector Network Analyzer (VNA). 

Both the antennas were connected with the VNA. Simulations were carried out in Matrix 

Laboratory (MATLAB). Simulation parameters are shown in Table 2.2. The in vivo antenna was 

placed on top, below and inside the stomach. While for heart and intestine the antennas were only 

placed on top and below the heart and intestine. The data collected was normalized using eq. 

(1.1). 

 

                                𝑁𝑖 =
𝑥𝑖 −𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
                                                             (1.1) 

 

Where x = (𝑥1, … , 𝑥𝑛) and 𝑁𝑖 is our 𝑖𝑡ℎ normalized data. 

min(𝑥) is the minimum value of variable x. 

max(𝑥) is the maximum value of variable x. 

 

Table 2.2: Simulation parameters 

Parameters Values/units 

Frequency to Time domain IFFT 

Bandwidth 50MHz 

Central Frequency 6.75GHz 

S-parameters 𝑆21 

Time 𝜇𝑠𝑒𝑐 

Channel Response Normalized (0-1) 



 

 14 

 

The original data saved through VNA was in the frequency domain eq. (2.2) which has been 

converted to time domain eq. (2.3) using Inverse Fast Fourier Transform (IFFT). As we know that 

multiplication in frequency domain is equivalent to convolution in time domain. The data was 

collected at UWB frequencies (3.1 – 10.6 GHz), but for simulation, only 50 MHz bandwidth was 

selected, the central frequency for this UWB is 6.75GHz. Data was normalized between (0-1). 

The normalized channel response for stomach is shown in Figure 2.4. Figure 2.4 is showing 

readings in three different locations including below, on top of and inside the stomach. Figure 2.5 

presents channel response for heart presenting readings in two different positions including below 

and on top of the heart. While Figure 2.6 confers the channel response for intestine conferring 

readings on top of and below intestine.  

 

                                      𝑦(𝑓) = 𝐻(𝑓)𝑥(𝑓)                                                             (2.2) 

 

                                    𝑦(𝑛) = 𝐻(𝑛)⊗ 𝑥(𝑛)                                                          (2.3) 

 

Here H(𝑓/𝑛) is channel response, x y H are all functions of signal frequency f/n. 

Simulations prove that even a slight change in the position of the in vivo antenna inside the human 

cadaver can affect the communication. It can also be observed that in vivo communication is 

highly location dependent and it is a highly multipath channel. As from the graphs, it is shown 

that channel response is highly unpredictable and can be easily changed with the movement of the 

antenna. As different places were selected inside the cadaver for the placement of the in vivo 

antenna, i.e. on top below and inside (in case of stomach only) to understand the in vivo channel. 

The plots show that the multipath effects in the denser area are higher as compared to the 

comparatively non-denser areas. If we can observe the stomach plots the multipath effect and 

channel taps are much higher while the antenna is placed below or inside the stomach, as 

compared to the readings while the antenna was placed on top of the stomach. Those situations 

can also be observed in heart and intestine plots. The multipath effect is much higher while the 

antenna is placed below the heart. For intestine overall, the multipath effect is much higher as 
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compared to the heart plot. As intestine itself creates a perfectly dense situation for the signal to 

travel, and high power is required to place an antenna inside or below the intestine as compared to 

the other parts. In all experiment, the skin of the human cadaver was kept closed while taking the 

readings which add another layer of protection for the signal.   

 

Figure 2.4: Normalized channel response for the stomach. 

 

Figure 2.5: Normalized channel response for heart. 
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Figure 2.6: Normalized channel response for intestine. 

The simulations will help the researchers understand the real channel response and its effects on 

the communication. It is concluded that in vivo is a multipath channel and can be highly 

changeable with the change in position of the antenna even if it is at a small distance. The 

reported analysis highlights the challenges for modelling those types of channels and open a way 

for further studies in such environment. 
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3 MATHEMATICAL MODELING 

There are number of extensive and time consuming experiments were performed to extract the 

data by using the real scenario closed to the human body. It is realized that for additional results 

repeating those experiments is a hard job as there is extensive legal documentations is required to 

get permission to access a cadaver under the supervision of certified medical doctor. It is decided 

to design a mathematical model by using the experiments which will help future researchers to 

use the model by considering the errors between the real data and the proposed model to avoid 

time consuming experiments. The following terms need to be clarified used in the mathematical 

modeling. 

3.1 SMALL SCALE FADING 

Small scale fading is used to describe the fading in which the rapid fluctuation of the amplitude 

and phase is noticed for a short period of time. It is also due to the result of multipath which is 

caused by interference between two or more signals of the transmitter received with different 

time intervals at the receiver. Small scale fading is normally observed in the dense area or mostly 

in the indoor structures as the transmitted signal is arriving to the receiver at different time 

intervals due to reflection from walls and stuff inside the structure. 

3.2 DELAY SPREAD 

Delay spread or the RMS delay spread is the root mean square value of the delay of the 

reflections weighted proportional to the energy of the received signal or pulses. 

3.3 POWER DELAY PROFILE 

The power delay profile (PDP) gives the distribution of signal power received over a multipath 

channel as a function of propagation delays. It is obtained in [4]. Mean excess delay (𝜏̅) and 

RMS delay spread (𝜎𝜏) are the two most commonly used parameters for the time dispersive 

properties of wide band multipath channels [4]. Mean excess delay is defined as eq. (3.1). 

𝜏̅=
∑ 𝑝(𝜏𝑘)𝜏𝑘𝑘

∑ 𝑝(𝜏𝑘)𝑘
                                                               (3.1) 

The RMS delay spread is defined as eq. (3.2) 
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𝜎𝜏 = √𝜏2̅̅ ̅ − (𝜏̅)2                                                            (3.2) 

Where 

𝜏2̅̅ ̅ =
∑ 𝑝(𝜏𝑘)𝜏𝑘

2
𝑘

∑ 𝑝(𝜏𝑘)𝑘
                                                             (3.3) 

 

3.4 FOURIER TRANSFORM 

Fourier transform is used to break the waveform in a function or signal into an alternative 

representation characterized by sines and cosines. It shows us that waveform can be re written as 

a sum of sinusoidal waves. 

3.5 INVERSE DISCRETE FOURIER TRANSFORM 

Inverse Discrete Fourier Transform (IDFT) is used to map the signal in frequency domain to 

time domain. It basically changes the representation of the signal from frequency to time domain. 

The time domain signal consists of the real values, where each value will represent the associated 

time. The inverse Fourier transform will take the original frequency series of the complex values 

and map it back to the time series, assuming that the original time series consist of real values 

and the result of IDFT will be complex numbers. 

3.6 FOURIER SERIES 

Fourier series can be describe as the expansion of infinite sum of the periodic function 𝑓(𝑥) in 

terms of sines and cosines. For the functions which are not periodic the Fourier series can be 

replaced by Fourier transform. 

The Fourier series of a periodic function 𝑓(𝑥) of period 𝑇 can be represented as eq. (3.4) 

𝑓(𝑥) =
𝑎𝑜
2
+∑𝑎𝑘 cos

2𝜋𝑘𝑥

𝑇

∞

𝑘=1

+∑𝑏𝑘

∞

𝑘=1

sin
2𝜋𝑘𝑥

𝑇
                                           (3.4) 
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For the Fourier coefficients 𝑎𝑘 and 𝑏𝑘 can be define as eq. (3.5) and eq. (3.6) 

𝑎𝑘 = 
2

𝑇
∫ 𝑓(𝑥) cos

2𝜋𝑘𝑥

𝑇
𝑑𝑥

𝑇

0
                                                     (3.5) 

 

𝑏𝑘 = 
2

𝑇
∫𝑓(𝑥) sin

2𝜋𝑘𝑥

𝑇
𝑑𝑥                                                          (3.6)

𝑇

0

 

 

3.7 CONFIDENCE INTERVAL 

Confidence interval (CI) is used to get an estimate of the huge data by taking a portion of that 

data to have an estimate range of values which is likely to include an un known population 

parameter. 

3.7.1 Confidence levels 

Confidence intervals are constructed at a confidence level such as 95%, selected by the user. It 

explains that if the statistics of the set of numbers has taken using 95% confidence internal the 

results can be considering is true for 95 cases out of 100. 

3.8 SUM OF SQUARES ERROR 

Sum of squares error is the sum of the squared differences between each observations and its 

group mean. It is used to get the measure of variation within the same cluster of data. In case of 

identical cases within the cluster the SSE will be equal to 0. 

The equation used to calculate SSE is eq. (3.7) 

𝑆𝑆𝐸 =∑(𝑥𝑖 − �̅�)
2

𝑛

𝑖=1

                                                                   (3.7) 
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3.9 ROOT SQUARE 

Root square defines how good is the fit in explaining the variation of data. It is the square of 

correlation between the response values and the predicted response values. 

R-squared is define as eq. (3.8) 

𝑅 − 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 = 1 −
[𝑆𝑢𝑚(𝑖=1 𝑡𝑜 𝑛){𝑤𝑖(𝑦𝑖 − 𝑓𝑖)

2}]

[𝑆𝑢𝑚(𝑖=1 𝑡𝑜 𝑛){𝑤𝑖(𝑦𝑖 − 𝑦𝑎𝑣)2}]
                                       (3.8) 

Here 

𝑓𝑖 is the predicted value from the fit 

𝑦𝑎𝑣 is the mean of the observed data 𝑦𝑖 

𝑤𝑖 represents the weights 

3.10 ROOT MEAN SQUARE ERROR 

Root Mean Square Error (RMSE) is the standard deviation of the prediction errors also called as 

residuals which are the measure of how far the data points are from the regression line. It shows 

us how concentrated the data is around the best fit. The equation presenting the RMSE is eq. 

(3.9) 

𝑅𝑀𝑆𝐸 = √(𝑓 − 0)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 2                                                              (3.9)   

Where 

𝑓 = expected values 

0 = known results 

The bar represents the mean. 
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3.11 WEIGHTS 

Weight variables provide the values for all the observations with in the data set. Most of the time 

the valid weight is positive, while a zero weight means that the observation is excluded from the 

analysis.  Observations that have large weights has more impact I the analysis as compare to the 

observation that has less weights. Un weighted analysis are the same as weighted analysis where 

all the weights are 1. 

3.12 DERIVATION OF THE MODEL 

To correctly understand the multipath propagation and waveform design the amount of delay 

spread must be evaluated since this information is essential in designing a better in vivo 

communication system. It is shown in [23] that the tissues of the human body cannot absorb the 

EM waves completely, which contribute to small-scale fading over short distances. 

The channel response was extracted from the measurement data. The channel impulse response, 

h(t), is derived by taking the Inverse Discrete Fourier Transform (IDFT) of the channel 

frequency response, 𝑆21in MATLAB. The parameter of the simulation is shown in Table 2.2 

chapter 2. Figure 3.1 shows the channel response for BW=50 MHz, theoretically it can be stated 

that ISI is not a big issue for low BW’s, however, it can cause problems for higher BW’s, which 

require a complex equalizer to deal with the ISI. 
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Figure 3.1:  Channel response for bandwidth 50 MHz 

To hypnotize the model from measurement data, let us consider the general form of Fourier 

series, which involves sines and cosines. The values of these sines and cosines can be obtained as 

𝑓1(𝑥) = cos 𝑥                                                            (3.10) 

𝑓2(𝑥) = sin 𝑥                                                             (3.11) 

Which gives us the Fourier series for a function 𝑓𝑥as follows 

𝑓𝑥 =
1

2
𝑎𝑜 + ∑ 𝑎𝑛

∞
𝑛=1 cos(𝑛𝑥) + ∑ 𝑏𝑛

∞
𝑛=1 sin(𝑛𝑥)                                 (3.12) 

Where 

𝑎𝑜 =
1

𝜋
∫ 𝑓𝑥
𝜋

−𝜋
𝑑𝑥                                                       (3.13) 

 

𝑎𝑛 =
1

𝜋
∫ 𝑓𝑥
𝜋

−𝜋
cos(𝑛𝑥) 𝑑𝑥                                                (3.14) 
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𝑏𝑛 =
1

𝜋
∫ 𝑓𝑥
𝜋

−𝜋
sin(𝑛𝑥) 𝑑𝑥                                             (3.15) 

The above equations form an orthogonal system for n=1, 2, 3, 4…….. 

To get the model we need to fit an equation to the collected data. After intensive experiments, it 

is found that the model must be of the form 

𝑓𝑥 = 𝑎𝑜 + ∑ 𝑎𝑛
∞
𝑛=1 cos(𝑥𝑤) + ∑ 𝑏𝑛

∞
𝑛=1 sin(𝑥𝑤)                                (3.16) 

Where 𝑎𝑜 , 𝑎𝑛, 𝑏𝑛 are the coefficients and w represents the weighting term. Which is used in the 

calculation of chi-square. If the value of the standard deviation 𝜎 is available, weight can be used 

as w=𝜎 which is necessary to calculate valid error bars of the fit. 

To get the desired model starting from eq. (3.16) which actually is a 1 term equation and can be 

explicitly written as 

 

𝑓𝑥 = −134.4 + (−0.5977) cos(𝑥𝑤) + 5.371 ∗ sin(𝑥𝑤)                       (3.17) 

 

The details of the extraction of the equations can be found in below sections. All the equations 

are extracted using MATLAB. 

3.12.1 1 Term Model 

  𝑓(𝑥) =   𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤)                           (3.18) 

Coefficients (with 95% confidence bounds): 

𝑎0 =       −134.4  (−136.8, −132) 

𝑎1 =      −0.5977  (−7.795, 6.6) 

𝑏1 =        5.371  (2.033, 8.709) 

𝑤 =        31.1  (27.68, 35.95) 
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Goodness of fit: 

SSE: 895.1 

R-square: 0.3102 

Adjusted R-square: 0.2274 

RMSE: 6.174 

 

Figure 3.2: Fitted curve using 1 term model 
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Figure 3.3: 1 term model residual plot 

The fitted curved using 1 term equation is shown in Figure 3.2, the results were not at the desired 

level for which we performed number of experiments to improve the statistical results of the 

fitted model. The number of terms in the equation are increased by 2, up to 8 terms equations 

presented in the sub sections of section 3.12. 

3.12.2 2 Terms Model 

𝑓(𝑥) =   𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤) +  𝑎2 ∗ 𝑐𝑜𝑠(2 ∗ 𝑥 ∗ 𝑤) +  𝑏2

∗ 𝑠𝑖𝑛(2 ∗ 𝑥 ∗ 𝑤)                                                                                                           (3.19) 

Coefficients (with 95% confidence bounds): 

𝑎0 =       −134.5  (−136.9, −132.1) 

𝑎1 =  3.585 (0.1046, 7.066) 

𝑏1 =      −0.3411  (−4.225, 3.543) 

𝑎2 =      −0.1805  (−6.011, 5.65) 

𝑏2 =        4.517  (1.263, 7.772) 
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𝑤 =  15.49 (13.63, 17.35) 

 

Goodness of fit: 

SSE: 740.4 

R-square: 0.4524 

Adjusted R-square: 0.3333 

RMSE: 5.735 

 

Figure 3.4: Fitted curve using 2 terms model 
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Figure 3.5: 2 terms model residual plot 

 

3.12.3 3 Terms Model 

𝑓(𝑥) =   𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤) + 𝑎2 ∗ 𝑐𝑜𝑠(2 ∗ 𝑥 ∗ 𝑤) +  𝑏2

∗ 𝑠𝑖𝑛(2 ∗ 𝑥 ∗ 𝑤) +  𝑎3 ∗ 𝑐𝑜𝑠(3 ∗ 𝑥 ∗ 𝑤) +  𝑏3 ∗ 𝑠𝑖𝑛(3 ∗ 𝑥 ∗ 𝑤)                    (3.20)  

Coefficients (with 95% confidence bounds): 

𝑎0 =       −134.4 (−136.8, −132) 

𝑎1 =       −3.945 (−7.524, −0.3657) 

𝑏1 =        2.768 (−1.149, 6.684) 

𝑎2 =       −3.139 (−6.672, 0.3934) 

𝑏2 =       0.7873  (−3.73, 5.305) 

𝑎3 =       −2.686  (−6.841, 1.47) 

𝑏3 =        1.491  (−3.442, 6.424) 
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𝑤 =        15.46  (14.33, 16.53) 

 

Goodness of fit: 

SSE: 738.3 

R-square: 0.4605 

Adjusted R-square: 0.2807 

RMSE: 5.958 

 

Figure 3.6: Fitted curve using 3 terms model 
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Figure 3.7: 3 terms model residual plot 

 

 

3.12.4 4 Terms Model 

𝑓(𝑥) =   𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤) +  𝑎2 ∗ 𝑐𝑜𝑠(2 ∗ 𝑥 ∗ 𝑤) +  𝑏2

∗ 𝑠𝑖𝑛(2 ∗ 𝑥 ∗ 𝑤) +  𝑎3 ∗ 𝑐𝑜𝑠(3 ∗ 𝑥 ∗ 𝑤) +  𝑏3 ∗ 𝑠𝑖𝑛(3 ∗ 𝑥 ∗ 𝑤) + 𝑎4

∗ 𝑐𝑜𝑠(4 ∗ 𝑥 ∗ 𝑤) +  𝑏4 ∗ 𝑠𝑖𝑛(4 ∗ 𝑥 ∗ 𝑤)                                                               (3.21)  

 

Coefficients (with 95% confidence bounds): 

𝑎0 =       −134.2  (−136.7, −131.8) 

𝑎1 =  −2.04 (−6.284, 2.205) 

𝑏1 =        4.842  (1.331, 8.353) 

𝑎2 =       0.6104  (−3.571, 4.792) 

𝑏2 =        1.994  (−1.466, 5.454) 
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𝑎3 =         1.84  (−2.182, 5.861) 

𝑏3 =        1.116  (−2.962, 5.194) 

𝑎4 =        3.155  (−0.4633, 6.773) 

𝑏4 =       0.5592  (−5.417, 6.535) 

𝑤 =        8.450  (8.24, 8.77) 

 

Goodness of fit: 

SSE: 678.2 

R-square: 0.5279 

Adjusted R-square: 0.3043 

RMSE: 5.858 

 

Figure 3.8: Fitted curve using 4 terms model 
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Figure 3.9: 4 terms model residual plot 

 

 

3.12.5 5 Terms Model 

𝑓(𝑥) =   𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤) +  𝑎2 ∗ 𝑐𝑜𝑠(2 ∗ 𝑥 ∗ 𝑤) +  𝑏2

∗ 𝑠𝑖𝑛(2 ∗ 𝑥 ∗ 𝑤) +  𝑎3 ∗ 𝑐𝑜𝑠(3 ∗ 𝑥 ∗ 𝑤) +  𝑏3 ∗ 𝑠𝑖𝑛(3 ∗ 𝑥 ∗ 𝑤) + 𝑎4

∗ 𝑐𝑜𝑠(4 ∗ 𝑥 ∗ 𝑤) +  𝑏4 ∗ 𝑠𝑖𝑛(4 ∗ 𝑥 ∗ 𝑤) +  𝑎5 ∗ 𝑐𝑜𝑠(5 ∗ 𝑥 ∗ 𝑤) +  𝑏5

∗ 𝑠𝑖𝑛(5 ∗ 𝑥 ∗ 𝑤)                                                                                                           (3.22) 

 

Coefficients (with 95% confidence bounds): 

𝑎0 =  −134.3  (−136.8, −131.9) 

𝑎1 =       −3.882  (−7.553, −0.2114) 

𝑏1 =        2.824  (−1.146, 6.794) 

𝑎2 =       −3.072  (−6.742, 0.597) 
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𝑏2 =       0.9167  (−3.646, 5.479) 

𝑎3 =       −2.701  (−7.433, 2.032) 

𝑏3 =        1.803  (−3.266, 6.872) 

𝑎4 =       −6.373  (−66.5, 53.76) 

𝑏4 =        6.502  (−19.68, 32.68) 

𝑎5 =        9.389  (−50.18, 68.96) 

𝑏5 =      0.01993  (−24.27, 24.31) 

𝑤 =        6.732  (5.97, 7.93) 

 

Goodness of fit: 

SSE: 592.5 

R-square: 0.5642 

Adjusted R-square: 0.2822 

RMSE: 5.951 
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Figure 3.10: Fitted curve using 5 terms model 

 

Figure 3.11: 5 terms model residual plot 
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3.12.6 6 Terms Model 

𝑓(𝑥) =  𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤) +  𝑎2 ∗ 𝑐𝑜𝑠(2 ∗ 𝑥 ∗ 𝑤) +  𝑏2

∗ 𝑠𝑖𝑛(2 ∗ 𝑥 ∗ 𝑤) +  𝑎3 ∗ 𝑐𝑜𝑠(3 ∗ 𝑥 ∗ 𝑤) +  𝑏3 ∗ 𝑠𝑖𝑛(3 ∗ 𝑥 ∗ 𝑤) +  𝑎4

∗ 𝑐𝑜𝑠(4 ∗ 𝑥 ∗ 𝑤) +  𝑏4 ∗ 𝑠𝑖𝑛(4 ∗ 𝑥 ∗ 𝑤) +  𝑎5 ∗ 𝑐𝑜𝑠(5 ∗ 𝑥 ∗ 𝑤) +  𝑏5

∗ 𝑠𝑖𝑛(5 ∗ 𝑥 ∗ 𝑤) + 𝑎6 ∗ 𝑐𝑜𝑠(6 ∗ 𝑥 ∗ 𝑤) +  𝑏6 ∗ 𝑠𝑖𝑛(6 ∗ 𝑥 ∗ 𝑤)                     (3.23)  

 

Coefficients (with 95% confidence bounds): 

𝑎0 =       −134.4  (−136.7, −132.1) 

𝑎1 =       −2.214  (−5.646, 1.217) 

𝑏1 =        4.937  (1.721, 8.152) 

𝑎2 =       0.3947  (−3.035, 3.824) 

𝑏2 =        1.921  (−1.311, 5.152) 

𝑎3 =        1.025  (−2.54, 4.59) 

𝑏3 =         1.08  (−2.38, 4.54) 

𝑎4 =         3.52  (0.01519, 7.024) 

𝑏4 =   −0.0001037  (−4.41, 4.41) 

𝑎5 =      −0.1046  (−4.217, 4.008) 

𝑏5 =  −2.061  (−5.599, 1.477) 

𝑎6 =     −0.07625  (−5.462, 5.309) 

𝑏6 =  −3.794  (−7.244,−0.3433) 

𝑤 =        32.92  (32.33, 33.51) 
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Goodness of fit: 

SSE: 446 

R-square: 0.6664 

Adjusted R-square: 0.3774 

RMSE: 5.543 

 

Figure 3.12: Fitted curve using 6 terms model 

 

Figure 3.13: 6 terms model residual plot 
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3.12.7 7 Terms Model 

𝑓(𝑥) =  𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤) + 𝑎2 ∗ 𝑐𝑜𝑠(2 ∗ 𝑥 ∗ 𝑤) +  𝑏2

∗ 𝑠𝑖𝑛(2 ∗ 𝑥 ∗ 𝑤) +  𝑎3 ∗ 𝑐𝑜𝑠(3 ∗ 𝑥 ∗ 𝑤) +  𝑏3 ∗ 𝑠𝑖𝑛(3 ∗ 𝑥 ∗ 𝑤) +  𝑎4

∗ 𝑐𝑜𝑠(4 ∗ 𝑥 ∗ 𝑤) +  𝑏4 ∗ 𝑠𝑖𝑛(4 ∗ 𝑥 ∗ 𝑤) +  𝑎5 ∗ 𝑐𝑜𝑠(5 ∗ 𝑥 ∗ 𝑤) +  𝑏5

∗ 𝑠𝑖𝑛(5 ∗ 𝑥 ∗ 𝑤) +  𝑎6 ∗ 𝑐𝑜𝑠(6 ∗ 𝑥 ∗ 𝑤) +  𝑏6 ∗ 𝑠𝑖𝑛(6 ∗ 𝑥 ∗ 𝑤) +  𝑎7

∗ 𝑐𝑜𝑠(7 ∗ 𝑥 ∗ 𝑤) +  𝑏7 ∗ 𝑠𝑖𝑛(7 ∗ 𝑥 ∗ 𝑤)                                                             (3.24)    

 

Coefficients (with 95% confidence bounds): 

𝑎0 =       −134.4  (−137.1, −131.7) 

𝑎1 =        2.646  (−1.098, 6.389) 

𝑏1 =        1.254  (−2.645, 5.153) 

𝑎2 =       −3.521  (−7.314, 0.2725) 

𝑏2 =         1.68  (−2.321, 5.682) 

𝑎3 =      −0.3512  (−4.212, 3.509) 

𝑏3 =  −0.05441  (−3.812, 3.703)  

𝑎4 =       −3.202  (−7.073, 0.6684) 

𝑏4 =      0.09886  (−4.2, 4.398) 

𝑎5 =       0.4883  (−3.39, 4.366) 

𝑏5 =      −0.1135  (−3.942, 3.716) 

𝑎6 =       −3.067  (−6.879, 0.7452) 

𝑏6 =      −0.1407  (−4.985, 4.704) 

𝑎7 =       −3.102  (−7.202, 0.9972) 
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𝑏7 =        −1.63  (−6.536, 3.275) 

𝑤 =        33.12  (32.23, 34.12) 

 

Goodness of fit: 

SSE: 455.6 

R-square: 0.6725 

Adjusted R-square: 0.2946 

RMSE: 5.90 

 

 

Figure 3.14: Fitted curve using 7 terms model 
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Figure 3.15: 7 terms model residual plot 

3.12.8 8 Terms Model (Proposed Model) 

𝑓(𝑥) =  𝑎0 +  𝑎1 ∗ 𝑐𝑜𝑠(𝑥 ∗ 𝑤) +  𝑏1 ∗ 𝑠𝑖𝑛(𝑥 ∗ 𝑤) + 𝑎2 ∗ 𝑐𝑜𝑠(2 ∗ 𝑥 ∗ 𝑤) +  𝑏2

∗ 𝑠𝑖𝑛(2 ∗ 𝑥 ∗ 𝑤) +  𝑎3 ∗ 𝑐𝑜𝑠(3 ∗ 𝑥 ∗ 𝑤) +  𝑏3 ∗ 𝑠𝑖𝑛(3 ∗ 𝑥 ∗ 𝑤) + 𝑎4

∗ 𝑐𝑜𝑠(4 ∗ 𝑥 ∗ 𝑤) +  𝑏4 ∗ 𝑠𝑖𝑛(4 ∗ 𝑥 ∗ 𝑤) +  𝑎5 ∗ 𝑐𝑜𝑠(5 ∗ 𝑥 ∗ 𝑤) +  𝑏5

∗ 𝑠𝑖𝑛(5 ∗ 𝑥 ∗ 𝑤) + 𝑎6 ∗ 𝑐𝑜𝑠(6 ∗ 𝑥 ∗ 𝑤) +  𝑏6 ∗ 𝑠𝑖𝑛(6 ∗ 𝑥 ∗ 𝑤) +  𝑎7

∗ 𝑐𝑜𝑠(7 ∗ 𝑥 ∗ 𝑤) +  𝑏7 ∗ 𝑠𝑖𝑛(7 ∗ 𝑥 ∗ 𝑤) +  𝑎8 ∗ 𝑐𝑜𝑠(8 ∗ 𝑥 ∗ 𝑤) +  𝑏8

∗ 𝑠𝑖𝑛(8 ∗ 𝑥 ∗ 𝑤)                                                                                                          (3.25)  

 

Coefficients (with 95% confidence bounds): 

𝑎0 =       −9.382  (−11.68, −7.085) 

𝑎1 =        3.984  (0.67, 7.298) 

𝑏1 =      −0.5262  (−3.785, 2.733) 

𝑎2 =        0.7176  (−2.891, 4.326) 
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𝑏2 =         4.324  (1.063, 7.584) 

𝑎3 =      −0.5402  (−3.811, 2.73) 

𝑏3 =       0.4261  (−2.851, 3.703) 

𝑎4 =       1.292  (−1.911, 4.495) 

𝑏4 =       −0.8812  (−4.37, 2.607) 

𝑎5 =        2.254 (−1.059, 5.567) 

𝑏5 =       −1.53(−5.438, 2.378) 

𝑎6 =     0.2745  (−2.96, 3.509) 

𝑏6 =      −0.2933  (−3.619, 3.032) 

𝑎7 =       −0.1391  (−4.928, 4.649) 

𝑏7 =       −3.488  (−6.72,−0.2568) 

𝑎8 =         −1.608  (−6.193, 2.976) 

𝑏8 =       −2.977  (−6.533, 0.5796) 

𝑤 =        15.24  (14.72, 15.76) 

 

Goodness of fit: 

SSE: 291.4 

R-square: 0.7766 

Adjusted R-square: 0.4312 

RMSE: 5.297 
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Figure 3.16: Fitted curve using 8 terms proposed model 

 

Figure 3.17: 8 terms proposed model residual plot 

It is observed that if we proceed by increasing number of terms for the equations, the 

mathematical complexity is increasing without any significant amount of accuracy for the fit, so 

we decided to stop with the 8 terms equation, the final proposed eq. (3.26) results in the highest 

RMSE = 5.297. Figure 3.16 show the final proposed model concerning the experimental data. 
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Finally Figure 3.17 present the residual plot with the leftovers of the subtracted fit from the 

experimental data. The fitting statistics for all those experiments are shown in Table 3.1. 

Table 3.1: Fitted statistics results 

No of Terms R-Squared Adjusted R-

Squared 

RMSE Weights 

1 Term Equation 0.3102 0.2274 6.174 31.1 

2 Terms Equation 0.4524 0.3333 5.735 15.49 

3 Terms Equation 0.4605 0.2807 5.958 15.46 

4 Terms Equation 0.5279 0.3043 5.858 8.450 

5 Terms Equation 0.5642 0.2822 5.951 6.732 

6 Terms Equation 0.6664 0.3774 5.543 32.92 

7 Terms Equation 0.6725 0.2946 5.90 33.12 

8 Terms Proposed 

Model 

0.7766 0.4312 5.297 15.24 

 

𝑓𝑥 = −9.382 + 3.984 ∗ cos(𝑥 ∗ 15.24) + (−0.5262) ∗  sin(𝑥 ∗ 15.24) + 0.7176

∗ cos(2 ∗ 𝑥 ∗ 15.24) + 4.324 ∗ sin(2 ∗ 𝑥 ∗ 15.24) + (−0.5402)

∗ cos(3 ∗ 𝑥 ∗ 15.24) + 0.4261 ∗ sin(3 ∗ 𝑥 ∗ 15.24) + 1.292

∗ cos(4 ∗ 𝑥 ∗ 15.24) + (−0.8812) ∗ sin(4 ∗ 𝑥 ∗ 15.24) + 2.254

∗ cos(5 ∗ 𝑥 ∗ 15.24) + (−1.53) ∗ sin(5 ∗ 𝑥 ∗ 15.24) + 0.2745

∗ cos(6 ∗ 𝑥 ∗ 15.24) + (−0.2933) ∗ sin(6 ∗ 𝑥 ∗ 15.24) + (−0.1391)

∗ cos(7 ∗ 𝑥 ∗ 15.24) + (−3.488) ∗ sin(7 ∗ 𝑥 ∗ 15.24) + (−1.608)

∗ cos(8 ∗ 𝑥 ∗ 15.24) + (−2.977) ∗ sin(8 ∗ 𝑥 ∗ 15.24)                                      (3.26) 

 

Generally eq. (3.26) can be written as eq. (3.27) 
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𝑓𝑥 = 𝑎𝑜 + 𝑎1 ∗ cos(𝑥 ∗ 𝑤) + 𝑏1 ∗ sin(𝑥 ∗ 𝑤) + 𝑎2 ∗ cos(2 ∗ 𝑥 ∗ 𝑤) + 𝑏2 ∗ sin(2 ∗ 𝑥 ∗ 𝑤) +

𝑎3 ∗ cos(3 ∗ 𝑥 ∗ 𝑤) + 𝑏3 ∗ sin(3 ∗ 𝑥 ∗ 𝑤) +                                                                      (3.27) 

 

Or eq. (3.28) 

       𝑓𝑥 = 𝑎𝑜 + ∑ 𝑎𝑛
8
𝑛=1 cos(𝑛 ∗ 𝑥 ∗ 𝑤) + ∑ 𝑏𝑛

8
𝑛=1 sin(𝑛 ∗ 𝑥 ∗ 𝑤)             (3.28) 

95% confidence limits for each coefficient of the proposed model can be found in Table 3.2. The 

confidence limits means that the estimate of the parameter lies between ±𝛿 with a 95% 

probability. 

Table 3.2: 95 % Confidence Limits 

Coefficient 95% Confidence Limits 

𝑎𝑜 (-11.68, -7.085) 

𝑎𝑛 Limits 𝑏𝑛 Limits 

𝑎1 (0.67, 7.298) 𝑏1 (-3.785, 2.733) 

𝑎2 (-2.891, 4.326) 𝑏2 (1.063, 7.584) 

𝑎3 (-3.811, 2.73) 𝑏3 (-2.851, 3.703) 

𝑎4 (-1.911, 4.495) 𝑏4 (-4.37, 2.607) 

𝑎5 (-1.059, 5.567) 𝑏5 (-5.438, 2.378) 

𝑎6 (-2.96, 3.509) 𝑏6 (-3.619, 3.032) 

𝑎7 (-4.928, 4.649) 𝑏7 (-6.72, -0.2568) 

𝑎8 (-6.193, 2.976) 𝑏8 (-6.533, 0.5796) 
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Using eq. (3.26) we are able to get the best possible Fit for the experimental data, besides that by 

observing Table 3.1 it can be seen that we can also get reasonable RMSE values with 2 Terms 

and 6 Terms equations. These equations can be extracted from eq. (3.26) just by reducing the no 

of terms to get the desired results. We used the 8 Terms equation to get the best results although 

from those experiments it is clear that there is a tradeoff between mathematical complexity and 

accuracy of the fit depending on the requirements one can easily select between 2 Terms, 6 

Terms or 8 Terms equation according to the requirements. 

3.13 BLIND TESTING 

To check the success rate of the mathematical model, a blind test was conducted. The data has 

not been used in fitting data. A new channel response was selected for this test, the experiment 

was performed using the proposed model against the new channel response data. Figure 3.18 

shows the comparison of the fitted model using the proposed model for new data. Figure 3.19 

shows the prediction error of blind channel response data (i.e., data which was not used in fitting 

and derivation process of the proposed mathematical model) in the form of residual plot and is 

given as RMSE 7.76. This all indicates the high accuracy of the proposed model as compared 

with the experimental data from the simulation. 

 
Figure 3.18: Fitted curve using proposed model vs blind data 
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Figure 3.19: Residual plot of blind data vs proposed model 
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4 EQUALIZATION AND SYSTEM PERFORMANCE 

Wireless communication systems consist of transmitter, channel and receiver with additional 

steps as shown in Figure 4.1. Although there are number of steps involved and can be added 

according to the channel conditions to improve the communication system. The transmitter 

transmits the data through the channel. Channel is considering as a black box as no one can 

exactly know what is happening inside the channel it is highly predictable and can be change 

according to the conditions and environment. The receiver task is to receive the data and extract 

the information transmitted by the transmitter but there is always missing information called bit 

errors. Those are the missing bits or bits with errors which were not as the original bits 

transmitted from the transmitter. There are number of techniques used to improve the Bit Error 

Rate (BER). There are some channel estimation techniques, channel coding, diversity 

equalization etc. Each technique is used according to the system, equalizers are normally used to 

overcome the problem of Inter-Symbol Interference (ISI) created by multipath, channel coding is 

used to improve the link performance of the small-scale b adding the redundant data bits in the 

transmitted message. A brief introduction is presented in the upcoming sections to help 

understand the results and the process of finding them.    

 

Figure 4.1: Wireless communication block diagram 
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4.1 ULTRA-WIDEBAND 

Ultra-Wide Band (UWB) is a wireless communication system used in different wireless 

networks using low power and high bandwidths. The UWB technology is a perfect choice by the 

consumers and engineers working in a short range environment for high data speeds using high 

bandwidths with low power consumptions over a wide spectrum of frequency bands. Figure 4.2 

presents the comparison of 2G, 3G, wireless Local Area Network (LAN) and UWB. 

There are two main applications of ultra-wide band as below: 

The first one is the radar communication in which the signals penetrate the nearby surface but 

reflects back from the surfaces that are further away, which allow objects to be detected even if 

behind the walls. 

The second application is voice and data transmission using digital pulses, by allowing low 

powered but extremely high data rates with in a specific range.  

 

 

Figure 4.2: Ultra-wide band 
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4.2 COHERENCE BANDWIDTH 

Coherence bandwidth is a statistical measurement of the range of frequencies over which the 

channel can be considered as flat, or the frequency interval over which the two frequencies of a 

signal are likely to experience comparable amplitude fading. By flat we mean a channel which 

passes all spectral components with approximately equal gain and linear phase. If the coherence 

bandwidth is define as the bandwidth over which the frequency correlation function is above 0.9, 

then the coherence bandwidth is approximately presented as eq. (4.1). 

𝐵𝑐 ≈ 
1

50𝜎𝜏
                                                                      (4.1) 

 

If the definition is relaxed so that the frequency correlation function is above 0.5, then the 

coherence bandwidth is approximately equal to eq. (4.2) 

𝐵𝑐 ≈ 
1

5𝜎𝜏
                                                                       (4.2) 

 

4.3 BIT ERROR RATE 

Bit Error Rate (BER) in digital communication can be define as the number of received bits of a 

data stream over a communication channel that have been altered due to noise fading multipath 

or any other reason. It can be also define as the number of bit errors per unit time. We can 

calculate the BER if we can divide the number of bit errors by the total number of transmitted 

bits during a specific time interval.  

𝐵𝐸𝑅 = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠 𝑠𝑒𝑛𝑡
 

 

Bit error rate can be calculated for any communication system using different equations to 

calculate the bit errors. For example, in the case of Quadrature Phase Shift Keying (QPSK) 
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modulation and Additive White Gaussian Noise (AWGN) channel, the BER of the Eb/No is 

given by eq. (4.3) 

𝐵𝐸𝑅 = 
1

2
𝑒𝑟𝑓𝑐 (√𝐸𝑏/𝑁𝑜)                                                      (4.3) 

Erf, is the error function. 

Eb, is the energy in 1 bit. 

No, is the noise power spectral density (which is the noise power in a 1 Hz bandwidth) 

It should be noted that different types of modulation techniques have their own values for the 

error function as each type of modulation performs differently in the presence of noise. The 

Figure 4.3 show the standard BER plot for different modulation schemes.   

 

Figure 4.3: BER comparison of different modulation schemes 
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4.4 CHANNEL ESTIMATION 

In wireless communication, there are some known channel properties of a communication link 

which include how a signal propagates from the transmitter through channel towards the receiver 

for example fading, scattering and power decay with distance those known channel properties 

technically known as Channel State Information (CSI) so calculation of CSI for a specific 

channel by using the known information is called channel estimation. The CSI is estimated at the 

receiver end of the system and provide feedback to the transmitter that’s why transmitter and 

receiver have different CSI and can be represented as CSIT and CSIR. 

For a narrow band flat fading channel with multiple transmitters and multiple receivers the 

system can be modeled as eq. (4.4) 

𝑦 = 𝐻𝑥 + 𝑛                                                                 (4.4) 

Here y and x are the receive and transmit vectors. 

H and n are the channel matrix and noise vector. 

4.5 CHANNEL MODELING 

It is the mathematical representation of the effect of a channel through which a wireless signal is 

propagated. The channel model is the impulse response of the channel in time domain or its 

Fourier transform in the frequency domain. Generally, the channel impulse response of a 

wireless system varies randomly over time.  

Using the right channel model in a design helps optimize the link performance, system 

architecture tradeoff and provide a realistic assessment of overall system performance. 

There are number of parameters involve and need to be consider while designing a new channel 

model some of the main parameters used in the model can be channel bandwidth, carrier 

frequency, Doppler frequency, fading etc.  

Consider a channel with impulse response h(t) between transmitter and receiver antenna. The 

transmitted signal x(t) can also be considered as a corrupted signal by additive white Gaussian 

noise component represented by n(t).  
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The received signal y(t) can be extracted by the convolution of h(t) and x(t) added with the noise 

component n(t) as shown in eq. (4.5) 

𝑦(𝑡) = 𝑥(𝑡) ⊛ ℎ(𝑡) + 𝑛(𝑡)                                                       (4.5) 

 

While in frequency domain the convolution operations become multiplication as eq. (4.6) 

𝑌(𝑓) = 𝑋(𝑓)𝐻(𝑓) + 𝑁(𝑓)                                                      (4.6) 

 

4.6 CHANNEL CODING 

Channel coding are used to improve the small scale link performance by adding the redundant 

data bits in the transmitted message to recover the data from the receiver even if an instantons 

fade occurs in the channel. At the baseband portion of the transmitter the additional bits are 

added in the message by mapping it to the new message sequence and the new sequence has 

more bits than the original message and that message is modulated for the transmission in 

wireless channel. 

Channel coding is used in the receiver end to correct part of the message or all the bits with in 

the message introduced by the channel. As decoding is performed after the demodulation at the 

receiver end so coding can be considered as a post detection technique. 

There are three main types of channel codes, Block codes, convolutional codes and Turbo codes. 

Channel coding protects digital data from errors by selectively introducing redundancies in the 

transmitted data. Channel codes that are used to detect errors are called error detection codes and 

codes which can also help correct the errors are called error correction codes. 

4.7 INTER-SYMBOL INTERFERENCE 

In a communication system data is transmitted as ones and zeros and can be represented as 

Figure 4.4 showing the rectangular pulses with finite duration τ. While the frequency domain of 

a rectangular pulse is a sinc function of an infinite duration with maximum energy between -π 
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and +π as shown in Figure 4.5. This implies a pulse of duration τ requires twice its bandwidth for 

reliable transmission. For band limited signals in order to increase the data rate we have to 

increase the number of pulses transmitted per second which will result in the decrease of symbol 

duration τ and will indicates increase in the frequency requirement that is bandwidth increases, if 

the channel is band limited that increase can results in overlapping with the neighboring channels 

results in inter-symbol interference as shown in Figure 4.6.  

There are number of techniques used to mitigate the effect of ISI. Equalizers used to compensate 

for ISI created by multipath within time dispersive channels. The process of using equalizers to 

compensate the ISI is called equalization. The equalization process and different techniques are 

discussed in detailed in the next section.  

 

 

Figure 4.4: Rectangular representation 

 

 

Figure 4.5: Sinc function 
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Figure 4.6: Overlapping sub-carriers introducing ISI 

 

4.8 EQUALIZATION 

Equalization is the process used in wireless communication to compensate the effect of ISI 

caused by multipath in time dispersive channels. ISI occurs if the modulation bandwidth exceeds 

the coherence bandwidth of the radio channel and the pulses are spread in to adjacent symbols. 

An equalizer with in the receiver can compensate ISI but the equalizer must be adaptive as the 

channel is normally un predictable and varies with time. ISI caused by multipath bandlimited 

(frequency selective) time dispersive channels distorts the transmitted signals results in bit errors 

at the receiver effecting the communication. Adaptive equalizers are used to combat the ISI as 

the channel is varying with time. The equalizers must act according to the variations of the 

channel with time to achieve the desired results.  

The adaptive equalizers operations can be mainly divided into two parts, training and tracking. 

Initially, a known training fixed length sequence is sent by the transmitter so that equalizer can 

train itself in order to improve the BER performance. Following up by the training sequence the 

user data is sent to evaluate the channel and estimate channel coefficients which can be used to 

compensate the distortion caused by multipath. The block diagram of an adaptive equalizer can 

be seen in Figure 4.8 [4]. 

Equalizers can be mainly divided into two parts linear and nonlinear which are sub divided into 

multiple section.  
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Linear equalizers can mainly classify as Transversal and lattice. 

Nonlinear equalizers can be mainly classified as DFE, ML symbol detector and MLSE. 

Transversal contains zero forcing, LMS and RLS equalizers while lattice contains Gradient RLS 

as shown in Figure 4.7. Each equalizer has their own properties and can be used accordingly. For 

example, the recursive least square equalizers converge quickly as compare to the least mean 

square equalizer, while on the other hand LMS can execute quickly as compare to the RLS but it 

takes time to converge. These equalizers can also be used in combination by exploiting their 

properties. Although from experiments it is clear that in most of the cases nonlinear equalizers 

will outperform the linear equalizers in performance and will results n better BER performance 

as compare to the counter party linear equalizers.  

 

 

Figure 4.7: Equalizers types and classification 
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Figure 4.8: Block diagram of an adaptive equalizer at the receiver 

 

4.9 RECURSIVE LEAST SQUARE 

Recursive least square is an equalizer used to finds the coefficients related to the input signal. 

The main advantage of RLS is it converges really quickly but the disadvantage is its 

mathematical complexity.  

Suppose that a signal d(n) is transmitted through a noisy channel and the received signal is eq. 

(4.7) 

𝑥(𝑛) =  ∑ 𝑏𝑛(𝑘)
𝑞
𝑘=0 𝑑(𝑛 − 𝑘) + 𝑣(𝑛)                                            (4.7) 

 

Where v(n) represents additive noise, d(n) is our desired signal 

𝑑(𝑛) ≈  ∑ 𝑤(𝑘)𝑝
𝑘=0 𝑥(𝑛 − 𝑘) =  𝑊𝑇𝑋𝑛                                          (4.8) 
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Where  

𝑋(𝑛) =  [𝑥(𝑛)     𝑥(𝑛 − 1)     . . . . . . .    𝑥(𝑛 − 𝑝)]𝑇                                   (4.9) 

Which is the column vector containing p+1 most recent samples of x(n). The estimate of the 

recovered desired signal can have represented as eq. (4.10) 

�̂�(𝑛) =  ∑ 𝑤𝑛(𝑘)𝑥(𝑛 − 𝑘) =  𝑊𝑛
𝑇𝑋𝑛

𝑝
𝑘=0                                          (4.10) 

 

We need to estimate the parameter W at each time n which is currently presented as 𝑊𝑛 and is a 

column vector while its transpose 𝑊𝑛
𝑇 is a row vector. While the product 𝑊𝑛

𝑇𝑋𝑛 is actually the 

dot product of 𝑊𝑛 and 𝑋𝑛 which is equal to �̂�(𝑛) which itself is a scaler. The feedback diagram 

of RLS can be seen in Figure 4.9. 

Where e(n) represent the error signal and d(n) represent the desired signal. The error depends on 

filter coefficients through �̂�(𝑛). 

𝑒(𝑛) = 𝑑(𝑛) − �̂�(𝑛)                                                        (4.11) 

While the cost function we desired to minimize 

𝐶(𝑊𝑛) =  ∑ 𝜆𝑛−𝑖𝑛
𝑖=0 𝑒2(𝑖)                                                   (4.12) 

 

Where 0 < 𝜆 ≤1, we can minimize the function by taking derivatives of the cost function and 

setting the result to zero. 

𝑑𝐶(𝑊𝑛)

𝑑𝑤𝑛(𝑘)
=  ∑2

𝑛

𝑖=0

𝜆𝑛−𝑖𝑒(𝑖)𝑥(𝑖 − 𝑘) = 0           𝑘 = 0,1, … . . , 𝑝                   (4.13) 

 

Now by replacing e(n) and rearranging the eq. (4.14) 
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∑𝑤𝑛(𝑙)

𝑝

𝑙=0

[∑𝜆𝑛−𝑖
𝑛

𝑖=𝑜

𝑥(𝑖 − 𝑙)𝑥(𝑖 − 𝑘)] =  ∑𝜆𝑛−𝑖
𝑛

𝑖=𝑜

𝑑(𝑖)𝑥(𝑖 − 𝑘)           𝑘 = 0,1, …… . 𝑝     (4.14) 

The above form can be written in terms of matrices as eq. (4.15) 

𝑅𝑥(𝑛) =  𝑊𝑛 = 𝑟𝑑𝑥(𝑛)                                                    (4.15) 

Where 𝑅𝑥(𝑛) is the weighted sample covariance matrix. 

 

Figure 4.9: Negative feedback diagram 

The RLS algorithm for a p-th order RLS filter can be summarized as following. 

𝑝 = filter order 

𝜆 = forgetting factor 

𝛿 = value to initialize P(0) 

W(n) = 0, 

𝑥(𝑘) = 0, 𝑘 =  −𝑝,…… ,−1, 

𝑑(𝑘) = 0, 𝑘 =  −𝑝,…… ,−1, 

𝑃(0) =  𝛿𝐼 where I is the identity matrix of rank p+1 

For n= 1, 2, . . ..  
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𝑥(𝑛) =  [

𝑥(𝑛)
𝑥(𝑛 − 1)

⋮
𝑥(𝑛 − 𝑝)

] 

𝑎(𝑛) = 𝑑(𝑛) − 𝑋𝑇(𝑛)𝑊(𝑛 − 1)                                          (4.16) 

𝑔(𝑛) = 𝑃(𝑛 − 1)𝑋(𝑛){𝜆 + 𝑋𝑇(𝑛)𝑃(𝑛 − 1)𝑋(𝑛)}−1                       (4.17) 

𝑃(𝑛) =  𝜆−1𝑃(𝑛 − 1) − 𝑔(𝑛)𝑥𝑇(𝑛)𝜆−1𝑃(𝑛 − 1)                             (4.18) 

𝑊(𝑛) = 𝑊(𝑛 − 1) + 𝑎(𝑛)𝑔(𝑛)                                           (4.19) 

 

4.10 LEAST MEAN SQUARE 

Least mean square is a type of equalizer used to find the filter coefficients producing the least 

mean square errors which are the errors between the desired and actual signal. It is basically used 

to calculate the mean square errors between the desired signal and the actual signal output. To 

understand the LMS we can consider Figure 4.10. 

The least square solution for an input matrix X and output vector y is eq. (4.20) 

 

�̂� = (𝑋𝑇𝑋)−1 𝑋𝑇𝑦                                                          (4.20) 

 

Most linear adaptive filter problems can be solved using the Figure 4.10.  

Where ℎ(𝑛) is to be identified and the adaptive filter will attempt to adapt ℎ̂(𝑛) to make it as 

close as possible to ℎ(𝑛) by using only observable signals 𝑥(𝑛), 𝑑(𝑛) and 𝑒(𝑛). 
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Figure 4.10: Least mean square filter design 

Where 𝑦(𝑛), 𝑣(𝑛) and ℎ(𝑛) is not directly observable. 

And  

𝑛 is the number of input sample 

𝑝 is the number of filter taps 

{. }𝐻 is the Hermitian transpose 

𝑋(𝑛) =  [𝑥(𝑛), 𝑥(𝑛 − 1),… . . , 𝑥(𝑛 − 𝑝 + 1)]𝑇                                  (4.21) 

ℎ(𝑛) =  [ℎ𝑜(𝑛), ℎ1(𝑛),…… , ℎ𝑝−1(𝑛)]
𝑇
,   ℎ(𝑛)𝜖 𝐶𝑝                              (4.22) 

𝑦(𝑛) =  ℎ𝐻(𝑛). 𝑋(𝑛)                                                       (4.23) 

𝑑(𝑛) = 𝑦(𝑛) + 𝑣(𝑛)                                                       (4.24) 

𝑒(𝑛) = 𝑑(𝑛) − �̂�(𝑛) = 𝑑(𝑛) − ℎ̂𝐻(𝑛). 𝑋(𝑛)                                   (4.25) 

 

ℎ̂(𝑛) represent the estimated filter. 
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We can summarize the LMS algorithm for p-th order algorithm as follows 

𝑝 = filter order 

𝜇 = step size 

ℎ̂(0) = 𝑧𝑒𝑟𝑜𝑠(𝑝) 

For 𝑛 = 0,1,2, . . . . ..  

𝑋(𝑛) =  [𝑥(𝑛), 𝑥(𝑛 − 1),… . . , 𝑥(𝑛 − 𝑝 + 1)]𝑇                            (4.21) 

𝑒(𝑛) = 𝑑(𝑛) − ℎ̂𝐻(𝑛)𝑋(𝑛)                                                 (4.26) 

ℎ̂(𝑛 + 1) =  ℎ̂(𝑛) +  𝜇𝑛∗(𝑛)𝑋(𝑛)                                           (4.27) 

4.11 DECISION FEEDBACK EQUALIZER 

Decision feedback is an adaptive filter using feedback of the detected symbols to produce an 

estimation. It consists of two main parts the forward feedback filter and the feedback filter. The 

forward filter is a linear filter and the feedback filter is provided with the decision made by the 

equalized signal. The output of the filter is typically the output subtracted from the output of the 

linear equalizer. The DFE is used to combat with ISI in the channel.  

To properly design the DFE for the best output it is necessary to consider the following steps. 

 Input and training signals must be synchronized properly. 

 The amplitude of the input and training signals must be the same. 

 If the initial coefficients are zeros training mode must be used. 

Considering the above rules, a reasonable DFE can be designed to produce the desired output. 

4.12 MAXIMUM LIKELIHOOD SEQUENCE ESTIMATION 

Maximum likelihood sequence estimation is used to extract required data from a noisy channel. 

For a perfect detector the aim is not to reconstruct the signal but to extract the signal from the 
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originally transmitted at the output with minimum or no errors. The MLSE normally tests all 

possible data sequences and choose the data sequence with the maximum possibility as the 

output. It normally required a huge computation especially with channels having large delay 

spread. The block diagram of MLSE is shown in Figure 4.11.  

 

Figure 4.11: Maximum likelihood sequence estimator with adaptive matched filter [4] 

4.13 BER PERFORMANCE OF EXPERIMENTAL IN VIVO CHANNEL 

In vivo communication is a highly multipath communication that suffers from fading due to the 

dense structure of the human body, as in vivo devices must be placed inside the human body. It is 

also highly location dependent and a slight change in the position of the device can affect the 

channel and performance of the system and its link budget. Ultra-wide band frequencies between 

(3.1 – 10.6 GHz) are used with the central frequency 𝑓𝑐 = 6.75 𝐺𝐻𝑧 and bandwidth 𝐵𝑊 =

50 𝑀𝐻𝑧 for simulations of the experimental data. The complete list of simulation parameters can 

be found in Table 4.1. Channel response ℎ(𝑡), is extracted by IFFT using eq. (4.28) in 

MATLAB©. The channel response [66] of the experimental data can be seen in Figure 4.12, 

which is a 29 taps channel a highly multipath channel with high ISI. The mathematical modeling 

for the channel is presented in [65]. 
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            𝑋(𝑛) =
1

𝑁
∗ ∑ 𝑋(𝐾) ∗ 𝑒𝑖∗2∗𝑝𝑖∗𝑛∗

𝐾

𝑁𝑁−1
𝐾=1                                           (4.28) 

Where, X(K) represents the frequency domain samples, X(n) represent the time domain samples 

N is the size of FFT and k is 0,1,2, 3…...N-1. 

The signal is modulated using binary phase shift keying (BPSK) modulation with oversampling 

factor of 4, and can be define as eq. (4.29) [4], root raised cosine (RRC) pulse shaping is used 

with span = 10 and a roll-off factor of 0.25 using eq. (4.30) [63]. The signal is then convolved 

with 29 taps in vivo channel response, and AWGN is added as noise. At the receiver end, the 

signal is again demodulated, and BER is calculated for the in vivo channel without using any 

equalization which as expected show the worst channel scenario affected by fading and ISI. The 

channel is further compared with the ideal AWGN and Rayleigh channel to understand the status 

of in vivo channel and where it lies and which is the closed resembled channel currently available 

and known in the literature. The BER of BPSK in AWGN is calculated using eq. (4.31). The 

Rayleigh channel was selected for the comparison as it is used for highly multipath and non-line 

of side (LOS) fading scenarios, which has a probability density function given in eq. (4.32). All 

the BER simulations are shown in Figure 4.13. 

𝑉𝐵𝑃𝑆𝐾(𝑡) = 𝑏(𝑡)√2𝑃 cos 2𝜋𝑓𝑐𝑡                                              (4.29) 

 

Where 0 < t < T. 

And 

b(t) = +1 or -1, 𝑓𝑐 is the carrier frequency, and T is the bit duration. The signal has a power 𝑃 =

 
𝐴2

2
, so that𝐴 =  √2𝑃, where A represents the peak value of sinusoidal carrier.  

 

𝐻(𝑓) =

{
 
 

 
         √𝑇                                           (0 ≤ |𝑓| ≤

1−𝛽

2𝑇
)   

√
𝑇

2
{1 + cos [

𝜋𝑇

𝛽
(|𝑓| −

1−𝛽

2𝑇
)]} (

1−𝛽

2𝑇
≤ |𝑓| ≤

1+𝛽

2𝑇
)

0                                              (|𝑓| >
1+𝛽

2𝑇
)

                    (4.30) 

 

Where f is frequency, T is the symbol time, and β is the roll-off factor. 
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𝑃𝑏 =
1

2
𝑒𝑟𝑓𝑐 (√

𝐸𝑏

𝑁𝑜
)                                                         (4.31) 

𝑝(𝑟) = {
𝑟

𝜎2
𝑒𝑥𝑝 (−

𝑟2

2𝜎2
) , 0 ≤ 𝑟 ≤ ∞

0, 𝑟 < 0
                                         (4.32) 

 

Table 4.1: Simulation parameters in MATLAB 

Parameters Values/units 

Bandwidth 50MHz 

Central Frequency 6.75GHz 

S-parameters 𝑆21 

Time 𝜇𝑠𝑒𝑐 

Channel Response dB 

Frequency to Time Domain IFFT 

No of Channel Taps 29 

Modulation Scheme BPSK 

Over-Sampling Factor of 

BPSK 

4 

Pulse Shaping RRC 

RRC Span 10 

RRC Roll Off Factor 0.25 

Comparison Channel 1 AWGN 

Comparison Channel 2 Rayleigh 
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Figure 4.12:  Channel response of in vivo channel with BW = 50 MHz 

 

Figure 4.13: BER of in vivo channel vs Ideal Rayleigh and Ideal AWGN channels. 

 

A highly multipath channel and high BER is observed in Figure 4.13. In order to improve the 

BER and obtain our desired performance, equalizer need to be use to improve the BER, this will 

help improve the BER by compromising the ISI. 
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4.14 EQUALIZATION OF THE IN VIVO CHANNEL TO IMPROVE BER 

Equalization is the process used to render the frequency component of an electronic signal [64]. 

It helps to get rid of the ISI in the time dispersive and frequency selective channels; those are the 

channels in which the signal bandwidth is higher than the coherence bandwidth (𝐵𝑐). ISI 

introduces distortion in the signal resulting in symbol overlapping which makes it hard for a 

receiver to distinguish between the desired and undesired symbols causing high BER effecting 

the performance of the system. An additional reason for an ISI includes multipath scattering 

environments which are basically non-line of sight signals. Those signals result in the delayed 

version of a transmitted signal as the signal arrive from a different direction with different power 

at the receiver and starts interfering with other transmitted symbols. To mitigate the effect of ISI 

and improve BER, performance equalizers are used to compensate the effect of ISI on a signal. 

There are different types of equalization techniques available in the literature to accommodate 

for different scenarios [54-56]. The most effective ones are the adaptive equalizers distributed as 

linear and nonlinear equalizers, both of them are used to improve the system performance and to 

subsequently select the best equalizer for the system. In this research, least mean square 

equalizer was picked as a linear equalizer combined with recursive least square equalizer and 

decision feedback equalizer, from the nonlinear equalizers. Some tests were performed using 

maximum likelihood sequence estimator equalizer (MLSE) equalizer to improve the BER, as in 

theory MLSE has the best performance, but practically it is the most complicated equalizer [63]. 

It is observed that for a 29 taps channel MLSE faces memory problems, although with lesser 

number of taps the MLSE performs better than the LMS and DFE. Considering the number of 

taps, we only consider LMS and DFE for our tests. 

RLS and LMS both are adaptive equalizers, but each of them has its advantages and 

disadvantages. RLS algorithm converges quickly but the execution takes time, and it is slow as 

compared to LMS. Where the complexity of the RLS grows roughly with the square of the 

number of weights which makes it unstable especially in a situation where we need to use higher 

weights. The RLS algorithm can be summarized with the initialization using eq. (4.33) [4]. 

w(0)=k(0)=x(0)=0, 𝑅−1(0)=𝛿𝐼𝑁𝑁                                                 (4.33) 
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Where, 𝐼𝑁𝑁 is an NxN identity Matrix, and 𝛿 is a large positive constant. Computing recursively 

using eq. (4.34-4.38) as follows. 

𝑤(𝑛) = 𝑤(𝑛 − 1) + 𝑘(𝑛)𝑒∗(𝑛)                                                    (4.34) 

𝑘(𝑛) =  
𝑅−1(𝑛−1)𝑦(𝑛)

𝜆+𝑦𝑇(𝑛)𝑅−1(𝑛−1)𝑦(𝑛)
                                                       (4.35) 

𝑥(𝑛) = 𝑒(𝑛) + �̂�(𝑛)                                                              (4.36) 

Where 

�̂�(𝑛) = 𝑤𝑇(𝑛 − 1)𝑦(𝑛)                                                       (4.37) 

𝑅−1(𝑛) =
1

𝜆
[𝑅−1(𝑛 − 1) − 𝑘(𝑛)𝑦𝑇(𝑛)𝑅−1(𝑛 − 1)]                                (4.38) 

Where 𝜆 represent the weighting coefficient. 

The block diagram presenting the structure of RLS equalizers is shown in Figure 4.14. 

 

Figure 4.14: RLS block diagram used for equalizing in-vivo signal 

While on the other hand, LMS algorithm executes quickly but the convergence process is slow, 

and the complexity of the LMS increases linearly with respect to weights. LMS can be computed 

using eq. (4.39-4.41) [4]. 

�̂�𝑘(𝑛) = 𝑤
𝑇
𝑁(𝑛)𝑦𝑁(𝑛)                                                      (4.39) 

𝑒𝑘(𝑛) = 𝑥𝑘(𝑛) − �̂�𝑘(𝑛)                                                      (4.40) 

𝑤𝑁(𝑛 + 1) = 𝑤𝑁(𝑛) − 𝛼𝑒
∗
𝑘(𝑛)𝑦𝑁(𝑛)                                          (4.41) 
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Where n represents a sequence of iterations, N number of delay stages and α is step size. 

The block diagram presenting the structure of LMS is shown in Figure 4.15. 

 

Figure 4.15:  LMS block diagram used for equalizing in-vivo signal. 

The goal of the least mean square equalizer is to minimize the mean square error (MSE) 

presented in the output of the equalizer. The prediction of error is highly dependent on the tap 

gain such that the MSE of the equalizer output is the function of weight. The recursive least 

square on the other hand requires the calculation of tap gain vector so that the cumulative square 

error can be minimized. 

While for the nonlinear equalizer, decision feedback equalizer is used which has 𝑁1 + 𝑁2 + 1 

taps in the feedforward filter and 𝑁3 taps in the feedback producing an output eq. (4.42). The 

main idea of DFE is to estimate and subtract the symbols which will introduce ISI on future 

symbols [4].  

�̂�𝑘 = ∑ 𝑐∗𝑛𝑦𝑘−𝑛
𝑁2
𝑛=−𝑁1

+ ∑ 𝐹𝑖
𝑁3
𝑖=1 𝑑𝑘−𝑖                                            (4.42) 

 

Where 𝑐∗𝑛 and 𝑦𝑛 are tap gain and the input 𝑓∗
𝑖
 tap gain input for feedback. 𝑑𝑖(𝑖 < 𝑘) is the 

previous decision made on the detected signal. The minimum mean square error (MSE) a DFE 

can be achieved is eq. (4.43) 

𝐸[|𝑒(𝑛)|2]𝑚𝑖𝑛 = 𝑒𝑥𝑝 {
𝑇

2π
∫ 𝑙𝑛 [

𝑁𝑜

|𝐹(𝑒𝑗𝑤𝑇)|
2
+𝑁𝑜

] 𝑑𝜔
𝜋

𝑇
−𝜋

𝑇

}                                      (4.43) 
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The recursive least square and least mean square algorithms are used together by exploiting their 

properties of quick convergence (RLS) and fast execution (LMS), which help the simulation to 

execute quickly and present better results. 

4.15 SIMULATIONS AND RESULTS DISCUSSION 

The general requirement for implementation of adaptive equalizers consists of a number of taps, 

step size, signal constellation (BPSK in our case) and an initial set of weights for equalizers taps 

after which the block adaptively update the weights continuously throughout the simulation. To 

equalize the signal, an equalization object needs to be created which consists of the desired 

equalizer, and the algorithms needed to be used, it can then be applied to the desired channel that 

needs to be equalized.  

We mainly used two adaptive equalizers in our simulations to test their performance on in vivo 

channel to improve the BER. First, the channel frequency response is plotted by normalizing the 

magnitude and the frequency of the signal as shown in Figure 4.17. A frequency selective 

channel is observed; this issue is previously discussed by Demir et al. [23] a mean RMS delay 

spread of 2.76 ns is observed using eq. (4.45) and the coherence bandwidth (𝐵𝑐 = 7.25  𝑀𝐻𝑧) is 

calculated using eq. (4.47).  

The mean excess delay can be calculated using eq. (4.44).  

𝜏̅=
∑ 𝑝(𝜏𝑘)𝜏𝑘𝑘

∑ 𝑝(𝜏𝑘)𝑘
                                                                    (4.44) 

 

And, The RMS delay spread is defined as eq. (4.45) 

𝜎𝜏 = √𝜏2̅̅ ̅ − (𝜏̅)2                                                                 (4.45) 

 

Where 
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𝜏2̅̅ ̅ =
∑ 𝑝(𝜏𝑘)𝜏𝑘

2
𝑘

∑ 𝑝(𝜏𝑘)𝑘
                                                                 (4.46) 

 

𝐵𝑐 ≈
1

50𝜎𝜏
                                                                      (4.47) 

 

This is not critical for a narrow band (NB) communication but it can cause issues while working 

with ultra-wideband. As in our case, we are working on the 𝐵𝑊 = 50   𝑀𝐻𝑧 which is much 

higher than the calculated 𝐵𝑐 and makes the signal frequency selective. 

The block diagram presented in Figure 4.16 is showing the equalizers structure used to improve 

the BER performance of the in vivo radio channel. The basic limitations with the linear 

equalizers is their poor performance on the channel having spectral nulls. Decision feedback 

equalizer is a non-linear equalizer and has the advantage to subtract the distortion on a current 

pulse that is caused by the previous pulses. In the block diagram of DFE, the forward filter and 

the feedback filter can be both linear filters and are working as a linear filter while working 

separately but the non-linearity of decision feedback is because of the non-linear properties of 

the detector. The main idea of DFE is if the values of the symbols previously detected are known 

it can be used to cancel the ISI right at the output of the feedforward filter. In order to minimize 

the mean square error, the weights of the feedforward and feedback filters can be adjusted 

simultaneously to produce better results. 

So if we send a single bit from a transmitter and pass it through the channel, the channels act like 

a low pass filter and it smears the transmitted bit and introduce inter-symbol interference. The 

DFE is used to subtract that smearing, which comes from the previous bit. So it slices the bit and 

delayed it by one-unit interval multiply it by a constant that represent the amount of smearing 

and finally subtract that amount from the next bit, which helps return a voltage closer to the true 

value. 
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Figure 4.16: Block diagram of equalizers used to improve the BER performance of experimental in vivo 

radio channel. 

 

Figure 4.17: Un-equalized in vivo channel frequency response. for in –vivo channel. 

Considering pros and cons of both the RLS and LMS discussed in the previous section we 

decided to use the properties of both of these algorithms to achieve quick and better results. RLS 

converges faster than LMS and LMS can be executed quickly. The parameter values for LMS 
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and DFE are set by using 55 taps linear equalizer and 29 taps feedforward and 29 taps feedback 

weights for DFE. The detailed list of the parameter are shown in Table 4.2. RLS is used only for 

the first data block at each Eb/No which helped us rapidly converge the taps and LMS algorithm 

is used for the remaining data blocks in order to ensure rapid execution speed. 

A linear equalizer object is constructed and implemented in the simulations for both LMS and 

DFE. First, the simulation for the linear equalizer is executed and the equalizer signal spectrum 

of a linearly equalized signal can be seen in Figure 4.18. It is observed that as the Eb/No 

increases the spectrum has a deeper null, which point us to the fact that a linear equalizer must 

use more taps to get better performance. After that, the DFE equalizer has been executed and the 

signal spectrum for DFE is plotted as shown in Figure 4.19. It is observed that at low BER DFE 

suffers from error bursts but later it shows dynamically improved results compare to LMS. DFE 

performs much more effectively on the in vivo channel as compared to the LMS by mitigating 

the channel null better than LMS. The DFE errors bursts were higher compared to LMS that is 

because of its feedback detection of bits instead of the correct bits. 

 

Figure 4.18: Linearly equalized signal power spectrum for in –vivo channel. 

Two types of power spectrums are extracted using power spectral density (PSD) functions. 

Power spectral density or power spectrum are used to characterize random processes in 
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frequency domain. The power spectrum 𝑆(𝜔) is actually the Discrete Time Fourier Transform 

(DTFT) of the correlation sequence 𝑟[𝑘] for the process. The power spectral density can be 

defined as eq. (4.48). 

 

𝑆(𝜔) =  ∑ 𝑟[𝑘]𝑒−𝑗𝑘𝜔∞
𝑘=−∞                                                       (4.48) 

 

Figure 4.19: DFE signal power spectrum for in –vivo channel. 

Or equivalently 

𝑟[𝑘] =  
1

2𝜋
∫ 𝑆(𝜔)𝑒𝑗𝑘𝜔𝑑𝜔
𝜋

−𝜋
                                                    (4.49) 

 

In terms of an interpretation, if the power spectrum is integrated between 𝜔𝑎 and 𝜔𝑏 and called 

that 𝑃𝑎𝑏 and normalized it by 2𝜋, the quantity will represent the expected contribution to total 

power or variance due to components of the random process between theses points 𝜔𝑎 and 𝜔𝑏 

and can be represented as eq. (4.50) 
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𝑃𝑎𝑏 = 
1

2𝜋
 ∫ 𝑆(𝜔)
𝜔𝑏
𝜔𝑎

𝑑𝜔                                                        (4.50) 

 

Hence, by finding the area under 𝑆(𝜔) between 𝜔𝑎 and 𝜔𝑏 that’s the power of this portion of the 

spectrum is expected to contribute the random process, which tells us how the contribution of the 

power are distributed in frequency. 

The power spectrum is actually the density, hence the units in terms of radian frequency will be 

represented as 𝑆(𝑓) = 𝑝𝑜𝑤𝑒𝑟/𝑟𝑎𝑑𝑖𝑎𝑛 and the frequency that measured the units of hertz will be 

presented as 𝑆(𝑓) = 𝑝𝑜𝑤𝑒𝑟/ℎ𝑒𝑟𝑡𝑧. 

The total power can be represented as eq. (4.51) 

𝑟[0] =  
1

2𝜋
 ∫ 𝑆(𝜔)
𝜋

−𝜋
𝑑𝜔 = 𝐸{𝑥2[𝑛]}                                          (4.51) 

Where the power cannot be zero. 

𝑆(𝜔)  ≥ 0   𝑛𝑜𝑛 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

 
Figure 4.20: Equalizers BER performance comparison along with ideal BPSK 
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Hence by comparing the power spectrums, both linearly equalized and decision feedback 

equalizer power spectrum, it can be seen that the maximum fluctuation observed in un equalized 

frequency response is between 0 dB to -40 dB. Where the linear equalization reduces it between 

0 dB to -30 dB. Although DFE outperformed the LMS and presents the best results by keeping 

the power spectrum between 0 dB to -10 dB. These results show that a non-linear decision 

feedback equalizer offers better performance than the recursive least square and least mean 

square combined. As the power spectrum was improved by 25% using least mean square and 

75% using decision feedback equalizer considering the highest fluctuated peaks. Although the 

analysis is based on the maximum peaks but the overall fluctuation of the power spectrum using 

Figure 4.18 for linearly equalized least mean square is between 0 dB to -10 dB and 0 to -20 dB in 

that case part of the spectrum is recovered between 50% to 75%. While in the case of decision 

feedback, it remains the same throughout the simulation as shown in Figure 4.19, which shows 

better and stable performance of decision feedback compared to least mean square.  

Table 4.2: Simulation parameters for equalization in MATLAB 

Parameters Values/units 

Sampling Frequency Fs 1 

Modulation BPSK 

Symbol Rate Rs 1 

Sample Per Symbol Fs/Rs 

No of Channel Taps 29 

Eb/No 0-14 (dB) 

No of Weights 55 

RLS Algorithm 1 Data Block 

LMS Step Size 0.00001 

DFE Feedforward Weights 29 

DFE Feedback Weights 29 
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Finally, the BER results are shown for both LMS and DFE equalizers in Figure 4.20 along with 

the ideal BPSK as a comparison. It can be clearly observed that DFE easily outperformed the 

BER performance compare to LMS. It can be concluded that non-linear equalizers performed 

better for in vivo channels as compare to linear equalizers. Although with low Eb/No initially the 

LMS performance was slightly better than DFE but at Eb/No = 6 dB and so on DFE shows a 

much better BER results compared to LMS [67]. 

The detailed analysis with exact quantitative values for the bit error rate performance comparison 

between least mean square equalizer and decision feedback equalizer are presented in Table 4.3. 

It can be clearly seen from the values that the ideal binary phase shift keying has the best 

performance in its ideal state. Initially the least mean square equalizer show better performance 

as compared to the decision feedback algorithm. The linear mean square was incorporated with 

recursive least square algorithm in order to converge the system quickly and the LMS further 

take the operation to execute it rapidly. The results of LMS was slightly better until Eb/No = 6, 

afterwards the decision feedback equalizer present significant performance compared to the least 

mean square and dramatically improve the bit error rate. 

Table 4.3: BER results 

Eb/No Ideal BPSK Linear Equalizer Decision Feedback 

Equalizer 

0 0.07865 0.1317 0.1684 

2 0.03751 0.09441 0.1247 

4 0.0125 0.06248 0.08358 

6 0.00238 0.03648 0.0472 

8 0.00019 0.02187 0.00956 

10 3.872𝑒−6 0.00948 0.00168 

12 N/A 0.00388 8.721𝑒−05 

14 N/A 0.001903 3.013𝑒−06 



 

 75 

5 CONCLUSION 

This research present experimental channel response for in vivo communication. The simulations 

in this research will help the researchers understand the real in vivo channel response and its 

effects on the WBAN’s. It is concluded that in vivo is a multipath channel and can be highly 

changeable with the change in position of the antenna even if it is at a small distance. The 

reported analysis highlights the challenges for modelling those types of channels and open a way 

for further studies in such environment. 

A novel mathematical model for UWB in-vivo radio channel. Blind testing is performed on the 

proposed model. The statistics of the error for the blind test using proposed model is RMSE 7.76. 

This validates the accuracy of the proposed while applying on different channel response. The 

presented analysis highlights a novel method to obligate the communication challenges in such 

environment and will help system designer to develop an accurate link budget calculation 

without going for costly experiments and time-consuming simulation and will open a way for 

further studies in this undesired environment. 

A detailed analysis and improvement of in vivo radio channel BER performance with and 

without different equalizers is also part of this research, which shows the similarity between the 

in vivo channels that do not use any equalizers and the Rayleigh channel. Both channels suffer 

from severe fading due to the non-line of sight situation. Furthermore, different equalizers were 

used to test their performance for improving BER performance of an in vivo channel and 

compromise the effect of ISI caused by using the UWB technology. It is clear that the in vivo 

channel is a frequency selective channel that will suffer from ISI with ultra-wideband 

communication. Therefore, equalizers must be used to compensate for the effects of the ISI. This 

provides a preliminary insight of in vivo communication. The presented analysis offers novel 

results and findings to obligate the communication and can help guide future research that may 

acquire more time, resources and challenges in such environment. This study can be used as a 

stepping stone for comprehensive and thorough studies in this undesired fading environment.
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