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DC motor is widely used in the industry. Its stability and speed of maintenance are 

important to maintain engine performance, which is affected by pregnancy fluctuations 

and environmental factors. Therefore, it is important to maintain the required speed and 

time of system stability. We have developed a different structure and characteristics of 

the controllers. One of them is the proportional integral derivative (PID) controller, which 

is mainly used for industrial purposes. Because of its durability and chassis, the PID is 

mainly used to control the speed and state of a DC motor. Also, PID has become more 

common due to the ease of integration in terms of both hardware and system software. 

The system we created is a DC motor. In this study, proportional, integral and derivative 

proportional (PID) regulators are used to control the speed of a DC motor, and the PID 

parameters are determined as a result of open-loop interaction in the operating system. 

Later, the PID parameters are estimated using Optimization algorithms, such as particle 

order optimization (PSO) and the Bat algorithm (BA). As a result, the results of the three 

algorithms are compared based on three criteria. The main goal of management theory is 

the analysis and design of the console. The system was created using MATLAB 

SIMULINK. For its design, we used the basic tools and the mathematical model, as well 

as the PID by the scale factor (Kp = 17.936 and Ki = 43.454, Kd = -0.776). The highest 

yield (9.267%) and a linear rate (0.0051) were given. These results are not ideal for DC 
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motor operation. For best results, PID optimization algorithms were used. PSO and BA 

algorithms are used. A comparison was made between the properties of PSO and BA to 

improve the PID control used to control the speed of a DC motor. In the PSO algorithm 

(1.780%), the rise time (1.38 seconds), the error SteadyState (0.0001), the maximum skip 

algorithm in the bat algorithm (3.7707%), the rise time (1.36 seconds) The error 

SteadyState (0.002) PSO algorithm better than Bat algorithm, in improving the function 

of a DC motor. 

Keywords: Proportional derivative controller, Particle Swarm Optimization algorithm, 

DC Motor System, Bat algorithm, MATLAB. 
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1. INTRODUCTION 

DC motors are one of the most substantial devices on a lot of control systems likes homes, 

cars, trains and control systems. DC Motor has inner advantages like simple control, great 

electromagnetic torque, the ability to set the speed with the large range[1]. The 

mathematical model is so important for the design of the system. For a DC motor, some 

types to accurately appear for the attitude of the device. However, parameters are 

important also because the mathematical form cannot give the correct attitude without the 

right parameters at the form [2].  

DC motor that using for critical speed and status in the industry. The stability of the 

system and the output results in that dominant to control the speed of the DC. stability of 

speed which influenced load change and environmental factors. then, It must be at a 

constant speed as well as must be maintained[3]. 

Using the Proportional Integral Derivative (PID) controller with optimization algorithm 

bat algorithm (BA) and also, we will use a particle swarm optimization algorithm (PSO) 

algorithm to enhance and improve the dc motor. These algorithms will give best results 

(Scale Factors) to be used in PID controller instead of using PID controller (Conventional 

Previous Scale Factors) or Default Parameters of PID controller and the system of dc 

motor will be implemented in matlab simulink platform. 

1.1 PROBLEM DEFINITIONS 

DC motor is greatly used for sensitive speed and manufacturing location. System stability 

and performance are important to control the speed of a DC motor. Stable speed 

influenced by load fluctuations and factors. It should that the required speed value is 

constantly maintained as a value. In my study, it is aimed at achieving the value of speed 

achieved as the desired value, and maintaining it constantly using the proportional, 

integral and derived control unit (PID) synthesis parameters. PID parameters are 

calculation using metaheuristic algorithms, such as the optimization of the order of 

particles (PSO) and the algorithm Bat (BA). 
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1.2 CONTRIBUTION OF THESIS 

There are many ways to enhance and improve the dc motor, we will use a PID controller 

with optimization algorithms to do this, in this study i will use PSO algorithm and bat 

algorithm and we will look at which one will give better results, also to improve the 

angular speed and reduce the error percentage by comparing between the default scale 

factors of PID controller when connected with dc motor system in matlab (without 

algorithms) and using the parameters (scale factors) that comes from bat algorithm and 

PSO algorithm by test these values of scale factors (comes from PSO algorithm and bat 

algorithm,), on PID controller and this will improve the efficiency and also the overshoot 

and steady state error(Ess) will be a test to see what the algorithm will import in using 

PID controller. 

1.3 THESIS ORGANIZATION 

The thesis organization fall into six chapters, in the first chapter we will give introduction 

about the topic, in chapter two we demonstrate the literature review that was introduced 

by previous researches, in chapter three give an introduction to optimization algorthim, 

(PID) controller and DC Motor System, our experiments are displayed and discussed in 

chapter three and four that include design, simulate and test our experiments, in chapter 

five we will give an explanation for our results, finally in chapter six will demonstrate the 

conclusion and suggestion for future works. 
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2. LITERATURE REVIEW 

In this chapter, we present a literature review for the previous related works of DC 

MOTOR system as the following: 

In (2019) [3] The DC motor is greatly used for high speed and location in the industry. 

System constancy and application are important for controlling the DC motor. which 

depends on load fluctuations and environmental factors. The objective of this study is to 

ensure that the value of speed, which is attained like the desired value and maintained 

steady, using (PID) controller to set parameters. First, Ziegler-Nichols (ZN) is one of the 

traditional methods used. The parameters of PID are determined by a system response 

that is open under an operating system. Later, the PID parameters are estimated using 

metaheuristic algorithms, like PSO and the Genetic algorithm (GA). As a result, the 

results of the three algorithms are compared based on five criteria. The PSO algorithm 

gives better results than the genetic algorithm for each standard. 

In (2015) [4] Discuss the progress of the FPID controller to control the DC motor speed. 

The vague PID algorithms (PIDs) and the traditional PID (CPID) algorithms are 

implemented using PID and Fuzzy Logic simulation tools in the Lab View environment. 

Results show that the self-adjusting PID is better than the traditional PID. 

In (2016) [5] they discuss how to set and modify the PID (Ziegler-Nichols, els..). Also, 

they analyze the DC motor echo to speed control by using the parameters result from the 

already aforesaid settings. Moreover, the advantage and disadvantages of all of these 

ways. GUL / MATLAB windows are used to do both ways to create a restful and better 

environment for an understanding of the PID control mode. 

In (2017)[6] They discussed the short design phase of a fractional system controller (FO-

PID) on an indirect approach method using a stable phase technique. A new dynamic 

tuning technique has been proposed to find control parameters. Also, demonstrate how 

the FO-PID controller is executed by using a point-to-point digital signal processor. it is 

designed and installed with each the parts of the 1.5W DC industrial motor. The strong 

process of the border difference is verified by experiment the controller using two 

separate DC motors of the same value but using various parameters. they Explain how to 

design and develop a FO-PID basis that enhances the DC motor.DSP has been used as 

the platform to implement the FO-PID digital control module. The Inertia Performance 

Improvement Technology was used in the system. The results explain improved DC 
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response accuracy by deploying the FO-PID controller. Traditional PID. The current 

consumption capacity is controlled by the control unit itself. This increases the potential 

of the FO-PID controller with a wide range of applications such as control, can enhance 

the industrial use of FO-PID controllers. 

In (2017)[7] A methodology has been proposed to evaluate the quantitative durability of 

the PID controllers used in the DC motor. Durability analysis is performed using the first 

23 FOPID designs, the correct order (IOPID) controller  and the built-in Skogestad model 

(SIMC) controller. Experimental design The application uses FOPID and IOPID 

controllers to produce hardness analysis, static scale display and robust performance 

verification results compared to experimental factors. The comparison of the 

experimental design was multiplied by the FOPID, SIMC PID and IOPID controllers used 

to control the engine system. Factors used to measure survival were random noise in the 

feedback loop, external disturbances in system income, and uncertainty during 

pregnancy. Resistance examination was performed to examine the scale of formation of 

factors in the response system step and control procedures. This infection level was 

measured using RMSE, SD OUT, RMS CONTROL, and SD CONTROL output 

variables. The results of the statistical stability analysis showed that the presence of C 

(disturbance) with FOPID as the lowest frequency further affected the response step. This 

indicates that FOPID is more powerful against external interference. The controls are also 

affected by factors A (noise), B (load) and C (disturbance) for all controllers. FOPID 

provides the highest level of injury due to factors A (noise) and C (interference), but at 

least depends on factor B (load). This means that the FOPID control procedure is more 

powerful under load uncertainty conditions. Based on the reliability analysis, we can 

conclude that FOPID is an alternative to the management of undefined load and external 

interference systems affected by the low control voltage, although it is not a power control 

method. Finally, the test design methodology used this document to analyze the reliability 

of the control system and to measure and obtain numerical evidence of the actual 

performance of the controllers, taking into account the presence of various factors 

affecting the behavior of the control system. 

In (2018) [8] DC motors are commonly used in the industry for various advantages  as 

high efficiency, low cost and flexibility. Rotation speed of DC motor is controlled using 

conventional large-scale PI and PID controllers. However, taking into account the 

experimentally determined parameters 𝐾𝑝, 𝐾𝑖, 𝐾𝑑 and the limits of PID agreements to 

achieve the ideal control effect for the upper level systems, a proportional-integral-
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differential PID (FOPID) scheme was proposed based on optimization methods. The goal 

of this paper is to study the tuning of the FOPID control unit using intelligent soft 

computing technologies, such as differential evolution (DE) and improved particle swarm 

design (PSO) for the PID breakdown controller. The FOPID parameters are determined 

by reducing the absolute time error (ITAE) between the output of the reference model 

and the factory. The performance of the DE and PSO was compared with many 

simulations. Simulation results show that the DE-based FOPID tuning method provides 

improved performance for tracking tuning points, reducing errors and reducing 

measurement noise. 

In (2017) [9] The controller implements a particle speed booster (PSO) for controlling 

the DC motor speed. By using MATLAB / SIMULINK Also, traditional relational units 

(P), proportional-integrative (PI), have been developed and modeled. The simulation 

results show that the PI controller has a large emission and sensitivity to gain the console. 

Optimization by using a swarm of particles confirmed the minimization of oscillations, 

as well as improved stable state error and uptime and increased response speed. 

Simulation results confirmed that the system is less sensitive to achieve. In this article, 

the P and PI controllers were designed and the parameters of the speed control module 

were improved using the Particle Swallow Optimization (PSO) method. The proposed 

PSO has a good contrast in accuracy and speed compared to P and PI based speed 

controllers, according to the estimated results. In addition, the designing of the PID 

control using PSO is due to the fact that the rotation rate, delay time and stability time of 

the step response curve are reduced compared to P and PI. PSO performance can be 

improved in the design and optimization process by increasing the number of duplicates.  

In (2017) [10] Demonstrates a gentic algorithm for controlling the DC motor speed and 

is equipped with a PID regulator and a technique for improving the particle swarm. The 

use of particle swarm optimization to set the parameters of the PID controller, the DC 

motor and control based on the FID gene algorithm gives better results. Here, the DC 

motor speed control model is the second-generation system. The gentic algorithm is a 

easy calculation method used to improve for the better possible result. The gentic 

algorithm works on some major genetic selection factors, crossover, mutation. This article 

describes in detail the efficiency of DC motor parameters for the best result, using both 

improvements. The suggest approach to improves functions, having ease of application 

and good computational efficiency. PID control parameters for better output of high-

quality solutions faster. 
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In (2017) [11] The DC motor speed control mode was discussed without knowing the 

specific engine parameters. An estimated mathematical for controlling system is obtained 

by major the system while measuring the system output by loading a specific input signal. 

The PID control algorithm is adopted, and parameters P, I and D are obtained by 

automatic tuning. HIL tests are conducted on the MATLAB and Arduino platforms. The 

system selector is used to determine the mathematical model of control system. The 

simulink form of the controller is set with Notes for the measuring system, and the 

parameters are set automatically from the PID console. Finally, tests are carried out on 

the Arduino Mega 2560 plate. For comparison, the method used in this article 

demonstrated that it is very convenient and efficient to develop the control system. The 

control system has the best effective performance and accuracy. During the experiments, 

we also found that with increased accuracy the speed would deteriorate. Given that the 

sensor signal collected is not smooth enough. A low pass filter can be considered for 

treatment in a prospective study. 
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3. OPTIMIZATION ALGORITHMS 

 

3.1 MOTIVATION 

The DC motor is one of the most important engines that are included in all industrial 

products or products consumed. Therefore, the control of the speed of the current that 

must be controlled and increased with the reduction of error. Therefore, I will use a 

Proportional, Integral and Derivative (PID) controller because it will control the speed 

for dc motor and in same way I will use   the Optimization Algorithms  with the  

Proportional, Integral and Derivative (PID) controller to reduce error rate and increase 

the speed at the angle in DC motor, I will use tow type from Optimization Algorithms 

first I will use particle swarm optimization algorithm (PSO) and second I will use bat 

algorithm  (BA)because they will give values for (Scale Factors) better than (Scale 

Factors) normal that the PID give  to operate the DC motor at its best. 

3.2 PROPORTIONAL INTEGRAL DERIVATIVE (PID) CONTROLLER 

Proportional, integral and derivative controller gives the simplest while the effective 

solution for any management problems. Since the invention of the PID controller in 1910. 

PID control has expanded significantly. However,  90% of the controllers are yet applied 

based on the PID algorithms, especially at lower levels, because other controllers do not 

correspond to the simplicity, functionality, ease of use provided by the PID[12]. PID is 

the feedback method for a control loop (console) That are used in many control systems. 

PID controller finds the error value like the difference among the required setpoint and 

the standard run variable. The console tries for reducing the error by setting the process 

by using a handler changeable. The PID algorithm includes three separate fixed 

parameters, occasionally called three-term control: relative, integral and the derivative, 

indicating P, I, and D. By these values can be simply explained in terms of time: firstly P 

depends on the current error, also Past errors, and the symbol D - Diagnosis of future 

errors, depend on current average change. The important step in implementing a PID 

console is setting a parameter. The PID calculates three parameters: relative gain (KP), 

integration (KI) also derivatives (KD). 

The relative rate calculates in the actual error, determines the combined amount as the 

result of the amount of the last errors, determines the derived response value based on the 
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error rate. The performance of a closed-loop at every system can be accomplished by 

setting the parameters of the PID [13].  Can be represented in the following equation (3,1): 

                                                          𝐺(𝑠) = 𝑘𝑝 +
𝑘𝑖

𝑠
+ 𝑘𝑑𝑠                                             (3,1) 

The gain control of this module is PID control, the controller can supply a control 

procedure designed for given process requirements. 

Figure 3.1: PID Controlled System[14]. 

3.2.1  Methods for Tuning a PID Loop  

There are many ways to tweak the PID controller. The most active methods usually 

include the development of the process model form, the choice of P- I- D are based on 

the parameters of the dynamic model specific. Manual adjustment methods may be 

comparatively inefficient, especially if the rings have adjustment time in a minute order. 

The choice of method usually depends on whether the “Stand-alone” cycle can be used 

for tuning and when the system is installed. If system can be used "offline", it often 

includes the best way to configure the system to change the point of input and attempt to 

output depending on time and use this restriction to specify control parameters. 
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Table 3.1: Choose a Setting Method. 

 

3.2.2  Ziegler-Nichols (Z-N) Method 

In 1942, two ways for setting the parameters of PID controller was developed by Ziegler 

and Nichols8, the first method is Z-N open-loop and the second method is  Z-N closed-

loop, and show plain mathematical step to setting PID controllers. Often the operation 

response curve method is called Ziegler-Nichols, which is not closed in the ring setting 

method. The curve method operation response  is a way of The operation parameters like 

retard time, an operation gain and time stable to the controller parameters[13]. 

ZieglerNichols is a one of classic method which defines as the first time retard order 

system.  that is consists of two parameters first of lead time (L) and second time constant 

(T)[15]. Formulation of the method is given in equation (3.2) [3]. 

                                                                  𝐺𝑝(𝑆) =
𝐾𝑒−𝑠𝑙

𝑇𝑆+1
                                                         (3.2)           

open loop transfer function Gp(s) Being controlled for the system is to explain how 

specific the way of an open loop response. 
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3.3  PARTICLE SWARM OPTIMIZATION ALGORITHM 

The particle swarm optimization algorithm (PSO) is an advanced order-based method 

proposed by Eberhardt and Kennedy (1995) [16]. The (PSO) algorithm mimics the social 

behavior of an animal, inclusive insects, birds, herds, and fishes. And these swarms 

correspond to a joint feeding method, and each member of the swarm continues to change 

the search pattern in accordance with its learning experience and other Individuals. The 

major goal of the PSO algorithm project is nicely concerning two types of research: the 

first is an evolutionary algorithm, As an evolutionary algorithm, the PSO as well uses a 

number of modes that search for a large area of the optimal target function area [16]. 

Repeat the steps that start with a possible solution to get the best solutions. This means 

that possible solutions are molecules and move these particles in the search area based on 

the formula above the particle position. The motion of each particle is influenced by its 

local value, and its goal is to reach the most well-known positions in the search area, 

simultaneously updating the best positions found by other particles. The algorithm began 

with the initial points and the velocity of the vector. Try each iteration to find the best 

value, estimating the position and velocity vectors. Each particle has its own options. If 

the task consists of five different variables, you must choose a particle size as five. The 

best value for any particle is called the best local value and is written into the Pbest matrix. 

The best value for any particle is updated after each repetition if the best new value is 

found to control both the current particles and the previous locations. In addition, the 

position is recorded as the best (Gbest) after controlling the best matrix values at each 

frequency [3].  

Millonas, who studied the behavior of social animals using old life theory, proposed basic 

principles to create practical life systems filled with collaborative behaviors using 

computers[16]: 

1) closeness: it should be able to make simple time and space calculations. 

2) Quality: it should be able to sense and respond to environmental quality changes. 

3)  Various response: it should not suspend access to resources on a small scale. 

4) Stability: it should not change functioning with every change in the environment.  

5) Adaptability: When this change is worth it, it should change the swarm behavior. 

In PSO system, particles change their position, bypassing the multi-side looking space, 

until arithmetic restrictions are overtake. The concept of modifying the search point using 

(PSO) Fig. 3.2. 
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Figure 3.2: Concept Point Search By PSO [17]. 

The PSO algorithm differs from another evolutionary algorithm, like genetic algorithms. 

Although the inhabitance is used to search for a field of study, thither are no factors 

inspired via the human DNA course of action applied to this population. in the PSO, 

inhabitance dynamics mimic the manner of the “swarm of birds”, where public 

information is exchanged, and people can use previous discoveries and experiences of all 

other satellites in search of food. Every  “companion”, called a particle, in a society called 

a swarm, must “fly” through the looking area to discovery promising areas of the 

landcsape. For example, if they are minimized, these regions have lower functionality 

values than those previously visited. In this case, each particle is considered as a point in 

the field of measurement, that organizes its “journey” following its atmospheric 

experience, a particle is defined as a point transferring in space. all snippet in the actual 

time step tracks the position, speed in the search field. The presumption is the main 

concept of PSO [9]. And not using evolutionary factors, like alteration and intersection 

in (PSO) algorithm,  for solving algorithms to improve the variable d, a cluster of particles 

is placed in the looking space with dimensions d at indiscriminately chosen speeds and 

locations to see the best values to date (Pbest).The speed of each particle is regulated 

depending on its flight experiment and the flight experiment of other particles.  

For illustration, the particle is appeared for like xi = (xi, 1, xi, 2, ..., xi, d) in the different 

spaced. The better foregoing mode of the i-th particle is registered and perform as follows: 

𝑃𝑏𝑒𝑠𝑡𝑖 =  (𝑃𝑏𝑒𝑠𝑡𝑖, 1, 𝑃𝑏𝑒𝑠𝑡𝑖, 2 , . . . , 𝑃𝑏𝑒𝑠𝑡 𝑖, 𝑑) 



12 
 

Particles i represent the velocity vi = (vi, 1, vi, 2, ..., vi, d). The speed location of all 

particle that can be measured using the existing speed and distance from Pbesti, d to gbest, 

like in the following formulas (3.3) (3.4): 

                        𝑣𝑖,𝑚
(𝑡+1)

= 𝑤  . 𝑣𝑖,𝑚
(𝑡)

+ 𝑐1 ∗ 𝑟𝑎𝑛𝑑( ) ∗ (𝑃𝑏𝑒𝑠𝑡𝑖,𝑚 − 𝑥𝑖,𝑚
(𝑡)

) 

                                                  +𝑐2 ∗ 𝑟𝑎𝑛𝑑( ) ∗ (𝑔𝑏𝑒𝑠𝑡𝑚 − 𝑥𝑖,𝑚
(𝑡)

)                                      (3.3) 

                𝑥𝑖,𝑚
(𝑡+1)

=  𝑥𝑖,𝑚
(𝑡+1)

+ 𝑣𝑖,𝑚
(𝑡+1)

    ;      𝑖 = 1,2, … , 𝑛     ;     𝑚 = 1,2, … , 𝑑                 (3.4) 

wherever:  

N: (The number of partcles in the collection).  

𝐷: (The dimension). 

𝑇: The pointer of iterations(generations). 

𝑣𝑖,𝑚
(𝑡)

= (Velocity of particle I at iteration t, 𝑣𝑑
𝑚𝑖𝑛 ≤  𝑣𝑖,𝑑

(𝑡)
 ≤  𝑣𝑑

𝑚𝑎𝑥). 

𝑤: (Inertia weight factor). 

𝑐1, 𝑐2: (The hastening constant, Random number between 0 and 1). 

𝑥𝑖,𝑑
(𝑡)

∶ (The actual status of the particle i in a reiteration). 

𝑃𝑏𝑒𝑠𝑡i: ( Best previous position of the i-th particle). 

𝑔𝑏𝑒𝑠𝑡: (Best particle among all the particles in the population). 
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3.3.1  Social Behaviour of PSO 

Several explanations have been proposed for the launch of PSO. Kennedy builds up the 

social and psychological perspective by conducting experiments to explore the functions 

of the different components in the rate-renewal equation [18]. Task Neural network 

training was used to correctly classify the XOR problem for comparing the performance 

of various models. Kennedy benefited from the lbest model, not the gbest model described 

above. 

Consider the speed of updating the formula, repeat for convenience (3.5). 

 𝑉𝑖, 𝑗 (𝑡 +  1)  =  𝑣𝑖, 𝑗 (𝑡)  +  𝑐1𝑟1, 𝑗 (𝑡)[𝑦𝑖, 𝑗 (𝑡)  −  𝑥𝑖, 𝑗 (𝑡)]  +  𝑐2𝑟2, 𝑗 (𝑡)[ˆ𝑦𝑗 (𝑡)  

−  𝑥𝑖, 𝑗 (𝑡)]                                                                                                      (3.5) 

The term 𝑐1𝑟1, 𝑗 (𝑡)[𝑦𝑖, 𝑗 (𝑡)  −  𝑥𝑖, 𝑗 (𝑡)] It refers to perception, because it takes into 

account only experiments with solid particles. If a PSO is created using only a cognitive 

term, the rate update equation becomes (3.6). 

                        𝑣𝑖, 𝑗 (𝑡 +  1) =  𝑣𝑖, 𝑗 (𝑡) +  𝑐1𝑟1, 𝑗 (𝑡)[𝑦𝑖, 𝑗 (𝑡) −  𝑥𝑖, 𝑗 (𝑡)]                  (3.6) 

Kennedy found that the implementation of the “only for knowledge” model was lower 

than that of the main squadron, and he was unable to train the network in the maximum 

allowable frequency of some component settings. One of these reasons for abnormal PSO 

behavior is the lack of interaction between various particles. 

The third expression in the velocity update equation, 𝑐2𝑟2, 𝑗 (𝑡)[ˆ𝑦𝑗 (𝑡)  −  𝑥𝑖, 𝑗 (𝑡)], 

Represents social interaction among particles. A “social only” text of PSO can be created 

using the following equation for the update rate (3.7). 

                   𝑣𝑖, 𝑗 (𝑡 +  1) =  𝑣𝑖, 𝑗 (𝑡) +  𝑐2𝑟2, 𝑗 (𝑡)[ˆ𝑦𝑖, 𝑗 (𝑡) −  𝑥𝑖, 𝑗 (𝑡)]                   (3.7) 

The performance of this model exceeded the original PSO performance on a specific issue 

discussed by Kennedy. 

In short, the term “PSO speed” content of a cognitive component and a public component. 

Much is not known about the proportional importance of these terms, although 

preliminary results show that the social component can be more important in some 

problems based on this, that PSO algorithm may be abstract like follows: This algorithm 

is a type of study using the spherical principle., where everyone is called a particle name 

as a possible resolve to an improved issue in a multidimensional looking space. This is 

just like speed. for all generation, the particle information is joint to adjust the speed of 
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any measurement, that used to calculate the new status of the particle. Molecules are 

constantly changing their positions in the multidimensional looking space to reach the 

perfect stability or state or exceed arithmetic border. An unrivaled connection between 

the different dimensions of the issue area is provided by using impartial functions. Several 

experimental data that shown this algorithm is an efficacious optimization implement 

[16]. Fig 3.3 PSO flowchart. The following is a comparatively complete representation 

of the PSO algorithm. in this system of continuous coordinates of space can be 

mathematically described PSO. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Flowchart of The PSO Algorithm [16]. 
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3.3.2  Taxonomic Designation 

The PSO is clearly related to some evolutionary algorithms. On the one hand, PSO 

supports a group of people who represent potential solutions, a function shared by all 

existing agencies. If the best personal relationships (𝑌𝑖) are considered as part of the 

population, It becomes clear that there is a weak form of options [19]. In the ES (𝜇 +  𝜆) 

algorithm, Children compete with their parents and replace them if they are more 

appropriate. 

 𝑦𝑖(𝑡 +  1) =  𝑦𝑖(𝑡)𝑖𝑓 𝑓(𝑥𝑖(𝑡 +  1)) ≥  𝑓(𝑦𝑖(𝑡)), 𝑥𝑖(𝑡 +  1)𝑖𝑓 𝑓(𝑥𝑖(𝑡 +  1)) <

 𝑓(𝑦𝑖(𝑡))                                                                                                                                      (3.8) 

Equation (3.8) is similar to this mechanism, with the difference that each of the best 

characters (the father) can be replaced by their current (decreasing) position if the current 

position is more appropriate than the previous best personal position. In summary, we can 

say that there is a weak form of choice in the PSO. 

The update rate equation is similar to the drive in GA real value. As a rule, the crossover 

produces two neural networks, which are combined in writing between the interested 

parents. The PSO refresh rate equation, without the term vi, j (t), can be interpreted as a 

form of a mathematical section, including religion, with a single line. Alternatively, the 

velocity equation, without the term vi, j (t), can be considered as a catalyst for 

transformation, with the force of the mutation determined by the distance that the particle 

has from the origin. This still leaves the term vi, j (t) lost, which can be interpreted as a 

form of mutation that depends on a person's position in the previous iteration. The best 

way to model vi, j (t) is to think of each iteration not as a process of replacing the previous 

population with a new group (death and birth), but as an adaptation. Therefore, the values 

of xi are not replaced, adapted using the speed vi. This makes the difference between 

other EAs and PSOs more evident: PSO stores information on position and speed 

(position changes), unlike traditional EAs that only follow situations. There seems to be 

some overlap between PSO and most other active agencies, but PSO has some features 

that are not currently available in other regions and operating agencies, in particular, the 

fact that PSO models particle speed and position models. 

 

 

 



16 
 

3.3.3  Origins and Terminology 

The motion of the particles has been described as a "flight" over the n-dimensional space 

[20]. This term is partly related to experiments conducted to model a decomposing bird 

that produces to the development of the main PSO algorithm. [21]. A study of an article 

prepared by Reynolds [22]. (cited in the original PSO article by Kennedy and Eberhardt) 

reveals some interesting ideas. Reynolds was primarily interested in modeling bird flights 

for visual computer simulations, noting that the pack appears to be under central control. 

Obviously, the natural herd (or school) does not depend on the number of people involved 

in the formation from the observation of shoals of fish up to 17 miles long. Since birds 

(or fish) must have a limited "computing power", we can expect a significant extension 

of the size that a normal herd can reach if a person tracks all members of the herd. Since 

there is no upper limit in nature, it should be concluded that birds (or fish) deal only with 

a limited number of neighbors, which means local control rather than global control. 

Several reasons have been observed for mild behavior in nature. 

Some of the developmental benefits include protection from predators, improved genetic 

survival and the use of more efficient research to produce food. This latter property is 

invaluable when food is distributed unevenly over a large area. 

Reynolds began designing his flocks using three simple rules: avoiding the collision, 

choosing speed and concentrating the pack. Keep in mind that the pursuit of the pack will 

force the birds to fly close to their neighbors (be careful not to disturb the speed 

encounter), but at the same time keep a safe distance, controlled by the collision 

avoidance rule. Reynolds decided to use the engine of the calculated herd, taking into 

consideration only the nearest neighbors of the bird, instead of using the central center in 

the whole team, which he called " model of central authority ". This roughly corresponds 

to the best PSO model (shown below). It is interesting to note the observation of Reynolds 

[22]:  

"Before implementing the current use of herd concentration behavior, the shepherds used 

a model of central authority. This leads to unusual effects, such as the wide distribution 

of all members of the herd at the same time towards the center point of the herd. This very 

accurately describes what happens in the PSO gbest model".  

The flowing novels of Reynolds (a word derived from the oil of birds, meaning an 

organism resembling an ordinary bird), It was a common example of some principles of 

artificial life. Flow dynamics was a convincing example of emergent behavior:  
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Complex global behavior deriving from the interaction of simple rules. This is one of the 

features that make PSO a successful optimization algorithm: a simple application that 

leads to complex (and effective) search behaviors. Although the movement of the 

molecules appears to be optically regular, they do not fully correspond to certain 

definitions of regular behavior. Matari'c refers to the following concepts [23]: 

• Safe passage: the capacity of a group of customers to transfer around, keep away 

from collisions with hurdles and between them. 

• Dispersion: the capacity of a group of representatives to take sides to create and 

keep a minimum distance between representatives. 

• Build: the capacity of a group of representatives to meet to create and keep the 

maximum distance between representatives. 

• Rocket: possibility of finding a specific area or location. 

Based on these definitions, Matharick argues that the current behavior consists of a 

controlled wave, which walks safely, disperses and aggregates. The PSO causes only 

controlled waves and assemblies and lacks safe displacement and dispersion. A safe tour 

is not so important. PSO, because it applies only to objects that can physically collide. 

Dispersion means that the particles will disappear when they approach each other, which 

is currently not the case with the PSO model: the PSO stimulates the molecules in the 

mass. The terms "swarm" and "swarm" are more appropriate. Millions of people have 

used this term to describe artificial life models[24]. Millions suggested that the 

reconnaissance squadron characterized the following characteristics: 

• Proximity: make simple calculations of time and space. 

• Quality: respond to environmental quality element. 

• Different answers: do not fall into a limited set of solutions. 

• Stability: the ability to maintain behavior ornament when the environment 

changes. 

• Adaptability: the ability to change behaviors when considered profitable. 

Eberhard et al. [20] It has been said that the molecules in PSO have these properties. 

Finally, the term "serious" requires justification. Members of the population do not have 

enough mass and size, so they are called "points" they will be more precise. However, the 

concepts of speed and acceleration are more compatible with the term particle (referring 

to a small fraction of the matter) than the term. Other research areas, in particular, 
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computer graphics, use the term "particle systems" to describe the models used to provide 

effects such as smoke or fire.[25].  

3.3.4  The Advantages of PSO 

• Insensitive to extending the range of design variables. 

• Simple implementation. 

• Easy parallel parallel processing. 

• Free derivative. 

• Very few algorithm parameters. 

• The global search algorithm is very effective [26]. 

3.3.5  The Disadvantages of PSO 

• Slow convergence in the refined research phase (twice the local research capacity). 

• The main disadvantage of PSO, as in other methods of learning optimization, is that it 

lacks some. What is a solid mathematical basis for analysis, which must be overcome in 

the future development of relevant theories. They can also have. Some real-time and other 

ED restrictions[27]. 

3.3.6  PSO Applications 

• Neural network training. 

• Improved power distribution network. 

• Structural improvement. 

• Biochemical process. 

• System identification in biomechanics. 

• Image processing. 

• Analysis of human shaking to identify  Parkinson's disease. 

• Cancer classification. 

• Examples of hominid  biomechanics. 

• Prediction of survival and survival. 
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3.4 THE BAT ALGORITHM (BA) 

It proposed by (Xin-She Yang)[28]. The work of BA is very alike to the normal action of 

bats. by using the repeat to find all the goal. Similarly, the BA has taken the status of the 

microbe echo to discovery the best global solution. The BA haves three basics: The first 

is to assess the optimal distance for goal using the environmental situation. Secondly, the 

population moves to the search area at a constant speed and frequency. However, the 

wavelength and lightness of the sound may vary depending on the space among the goal 

and the status of the entire bat. The third basic, followed by the BA, decreases linearly in 

the actions of the bat growth factor[29]. The ability of this eco for small bats is excellent 

because the bats can discovery their victim and distinguish various types of goals flat in 

complete darkness [28]. The standard search algorithm is based on a bat echolocation 

process. By the notice the action and characteristics of small bats, Yang suggest obtaining 

a standard bachelor's degree depending on the three major characteristics of the echoing 

status for small bats. Ideal rules used in BA [28]: 

A. each bat uses angular positioning to setting the space and the eleventh position of the 

bat is coded as a resolve to the improvement problem being studied. 

B. The flight of the bat occurs randomly at point v in the case of xi with variable 

frequency (from the minimum fine to the maximum fmax) or with different 

wavelengths UD and A for looking the victim. and they can automatically set the 

wavelengths (or frequencies) of their released pulses and the pulse rate r based on the 

proximity to the target. 

C. The sound value is different from a high positive value of A0 to a lower fixed amount. 

Some of the echo positioning functions are mainly identified in the optimization 

problem, that can be related to the main function, through which it may formulate a 

strong and bright algorithm. It radiates out loud and echoes nearby objects. The proper 

motivation they use depends on the chasing strategy. Studies indicate that microbes 

give sound waves at a frequency between 20 and 150 kHz. and also they have perfect 

landscape and listening skills. To calculate the position and size of the victim, they 

depend on the repetition of the echo that reaches their ears. The Bibliotheca 

Alexandrina has shown the characteristics of the bats captured during the search for 

their prey. The bat algorithm is formulated by initiall improving the echo positioning 

behavior in the bat, which includes the microbial behavior and acoustic properties of 

the echo position [30]. 
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 The following ideal rules usually follow:  

(A) The bats use angular detection to determine area and find the variance among goal 

barriers and back baffles. 

(B)  Bats fly randomly at point vi in eleventh place with a constant frequency at 

wavelength k and 𝐴0 in search of prey. And they can set the wavelength of the 

released pulses and regulate the radiation of the pulses rate automatically 𝑟 2 [0, 1] 

depending on the closeness to the prey. 

(C)  Since the sound speed  in the air is typical for v = 340 m / s, the wavelength k of an 

The sound of the ultrasonic pulse with a fixed frequency is determined by the formula 

(3.9). 

                                                                   𝑓 =
𝑣

𝑚
                                                            (3.9) 

 

(D)  The volume can be changed in several methods, can be supposed, but the tone 

different from A0 (positive value) to a fixed steady minimum Amin. 

3.4.1  Bat Motion  

All racquet is quickly related with 𝑣𝑖
𝑡and 𝑥𝑖

𝑡, in t-redundancy, in the search space or in the 

resolution of measurements [31]. Between all bats there is a better solution about? From 

her  , The above three rules can be expressed as update equations for𝑥𝑖
𝑡and 𝑣𝑖

𝑡 

(3.10)(3.11)(3.12): 

                                                            𝑓𝑖= 𝑓𝑚𝑖𝑛+(𝑓𝑚𝑖𝑛−𝑓𝑚𝑎𝑥 ) ∗ 𝛽                                             (3.10) 

                                                        𝑣𝑖
𝑡=(𝑥𝑖

𝑡 − 𝑥∗)∗ 𝑓𝑖                                                       (3.11) 

                                                                   𝑥𝑖
𝑡=𝑥𝑖

𝑡−1 + 𝑣𝑖
𝑡                                                         (3.12)                                                                                               

Where 𝛽 ∈ [0,1] The random carrier is taken from one distribution. Here is 𝑥∗ It is the 

best universal solution (solution), which depends on comparing all solutions between all 

n bits.  Since the λ𝑖𝑓𝑖of the product is an increased speed, it can be used as 𝑓𝑖 (or λ𝑖) to set 

the speed variation, however another factor λ𝑖 (or 𝑓𝑖) is chosen, relying on the kind of 

problem. The choice of 𝑓𝑚𝑖𝑛 and 𝑓𝑚𝑎𝑥 (𝑓𝑚𝑖𝑛 = 0 and 𝑓𝑚𝑎𝑥 = 100) rely on the size of the 

problem area of attention. At first, a frequency is randomly allocated to each bat taken 

from [𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥]. For the native search sector, when a solution is chosen from the best 

current solutions, a local solution is created for all racket using a  path 

random.                                                𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑 + 𝜀𝐴𝑡                                                  (3.13)  
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Eq (3.13) Where 𝜀 ∈ [−1,1] Random number, and 𝐴𝑡<< 𝐴𝑖
𝑡>  the sound of each bat is 

averaged over this time step.  

3.4.2 The Structure of Bat Algorithm 

The false algorithm code is presented in the basic bat algorithm 1. The major parts of BA 

can be summarized as follows [32]: 

• In the first step is to configure (lines 1-3). At this stage, we format the algorithm 

parameters, build and assess the initial population, then select the best xbest solution 

in the group. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: Original Bat algorithm 

 

• The second step is to create a new solution (line 6). 

Here the default bat moves to the search area according to update bat algorithm rules. 

• The local search step is the third step (lines 7-9). The best optimized solution is 

offered using random paths. 

• The new solution is presented in this fourth step (line 10). 

• At this point, the new solution is saved (lines 12-14), conditional archiving is 

performed for a better solution. 
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• In this last step, the best solution is sought (line 15). The current solution is the best 

update. 

 

In figure 3.4 showing the flowchart of bat algorithm. 

 

Figure 3.5: Flowchart of Bat Algorithm[33]. 
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3.4.3  Applications of Bat Algorithm 

It has been used in almost every category of advance and ratings. Image processing, job 

selection planning, data mining, etc..[30]. Some application of bat algorithm[30][32][34]: 

• Continuous Optimization. 

• Combinatorial Optimization and programing. 

• Inverse Problems and Parameter evaluation. 

• Classification, Data Mining. 

• Fuzzy Logic and Other Applications.  

• Fuel arrangement optimization of reactor core. 

• Feature selection. 

• Application in multiple UCAVs. 

• Multilevel image thresholding. 

• Economic dispatch. 

• Image Processing. 

• Design of skeletal structures. 

• Design of a conventional power system stabilizer. 
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3.5 DC MOTOR 

3.5.1  The Electrical Part of Dc Motor 

The idea of a DC motor that comes from reinforcing bars has resistance and mutual 

inductance, a related degree of electrical driving force (emf at the rear) that was created 

in the reinforcement file[35], and connected to a reinforcement bar to carry a mechanical 

load system an electric motor so that the input voltage to drive a DC voltage is the output 

of a DC motor is an angle (θ) or speed (ω) 𝜃 , 𝜔𝑚 =
𝑑𝜃

𝑑𝑡
= �̇�  this is due to the angle 

according to Because of the additional time that the motor deals with this section until 

Kirchhoff's law of voltage (KWL) is adopted to circulate around the ring from left to 

right, so that the input voltage and voltage of stability and stability Table D solenoid and 

reverse voltage back in the motor and, therefore, KVL will be calculated, because this 

formula ∑ 𝑉𝑖 = 0 collecting voltage in one loop = 0 Thus, the equation will be calculated, 

because this formula 𝑉𝑖 − 𝑉𝑅 − 𝑉𝐿 − 𝑒𝑏 = 0 armature current within each element okru 

Stnost string and EMF deals with the torque of the engine Const ant speed. 

 

Figure 3.6: DC Motor Circuit Design [35]. 

 

 

Figure 3.7: DC Motor Electrical Mechanism of Work [36]. 
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V. Vemf, which deals with the engine rotational speed (̇�̇�) and the engine rotational speed, 

is called K. So 𝑉. 𝑒𝑚𝑓 = 𝐾𝜔𝑚 and ω its �̇� so the formula 𝑉. 𝑒𝑚𝑓 = 𝐾�̇� = 𝐾
𝑑𝜃

𝑑𝑡
and ωm 

is the conversion rate. The coil voltage is the winding factor obtained from the coil 

multiplier current, which coincides with the motor current, because the time series circuit 

and 𝑉𝐿 = 𝐿
𝑑𝐼𝑎

𝑑𝑡
and 𝑉𝑅 = 𝑅𝑎 𝐼𝑎 according to Ohm’s law, and this law will be 

compensation in the Kirchhoff voltage code, and it will create this formula: 𝑉𝑖 − 𝑅𝑎𝐼𝑎 −

𝐿
𝑑𝐼𝑎

𝑑𝑡
− 𝑘

𝑑𝜃

𝑑𝑡
= 0   The electrode must be isolated from the mechanical part and each part 

in KVL, when theta has a part of the equations inside its part as a mechanical part, because 

its processing theta is therefore related to Rotation, so the new formula will change due 

to a change in the side of the equation, and each section will be moved to the part that 

you are processing and to the formula (3.14). 

                                                   𝑉𝑖 − 𝑘
𝑑𝜃

𝑑𝑡
= 𝑅𝑎 𝐼𝑎 + 𝑙𝑎

𝑑𝐿𝑎

𝑑𝑡
                                              (3.14)  

Thus, the left side of the equation is shown as the mechanical part, which deals with the 

back EMF, and the right side of the equation is represented as the electrical part, and the 

equation must be transformed into the Laplace transform, which must be performed and 

implemented in MATLAB SIMULINK, Laplace transforms of equation (3.14) [37]. 

Table 3.2: Transformation of the electric element in the Laplace transform. 

Electrical element  Laplace Transform  

               R           R 

              𝒁𝑳              LS 

              𝒁𝑪              
1

𝐶𝑆
 

 

The resistance in the table above, which uses resistance and Z_L has resistance for the 

file, which converted its resistance to LS and Z_C from power, which turned into 
1

𝐶𝑆
  . 

This is a transformation of laws into a Laplace transformation, which must be 

implemented on the Matlab platform and converted to Laplace transform you should  to 

an understanding of this conclusion, as well as the basic principles [38] as follows: 
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𝑑

𝑑𝑡
= 𝑠 Thus, any conclusion for the period that must be converted to S (Laplace formula) 

∫ 𝑑𝑡 =
1

𝑠
Any integral part of time convertible to 

1

s
 

These formulas will be replaced by equation (1), creating a new formula as follows: 

                                          𝑉𝑖(𝑆) − 𝐾𝑆𝜃(𝑆) = 𝑅𝑎 𝐼𝑎(𝑠) + 𝐿𝑎𝑆 𝐼𝑎(𝑆)                            (3.15) 

Each element in the equation indicates that the derivative will be converted to (S), and 

the armature current is taken as a common factor for the file rotation. He must accept it, 

and it will create a new equation as follows: 

                                                  𝑉𝑖(𝑆) − 𝐾𝑆𝜃(𝑆) = 𝐼𝑎(𝑠)[𝑅𝑎 + 𝐿𝑎𝑆]                               (3.16) 

This equation has an electric current Ia (s) for use in a DC motor system by dividing both 

sides by [Ra + Las]. [47] This formula will lead to the following formula: 

                                                                  𝐼𝑎(𝑠) =
𝑉𝑖(𝑆)−𝐾𝑆 𝜃(𝑆)

𝑅𝑎+𝐿𝑎𝑆
                                              (3.17) 

The current engine was rated. In a DC motor, the electrical torque associated with the 

current must refer to the power source and to the calculation of the torque, from which 

we know the speed of the DC motor, because the torque is the same as the mechanical 

torque, and therefore I convert the formula[39]. 
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3.5.2  The Mechanical Part of DC Motor 

Figure 3.8: DC Motor Mechanical Torque [40].  

In the mechanical part, any part can rotate the moment of inertia (J) and has a part around 

the engine, called the friction coefficient (B). 

First, the current torque in a double multiplier with a double multiplier creates a new 

formula (3.18): 

                                                                           𝑇𝑒 = 𝐾𝑡 𝐼𝑎                                                                  (3.18) 

Current fittings for electric torque knobs and constant torque 𝐾𝑡 

The basic definition, depend on the derivation of a dynamic model of a DC motor, is 

mechanical equal torque[40]. 

Secondly, the mechanical moment Tm doubles the moment of inertia during double 

formation of theta over time, and also adds a coefficient of friction multiplied by its 

displacement, shown below in the formula (3.19): 

                                                                       𝑇𝑚 = 𝐽 
𝑑2 𝜃

𝑑𝑡2
+ 𝐵 

𝑑𝜃

𝑑𝑡
                                                   (3.19) 

Thus, if we take efficiency = 100%, now all electrical torque turns into mechanical torque, 

this proves that Tm = Te, and this completes the new equation in the form of a new 

formula (3.20): 

                                                                        𝐽 
𝑑2𝜃

𝑑𝑡2
+ 𝐵 

𝑑𝜃

𝑑𝑡
= 𝐾. 𝐼𝑎                                                 (3.20) 

J : moment of polarity inertia. 

B : damping constant. 

K : constant mechanical moment. 

TL : load torque 
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The parameters J, B and K vary from one motor to another depending on the motor size, 

current, etc. The above formula for J, B, K will be changed to prohibit the use of the 

circuit in MATLAB SIMULINK[41]. 

 Figure 3.9: Theoretical Block Diagram Design (Laplace Transform) for DC Motor System. 

Figure 3.10: DC Motor design in MATLAB SIMULINK.  

We will first generate a current, so we need the force VolVi (S) to enter the combination, 

and the comments will ultimately contain KS 𝜃(𝑆).To get this equation, we Vi(S)-KS 𝜃(𝑆) 

by 
1

𝑅𝑎+𝐿𝑎𝑆
 will be multiplied by Kt, because the current multiplied by k will change to 

Torque and accept the Laplace transform of equation (4), so we get this formula (3.21): 

                                                          𝑇𝑚(𝑆) = 𝐽𝑆 𝜔𝑚(𝑆) + 𝐵𝜔𝑚(𝑆)                                              (3.21) 

And the mechanical torque equation is the second or first derivative of speed, therefore, 

each 
𝑑𝜃

𝑑𝑡
= 𝜔𝑚 we can write either in 

𝑑𝜃

𝑑𝑡
 or 𝜔𝑚  and 𝜔𝑚(𝑆) [42]. 

                                                              𝑇𝑚(𝑆) =  𝜔𝑚(𝑆) [𝐽𝑆 + 𝐵]                                                   (3.22) 

From the torque, we get the speed, so the torque will double by 
1

𝐽𝑆+𝐵
, so in MATLAB 

SIMULINK the torque will double as compared to the previous mass above 
1

𝐽𝑆+𝐵
  , we 

will get speed and speed when making an integral part From this we get the angle. 
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                                                          𝜔𝑚(𝑆) =  𝑇𝑚(𝑆).
1

𝐽𝑆 + 𝐵
                                                        (3.24) 

                                                                    𝜔𝑚 =
𝑑𝜃

𝑑𝑡
                                                                            (3.25) 

                                                              𝜔𝑚(𝑆) = 𝑆𝜃(𝑆)                                                                      (3.26) 

                                                              𝜃(𝑆) = 𝜔𝑚(𝑆) ∗
1

𝑆
                                                                 (3.27) 

The parameter values that are used to model the DC motor system are listed in the table 

3.3 below: 

Table 3.3: DC Motor system Parameters on Matlab. 

Parameters            Value 

1- Mutual Inductance (L)                     0.5 H 

2- Motor Inertia (J)                   0.01 KG.𝑀2 

3- Resistance (R)                         1 

4- Motor Torque Constant (K)                        0.01 

5- Damping Coefficient (B)                       0.1 

 

These parameters must first enter this value in the MATLAB file in order to apply these 

values on the Matlab desktop to see what Matlab wants to do. 

Thus, MATLAB SIMULINK can take the values of a DC motor system from MATLAB 

Desktop to display as a symbol, as well as in MATLAB SIMULINK, when you want to 

communicate with it with symbols, because it also deals with these symbols, so we need 

the following To implement DC Motor in MATLAB SIMULINK: 

Step one: compare the results shown to us in the step. 

2)  Snake: In addition to adding DC motor parameters and performing an operation. 

3)  subtraction: react to feedback using the gain obtained from the parameters of the DC 

motor and the addition to generate speed. 
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4)  When we completed the design of the DC motor system in Simulink MATLAB, the 

DC motor system became a subsystem, and the external project described the input 

voltage and micrometer. The DC motor subsystem is shown below: 

 

Figure 3.11: The Outside Design of DC Motor System in MATLAB SIMULINK 
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4. SIMULATION MODEL 

 

4.1 PID WITH DC MOTOR 

The console PID application includes a selection of KP, KI and KD. These parameters 

must be set in such a way that the following properties are respected: the response speed, 

the alignment time and the corresponding speed override speed, each of which ensures 

the stability of the system. The (PID) controller is built in the Matlab Which is connected 

with the DC motor as shown in Figure 4.1 and is based on  KP, KI and KD values. It is 

the primary form of connection.  DC motor previously built in the MATLAB as shown 

in Figure 4.2. 

Figure 4.1: PID Controller with DC Motor in MATLAB. 

 

Figure 4.2: DC Motor Built in MATLAB 
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The main method for this purpose is based on trial and error methods that take time. There 

are different processes that are relatively different, integrated and differentiated. The 

responsibility of control technology is to adjust profits to reduce errors and dynamic 

responses. The function of the (PID) controller is defined like follows (4.1): 

                                                             𝐺(𝑠) = 𝑘𝑝 +
𝑘𝑖

𝑠
+ 𝑘𝑑𝑠                                               (4.1) 

(PID) control is a straight control methodology with no difficult control structure. And 

this type of controller works with the error signal, that is, the difference among the 

coveted output and the current output, and Creates a working signal that controls the 

installation. In the design of the PID controller, the number of KI is determined to achieve 

the destination error in a stable state. In the design of the PID console, KP, KI and KD 

are selected that are associated with a closed suspension system in less time and require 

a more period of test and error. As shown in Figure 4.3, the KP, KI and KD values used 

in the controller are ideal controller values.  

Figure 4.3: Block Diagram of a PID Controller 

 

The values KP = (17.9369594256607) and KI = (43.4547543224494), as well as the value 

KD = (-0.776867313011485). PIDs contain three basic terms. The operating signal 

corresponds to the error signal and integrated operation, in which the operating signal 

corresponds to the received traffic and time of the integrated error signal , wherein the 

operating signal corresponds to the time derivative of the error signal. 
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4.2 PID CONTROLLER WITH PSO ALGORITHMS  

The PSO algorithms are used by the PID controller to discover the best parameters of the   

DC motor speed control system. The (PID) system appears with the PSO algorithms.  

Figure 4.4. 

 

  

Figure 4.4: Schema A PID Control Block with PSO Algorithm. 

 

The performance characteristics of the control system are low and become unstable if 

incorrect values are used for the control parameters in the console. For this reason, the 

parameters of the console must be adjusted to obtain good control characteristics with 

correct adjustment constants. Unlike conventional methods in which unsuitable particles 

are excluded and cost-effective particles are often produced, the coupling groups allow 

us to use the same position in the optimum solution. The Eith molecule consists of the 

best particles taking different positions on the surface of a hypothetical sphere in the first 

particle position, the radius of the Euclidean distance between this and the best particles. 

Each time the molecule obtains a new region, the best particle is updated by comparing 

the corresponding costs to these positions with the best-predetermined value of the 

particle. It is also assumed that, at a given moment, the best particle is "scattering" around 

the remainder of the mass and leads to the formation of a "gravity cone" with axes 

connecting the best particles of the mass and the rest of the population. The angle is drawn 

by the vector optimally binds the Eith particle, while the retainer that binds the Eith 

particle to it is present and next places is in new degrees. In the proposed PSO method, 

each particle contains three P, I and D members. This means that the search field is in 

three dimensions and that the particles must "fly" in three-dimension dimensions. KP, KI 
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and KD values obtained using the optimization equation are ideal values for the 

controller. 

Kp= 9.20701585098555. 

Ki= 8.27067408518599. 

Kd= -0.009145 

Figure 4.5 shows a block diagram of a PSO-PID control system. 
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Figure 4.5: The Flowchart of the PSO-PID Control System. 

 

4.3 PID CONTROLLER WITH BAT ALGORTHIM 

The PID controller uses bat algorithms to find the optimal parameters for the DC motor 

speed control system. The PID structure with bat algorithms is shown in Figure 4.6. 
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Figure 4.6: The Block Diagram PID Controller with Bat Algorithms. 

The optimal settings (KP, KI, KD) can be found using the Beta algorithm using the hybrid 

tuning method, where the initial parameters are determined using the Ziegler-Nichols 

algorithm. In this simulation, as shown in Figure 4.7. 

 

    

  

 

 

  

 

  

   

 

 

 

Figure 4.7: Bat Tours. 

There are n nodes for KP, KI and KD, the start node and the end node. By default, a bat 

starts at the start node (S) and ends with a round at the end node (D). Each round in Virtual 

Bat represents a cost function (performance indicator) for a set of parameters (KP, KI, 

KD). The initial population of bats consists of bats scattered randomly across n nodes. 

Configure the capacitance (𝐴𝑞), heart rate (𝑅𝑞), frequency (𝐹𝑞), and speed (𝑉𝑞) of the 

KP KI KD 

S 
D 
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𝑄𝑡ℎbits. BAT algorithm will determine the optimal values of the controller to work on 

the control of the DC motor and give the best results while reducing the error rate and 

increase the angular speed of the DC motor. The values given by the bat algorithm are 

values (KP, KI, KD). Where the values of  Kp= 9.39794667682832 , Ki= 

8.21698845205234 and Kd= -0.69345. These values are the values for the binary 

controller using the bat algorithm. 
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5.  ANALYSIS OF SIMULATION RESULTS AND DISCUSSION 

 

The use of the proportional integral derivative (PID) controller with optimization 

algorithms such as (PSO) algorithm and bat algorithm (BA) are an attractive solution for 

the DC motor, which improves the characteristics of the DC motor and increases its 

efficiency. Through the MATLAB platform, these models are designed and implemented. 

5.1 PID CONTROLLER WITH DC MOTOR 

The results were obtained in accordance with the MATLAB base system used and applied 

in the DC motor system, and the results are verified and verified for the proportional 

integral derivative (PID) controller. To test this control unit, which has been improved 

for the DC motor system, the numbers below describe the overflow, the time, and the 

steady state error following: 

 

 

Figure 5.1: The General Curve for PID Controller with DC Motor System with Unit Step by 

Scope in MATLAB. 
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Figure 5.2: The Overshoot Curve for PID Controller with DC Motor System by Scope in 

MATLAB. 

figure 5.2 describes a proportional_integral_derivative (PID) Controller that was stopped 

at 1.0924 to calculate the mathematical data for this override and represents the difference 

between the maximum override and the steady state (at any time when the curve is set) 

Mathematical calculation (5.1) will take the following law: 

                                                              𝑀𝑃 =
𝑦𝑝−𝑦𝑠𝑠

𝑦𝑠𝑠
∗ 100%                                               (5.1)               

figure 5.3 shows the value of yss, which is considered to be a constant value, since there 

are no changes, so this value is included in the maximum of the overridden rule, as 

indicated above. 

𝑀𝑃 =
1.0924−0.9997

0.9997
∗ 100%  

𝑀𝑃 = 9.267% 

This value indicates the maximum deviation of the (PID) controller that is applied to the 

DC system of the motor. 
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Figure 5.3: The Steady State Error Curve for PID Controller with DC Motor System by Scope 

in MATLAB. 

The Math calculation (5.2) of steady state error for proportional_integral_derivative 

(PID) controller. 

𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 (𝑒𝑠𝑠) = 1 − 𝑦𝑠𝑠 = 1 − 0.9949 = 0.0051                               (5.2) 

 

Figure 5.4: The Rising Time Curve for PID Controller with DC Motor System by Scope in 

MATLAB. 
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figure 5.4 shows the time during which the control curve of proportional_integral 

_derivative (PID) rises, representing 90% of the upper value at the beginning of the curve 

and stabilizing at the level of 0.4804, as shown in the figure above. 

5.2 PID CONTROLLER USING PSO ALGORITHM WITH DC MOTOR 

Results were obtained according to the MATLAB base system used and applied in the 

DC motor system. The PID was used with the particle swarm optimization (PSO) 

algorithm to improve and enhance the DC motor and obtain results that could be better 

for working with the DC motor.  the numbers below describe the overflow, the time, and 

the steady state error following: 

 

Figure 5.5: The General Curve for PID Controller Using PSO Algorithm with Dc Motor 

System with Unit Step by Scope in MATLAB. 
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Figure 5.6: The Overshoot Curve for PID Controller Using PSO Algorithm with Dc Motor 

System with Unit Step by Scope in MATLAB. 

Figure 5.6 describes a proportional_integral_derivative (PID) Controller with (PSO) 

algorithm that was stopped at 1.0183to calculate the mathematical data for this override 

and represents the difference between the maximum override and the steady state (at any 

time when the curve is set). By using eq (5.1) we will calculate maximum deviation of 

(PID) controller with (PSO) algorithm 

𝑀𝑃 =
1.0183−0.9999

0.9999
∗ 100%  

𝑀𝑃 = 1.780 

This value indicates the maximum deviation of the PID controller with PSO algorithm 

that is applied to the DC system of the motor. 
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Figure 5.7: The Steady State Error Curve for PID Controller with PSO Algorithm for DC 

Motor System by Scope in MATLAB. 

by using eq(5.2) we will calculate the steady state error for proportional_integral 

_derivative (PID) controller with (PSO). 

𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 (𝑒𝑠𝑠) = 1 − 𝑦𝑠𝑠 = 1 − 0.9999 = 0.0001 

 

Figure 5.8: The Rising Time Curve for PID Controller with PSO Algorithm for DC Motor 

System by Scope in MATLAB. 
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Figure 5.8 shows the time during which the control curve of proportional integral 

derivative (PID) with (PSO) rises, representing 90% of the upper value at the beginning 

of the curve and stabilizing at the level of 1.38(sec), as shown in the figure above. 

5.3 PID CONTROLLER USING BAT ALGORITHM WITH DC MOTOR 

Results were obtained according to the MATLAB base system used and applied in the 

DC motor system. The proportional integral derivative (PID) was used with the bat 

algorithm to improve and enhance the DC motor and obtain results that could be better 

for working with the DC motor.  the numbers below describe the overflow, the time, and 

the steady state error following: 

 

 

Figure 5.9: The General Curve for PID Controller Using Bat Algorithm with Dc Motor System 

with Unit Step by Scope in MATLAB. 
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Figure 5.10: The Overshoot Curve for PID Controller Using Bat Algorithm with Dc Motor 

System with Unit Step by Scope In MATLAB. 

 Figure 5.10 describes a PID Controller with bat algorithm that was stopped at 1.0375 to 

calculate the mathematical data for this override and represents the difference between 

the maximum override and the steady state (at any time when the curve is set). By using 

eq (5.1) we will calculate maximum deviation of (PID) controller with bat algorithm 

𝑀𝑃 =
1.0375−0.9998

0.9998
∗ 100%  

𝑀𝑃 = 3.7707 

This value indicates the maximum deviation of the( PID) controller with bat algorithm 

that is applied to the DC system of the motor. 
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Figure 5.11: The Steady State Error Curve for PID Controller with Bat Algorithm for DC 

Motor System by Scope in MATLAB. 

 

by using eq(5.2) we will calculate the steady state error for proportional integral 

derivative (PID) controller with (BA). 

𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 (𝑒𝑠𝑠) = 1 − 𝑦𝑠𝑠 = 1 − 0.9998 = 0.0002 

Figure 5.12: The Rising Time Curve for PID Controller with Bat Algorithm for DC Motor 

System by Scope in MATLAB. 
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Figure 5.12 shows the time during which the control curve of proportional integral 

derivative (PID) with (BA) rises, representing 90% of the upper value at the beginning of 

the curve and stabilizing at the level of 1.36(sec), as shown in the figure above. 

5.4 COMPARISON BETWEEN PROPORTIONAL INTEGRAL DERIVATIVE 

(PID) WITHOUT ALGORITHMS AND (PID) WITH ALGORITHMS 

The figures below describes the final figures, and it’s the comparison between 

proportional integral derivative (PID) controller and when the proportional integral 

derivative (PID) controller used optimization algorithms. 

 

 
Figure 5.13: Comparison in Angular Speed Between PID Without Algorithms and PID Within 

Algorithms 
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Figure 5.14: Comparison in Error between PID Without Algorithms and PID Within 

Algorithms. 

 

 

Table 5.1: The final Results between PID and PID-PSO and PID-BAT. 

 

Control Method PID PID-PSO PID-BAT 

Overshoot % 9.267%  1.780% 3.7707% 

SteadyState Error 0.0051 0.0001 0.0002 

Rising Time 0.48 (sec) 1.38 (sec) 1.38 (sec) 
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6.  CONCLUSION 

The system we created is a DC motor. The system was created using MATLAB 

SIMULINK. For their design, we used basic tools and a mathematical model, and also 

converted flaps, which we used to convert all equations into blocks, because MATLAB 

SIMULINK does not accept equations that are not related to the transformation and the 

Laplace model. Mathematics is similar to the model used in ordinary papers, and we used 

the PID in accordance with the scale factor (Kp = 17.936 and Ki = 43.454, Kd = -0.776). 

These values were tested and calculated based on volume factors based on previous 

studies. The highest yield was given (9.267%) and a linear rate (0.0051). These results 

are not ideal for a DC motor to work better. For best results, PID optimization algorithms 

were used. PSO and BA algorithms were used. A comparison was made between PSO 

and BA characteristics to improve the PID control used to control the speed of a DC 

motor. It got out to set up a console with the parameters of the PID controller signal, 

which is based on some of the criteria applied to the input signal of the block of the DC 

motor of the reference tone of the signal. It was found that skip, rise time and errors 

stabilized using MATLAB while simultaneously analyzing the output signals. Manual 

tuning is performed using MATLAB and SIMULINK. At the beginning of the study used 

manual tuning of DC motors. Then PSO and BA improve the PID controller used in the 

DC motor. Compared with exceeding the maximum, the height in time and the error of 

the fixed state. The maximum Overshoot in the PSO algorithm was (1.780%), the climb 

time (1.38 sec) and the SteadyState Error (0.0001), the maximum Overshoot in the bat 

algorithm was (3.7707%), the rise time (1.36 sec) SteadyState Error (0.002) These results 

show that the PSO algorithm with a microcontroller (PID) is better than the bat algorithm 

in improving and improving the DC motor. 

In future work, I would recommend anyone who wants to complete thesis is to use another 

optimization techniques methods (algorithms) like glowworm swarm optimization 

algorithm (GSO) or cat swarm optimization algorithm(CSO) I think it will  give best 

results. 
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APPENDIX A 

CODES 

 

A.1  DC MOTOR PARAMETERS IN MATLAB CODE 

clc; 
clear all; 
close all; 
%Parameters of DC Motor 
L=1;%Mutual Inductunce (H) 
J=0.02; % Motor Inertia 
R=1.5;%Resistance of Armeture 
Kt=0.01;%Motor Torque constant 
Kb=0.02; 
B=0.2;% Damping coefficient 

  

A.2  PSO ALGORITHMS  
 

 

clear 
clc 
%Parameters of DC Motor 
L=0.5;%Mutual Inductunce (H) 
J=0.01; % Motor Inertia 
R=1;%Resistance of Armeture 
Kt=0.01;%Motor Torque constant 
Kb=0.01; 
B=0.1;% Damping coefficient 
n = 50;           % Size of the swarm " no of birds " 
bird_setp  =50;   % Maximum number of "birds steps" 
dim = 3;          % Dimension of the problem 

  
c2 =1.2;          % PSO parameter C1  
c1 = 0.12;        % PSO parameter C2  
w =0.9;           % pso momentum or inertia   
fitness=0*ones(n,bird_setp); 

  
                                       %-----------------------------% 
                                       %    initialize the parameter % 
                                       %-----------------------------% 

                                        
R1 = rand(dim, n); 
R2 = rand(dim, n); 
current_fitness =0*ones(n,1); 

  
                                 %------------------------------------

------------% 
                                 % Initializing swarm and velocities 

and position % 
                                 %------------------------------------

------------% 

                                  
 current_position = 17*(rand(dim, n)-0.5); 
% current_position = 50*(rand(dim, n)); 
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velocity = .3*randn(dim, n) ; 
local_best_position  = current_position ; 

  

  
                                 %------------------------------------

-------% 
                                 %     Evaluate initial population           

%            
                                 %------------------------------------

-------% 

  
for i = 1:n 
    current_fitness(i) = NOR_Tunning(current_position(:,i));     
end 

  

  
local_best_fitness  = current_fitness ; 
[global_best_fitness,g] = min(local_best_fitness) ; 

  
for i=1:n 
    globl_best_position(:,i) = local_best_position(:,g) ; 
end 
                                               %-------------------% 
                                               %  VELOCITY UPDATE  % 
                                               %-------------------% 

  
velocity = w *velocity + c1*(R1.*(local_best_position-

current_position)) + c2*(R2.*(globl_best_position-current_position)); 

  
                                               %------------------% 
                                               %   SWARMUPDATE    % 
                                               %------------------% 

                                                

             
current_position = current_position + velocity ; 

  
                                               %----------------------

--% 
                                               %  evaluate anew swarm   

% 
                                               %----------------------

--% 

                                                

  
%% Main Loop 
iter = 0 ;        % Iterations’counter 
while  ( iter < bird_setp ) 
iter = iter + 1; 

  
for i = 1:n, 
current_fitness(i) = NOR_Tunning(current_position(:,i)) ;     
end 

  

  
for i = 1 : n 
        if current_fitness(i) < local_best_fitness(i) 
           local_best_fitness(i)  = current_fitness(i);   
           local_best_position(:,i) = current_position(:,i)   ; 
        end    
 end 
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 [current_global_best_fitness,g] = min(local_best_fitness); 

   

     
if current_global_best_fitness < global_best_fitness 
   global_best_fitness = current_global_best_fitness; 

    
    for i=1:n 
        globl_best_position(:,i) = local_best_position(:,g); 
    end 

    
end 

  

  
 velocity = w *velocity + c1*(R1.*(local_best_position-

current_position)) + c2*(R2.*(globl_best_position-current_position)); 
 current_position = current_position + velocity;  

   
 sprintf('The value of interation iter %3.0f ', iter ); 

  

  
end % end of while loop its mean the end of all step that the birds 

move it  

                       

  
%              xx=fitness(:,50); 
%              [Y,I] = min(xx); 
%              current_position(:,I) 
kk=globl_best_position; 
K1=kk(1) 
K2=kk(2) 
K3=kk(3) 
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A.3   BAT ALGORITHMS  
 

 
function [best,fmin,N_iter]=bat_algorithm(para) 
% Display help 
 help bat_algorithm.m 
% Default parameters 
clc; 
clear all; 
close all; 
%Parameters of DC Motor 
L=1;%Mutual Inductunce (H) 
J=0.02; % Motor Inertia 
R=1.5;%Resistance of Armeture 
Kt=0.01;%Motor Torque constant 
Kb=0.02; 
B=0.2;% Damping coefficient 
%%%%%%%%%%%%PID Parameters%%%%%%%%%%%%%% 
% Kp=1; 
% Kd=1; 
% Ki=1; 
if nargin<1,  para=[20 1000 0.5 0.5];  end 
n=para(1);      % Population size, typically 10 to 40 
N_gen=para(2);  % Number of generations 
A=para(3);      % Loudness  (constant or decreasing) 
r=para(4);      % Pulse rate (constant or decreasing) 
% This frequency range determines the scalings 
% You should change these values if necessary 
Qmin=0;         % Frequency minimum 
Qmax=1000;         % Frequency maximum 
% Iteration parameters 
N_iter=200;       % Total number of function evaluations 
% Dimension of the search variables 
d=200;           % Number of dimensions  
% Lower limit/bounds/ a vector 
Lb=9*ones(1,d); 
% Upper limit/bounds/ a vector 
Ub=10*ones(1,d); 
% Initializing arrays 
Q=zeros(n,1);   % Frequency 
v=zeros(n,d);   % Velocities 
% Initialize the population/solutions 
for i=1:n, 
  Sol(i,:)=Lb+(Ub-Lb).*rand(1,d); 
  Fitness(i)=Fun(Sol(i,:)); 
end 
% Find the initial best solution 
[fmin,I]=min(Fitness); 
best=Sol(I,:); 
% ======================================================  % 
% Note: As this is a demo, here we did not implement the  % 
% reduction of loudness and increase of emission rates.   % 
% Interested readers can do some parametric studies       % 
% and also implementation various changes of A and r etc  % 
% ======================================================  % 
% Start the iterations -- Bat Algorithm (essential part)  % 
for t=1:N_gen,  
% Loop over all bats/solutions 
        for i=1:n, 
          Q(i)=Qmin+(Qmin-Qmax)*rand; 
          v(i,:)=v(i,:)+(Sol(i,:)-best)*Q(i); 
          S(i,:)=Sol(i,:)+v(i,:); 
          % Apply simple bounds/limits 
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          Sol(i,:)=simplebounds(Sol(i,:),Lb,Ub); 
          % Pulse rate 
          if rand>r 
          % The factor 0.001 limits the step sizes of random walks  
              S(i,:)=best+0.001*randn(1,d); 
          end 
     % Evaluate new solutions 
           Fnew=Fun(S(i,:)); 
     % Update if the solution improves, or not too loud 
           if (Fnew<=Fitness(i)) && (rand<A) , 
                Sol(i,:)=S(i,:); 
                Fitness(i)=Fnew; 
           end 
          % Update the current best solution 
          if Fnew<=fmin, 
                best=S(i,:); 
                fmin=Fnew; 
          end 
        end 
        N_iter=N_iter+n; 
end 
% Output/display 
disp(['Number of evaluations: ',num2str(N_iter)]); 
disp(['Best =',num2str(best),' fmin=',num2str(fmin)]); 
% Application of simple limits/bounds 
function s=simplebounds(s,Lb,Ub) 
  % Apply the lower bound vector 
  ns_tmp=s; 
  I=ns_tmp<Lb; 
  ns_tmp(I)=Lb(I); 

   
  % Apply the upper bound vector  
  J=ns_tmp>Ub; 
  ns_tmp(J)=Ub(J); 
  % Update this new move  
  s=ns_tmp; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Objective function: your own objective function can be written here 
% Note: When you use your own function, please remember to  
%       change limits/bounds Lb and Ub (see lines 52 to 55)  
%       and the number of dimension d (see line 51).  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function z=Fun(u) 
% Sphere function with fmin=0 at (0,0,...,0) 
z=sum(u.^2); 
%%%%% ============ end ==================================== 

 

 


