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Iris recognition systems has been getting increasing attention from researchers in both academic 

and industrial prospective. Picking the iris image using Near-Infrared camera makes the 

segmentation and feature extraction steps relatively easy task. On the other hand, in unconstrained 

environments the iris recognition systems becomes very important and widely considered. 

Recently, there are many published papers aim to develop new algorithms that can segment and 

recognize human iris templates in visible wavelength environments. The main problem of less 

constrained environments is that high error rate due to increasing number of noise sources in eye 

images, which leads to severe degradation in the segmentation process. As a result, the iris 

segmentation process has become a major issue in iris recognition, since most of the traditional 

iris segmentation techniques fail under such challenging conditions. In this thesis, we address both 

the segmentation and feature extraction steps of the iris recognition systems. Firstly, a new 

segmentation algorithm is proposed to handle iris images acquired in visible wavelength 

environments. The proposed segmentation algorithm decreases the degradation and noise by 
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starting to search from the most easily distinguishable region of the iris, which is the pupil. After 

that, the iris is localized accurately using a fast circular Hough transform. In addition, the methods 

which are most convenient are used to isolate the upper and lower eyelids and eyelashes from the 

iris region. Secondly, a new proposed recognition system is proposed. The proposed system has 

encouraging performance in terms of high recognition rates and a reduced number of elements of 

the feature vector. This reflects reliable and rapid recognition properties. In addition, some 

promising characteristics of the system are apparent since it can efficiently be realized with lower 

computation complexity. The proposed iris recognition method is a modified version of the 

classical iris recognition method, which usually consists of four steps: segmentation, 

normalization, feature extraction and coding, and matching. 

Keywords: iris recognition, iris segmentation, circular Hough transform, biometrics, feature 

extraction. 
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1. INTRODUCTION 

In this chapter, we introduce the related topics and definitions to our thesis main work. First, the 

biometrics are reviewed and explained including the types, properties, problems and categories. 

After that, the iris recognition systems (constrained and unconstrained) are described in Section 2. 

Section 3 summarizes the image databases that used to test the performance of iris recognition 

system.  

1.1 BIOMETRICS 

Biometric systems are used increasingly to recognize individuals and regulate access to physical 

spaces, information, services, and to other rights or benefits, including the ability to cross 

international borders. The motivations for using biometrics are diverse and often overlap. They 

include improving the convenience and efficiency of routine access transactions, reducing fraud, 

and enhancing public safety and national security [1].  

In modern terminology, biometrics is required where statistical methods try meet biological data. 

The main purpose of biometrics is to confirm the identity of individuals from intrinsic traits.  

Accurate identification is fundamental to many investigating and security services, such as;, 

information security, physical security, national security, contracts, financial transactions, criminal 

justice, public services and more. The need is increasing for a wide range and frequent identity 

verifications. For example, air passenger numbers are anticipated to double in the next 20 years 

along with a single identity fraud is also increasing year on year, while two older systems of 

identification, such as manual passport checks and computer passwords, are therefore under 

considerable questions [2]. Figure 1.1 shows some biometric examples. 

Biometrical authentication (or simply biometrics) is the process of making sure that the person be 

the exact claiming one. Authentication of identity of the user can be done in three ways:  

1) Something that person knows (password),  

2) Some code the person own (key, special card),  

3) Some property that the person has (fingerprints, footprint).  
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Biometrics may be based on anatomic uniqueness behavior of a person, that’s why it can be used 

for person identification. A unique characteristic can be used to prevent unauthorized access to the 

system with the help of some automated method of biometric control. Such control can be achieved 

by checking some unique physiological features or some behavior characteristics that identifies 

the person [3]. 

 

Figure 1.1: Biometric systems 

1.2 IDENTIFICATION VS. VERIFICATION  

There are two categories of Biometric Systems. They are identification and verification. 

Identification is known as the process that compares a present person to a biometric pattern or 

database. Verification is a process that validates a person’s ID by comparing his/her biometric data 

with already captured biometric data that is stored in a system. Identification is more complex than 

the verification process. Identification may generate a one to many matches, where verification 

generates a one to one match.  For example, a person uses biometrics at an airport. During the 

verification process the passenger would provide a smart card, (already programmed with his/her 

biometric data). When it is time for the passenger to be scanned, authorization would be verified 

against both the person and the smart card. This process is extremely straightforward and more 

easy to use. The identification process is more complicated. For example, take this same passenger, 

but this time he/she does not have a smart card. Figure 1.2 shows the steps of the verification 

process.  
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 Figure 1.2: A biometric system to show the enrollment and the identification steps [4] 

 

To decide what biological measures can represent biometrics? It is quite simple and obvious to say 

that any characteristic can serve as biometrics if it has the following desirable properties:  

1) Universality- something that each person has  

2) Uniqueness- some characteristics that separate this person from others, remembering that not 

all characters are suitable for biometrics. 

3) Permanence- biometric measurement for each person should be constant with time.  

4) Measurability (collectability) - easy to measure, no too much demandable time and costs.  

5) Performance- the method is speedy, accurate and robust.  

6) Acceptability- how people accept biometrics testing. 

7) Circumvention- how difficult it is to fool the system.  
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1.3 PHYSIOLOGICAL AND BEHAVIORAL BIOMETRICS 

Biometric identifying characteristics can be divided into two big groups: 1) Physiological 2) 

Behavioral. Though behavior biometrics is less expensive and less dangerous for the user, 

physiological characteristics offer highly exact identification of a person. Nevertheless, the two 

groups provide high level of identification than classical passwords and cards. 

1. Physiological Group of Biometrics:  

Physiological systems are considered to be more reliable as individual features of a person used 

by these systems, do not change by influence of psych-emotional state.  Physiological systems of 

identification deal with statistical characteristics of a person:  such as fingerprints, hand geometry, 

face recognition, iris recognition, DNA, palm print, etc. [5]. 

2.  Behavioral Group of Biometrics: 

Behavioral characteristics deal with some characteristics representing the behavior of a person, 

such as signature, gait, typing patterns. Note that most biometric traits are a mix of physical and 

behavioral characteristics. 

It should be also noted that biometric authentication can be defined as those technologies that 

measure and analyze human physical and behavioral characteristics for authentication. 

1.4 WHAT DOES BIOMETRICS MEAN? 

The term biometrics is initially derived from the Greek words bio meaning life and metric meaning 

to measure. Biometrics is a technological and scientific authentication method used in information 

assurance (IA). It is based on biology. Human biological information such as DNA or fingerprints 

is used in biometric identification to authenticate secure entry, data or access. It should be noted 

that several linked components are included for effective functionality of a biometric system. The 

biometric system can connect an event to a single person, whereas other ID forms, such as a 

personal identification number (PIN), may be used by anyone. 

A biometric system includes the following components and features: 
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1- A sensor that acquires data which may be obtained from human behavioral or physical 

characteristics, such as a fingerprint or retinal scan. An acquisition device, such as a microphone 

or scanner, is needed to capture the data. The sensor changes such data into a useful digital format 

via some software. 

2- A biometric template developed via the biometric system’s signal processing algorithms. Data 

is usually coded and encrypted for security purposes. The resulting coded templates are compared 

to the biometric system’s data storage using a matching algorithm. 

3- A decision process uses the matching results to decide [6]. 

4- Biometrics consist of the measurement and statistical analysis of a unique physical and 

behavioral characteristics of people. It is mainly applied in identification and access control. In 

biometric authentication, every person can be accurately identified by his or her intrinsic physical 

or behavioral characteristics. 

1.5 ADVANTAGES OF BIOMETRICS 

Day by day, biometric technology is becoming more popular with its applications all around the 

world. Biometric solutions are highly accepted by many government agencies, multinational 

organizations, institutions, banks, and hospitals just to name a few industries. The applications are 

growing rapidly in most life sectors including finance, banking, workforce, borders and most 

rapidly in applications of national identity. People and governments become more faith with 

modern biometric technologies rather than traditional security systems. Such uprising of biometric 

technologies is because of their special following advantages:  

1. Security 

There are millions of hacking incidents happening every year and our money constantly may be 

lost. So it is needed to use passwords with numbers, alphabets, symbols, etc. Biometric technology 

brings different types of solutions which are nearly impossible to hack unlike passwords. This is a 

great help for us, specifically for business owners who are fighting with security problems for a 

long time [7]. 

 

https://searchsecurity.techtarget.com/definition/biometric-authentication
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2.  Accuracy 

Traditional security systems mess up regularly costing us a big amount of time, money and 

resources. The most common security systems are passwords; personal identification numbers 

(PINs) and smart cards that are not always accurate. However, biometric works with your physical 

traits such as fingerprints, palm vein, retina amongst others that will always serve you accurately 

anywhere, anytime [7] [8]. 

3. Accountability 

Continuously, we are suffering from the highly-risky-problem of using our password or security 

number by other persons to hack our personal information. In case of biometric security, it needs 

our direct interactions to login or pass the security system which guarantees 100% accountability 

for all activities [7]. 

4. Convenient 

There are many handy tools to note down or to memorize every required password. None of these 

tools is convenient and can never ever beat the convenience of biometric solutions. Credentials are 

with us forever, so we don’t need to memorize or note down anything [7]. 

5. Scalability 

Biometrics are highly scalable solutions for all types of applications. Because of their scalability, 

biometric technologies are widely used in government projects, banking security systems, 

workforce management, etc. [9] 

6.  ROI 

Biometric solutions can provide best ROI compared to other security systems. The tracking of 

thousands of employees of a large company can be kept with just one biometric device/ software. 

On the other hand, huge resources are needed to be managed in order to accomplish the same job 

with more time and money [7]. 
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7.  Flexibility 

Biometric systems are the most flexible security solution. A person has his own security credentials 

with him. Therefore, he does not need to bother about memorizing complex password containing 

alphabets, numbers and symbols [7]. Figure 1.3 shows an example of smartcard. 

 

Figure 1.3: Flexible to reveal smartcard [10] 

8. Trustable 

It is noted that the young generations trust biometric solutions more than other solutions. Biometric 

secure systems have already been used in banks to enhance the security and for reliable 

accessibility for their customers [7]. 

9.  Save Time 

Traditional security solutions have many layers of hassles and interrogations, which become 

annoying and unbearable. On the other hand, biometric solutions are highly time conserving, that 

is we just need to put our finger on a device or look at a retina device to pass the system [7]. 

10. Save Money 

Accurate government services can be provided to the people with less cost via creating a national 

biometric database. Corporations are also adopting biometric systems for accurate information 

while saving both time and money. Any company can easily track its employees by adopting 

inexpensive biometric system [7]. Biometric security systems are called long-term commercial 

security solutions. Efficient, effective, and versatile, biometric security systems will keep business 

secure while saving you time, money, and resources. [11]. 
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1.6 TYPES OF BIOMETRICS 

In our human life, we can find many physiological and behavioral biometrics that already used to 

simplify our life. Physiological biometrics includes fingerprint, iris, face, palm vein recognition, 

where behavioral biometrics includes signature and voice recognition. For each biometric, there is 

different properties and flaws, Table 1.1 show the power and weaknesses of each one. In next 

paragraphs, we summarize the common types of biometrics:  

Table 1.1: The advantages and disadvantages of different biometrics 

 

 

 

 

 

 

 

 

 

 

1.6.1 Fingerprint Biometric 

Fingerprint recognition system is a biometric that is taken using a scanner for photograph of human 

fingertips. This photograph can record most of the characteristics of our fingers such as whorls, 

patterns of ridges, arches, minutiae and loops. The fingerprint is considered as one of the oldest 

biometrics since it is used from a long time. It is selected since it is very stable, reliable and secure 

biometric. For decades, many governments and law enforcement agencies are depending on this 

biometric to identify criminals. Nowadays, this biometric becomes more common and can be 

Biometric Uniqueness Permanence Collectability Performance circumvention 

Face L M H L H 

Fingerprint H H M H H 

Keystroke 

dynamics 
L L M L M 

Iris H H M H L 

Retina H M L H L 

Signature L L H L H 

Voice L L M L H 

Hand 

geometry 
M M H M M 

Hand vein M M M M L 

DNA H H L H L 
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found in many places such as banking systems, workforce management, electronic doors … etc 

[12]. Figure 1.4 shows sample images of the human fingerprint and the devices that can read it. 

 

 

Figure 1.4: Samples device and images of human fingerprint 

1.6.2 Face Biometric 

The face is another popular biometric that has been used in many applications. It is a technique to 

record human face images using a good resolution camera and the analyses the facial 

characteristics that can be any feature on face such as distance between eyes, nose size, mouth 

characteristics, and other face edges. These measurements are broken into facial planes and 

retained in a database, further used for comparison. After that a template is created and stored on 

a database for each person [12]. 

There are many features for the face biometric such as it considers as a passive biometrics since it 

does not require any person cooperation. Moreover, it is highly complex technology and largely 

software based, Figure 1.5 shows face recognition stages . The most good advantage is that picking 

the biometric by “hands-free” and a user’s identity is confirmed by simply staring at the screen. 

The main weakness of face biometric is that it is more suited for authentication than verification. 

 

Figure 1.5: An example of how the face template can be extracted [13] 
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 1.7 IRIS RECOGNITION SYSTEMS 

In this section, we describe the features and anatomy of the human eye, after that, an introduction 

to the iris recognition systems and its main steps are viewed. At the end of this section, the 

unconstrained iris recognition system is defined. 

1.7.1 Human Eye Anatomy 

The eye structure consists of iris, cornea, pupil, lens and sclera. The eye system works like digital 

camera. The important parts that we should dealing with when the iris recognition system works 

are iris and pupil. The human iris has many colors like brown, blue, green etc. The responsibility 

of the iris is to control the amount of illumination enters to the eye and reaches the retina part. The 

pupil is the black ring in the middle of iris that adjust the light. If the pupil is small, this means that 

there is small amount of illumination enters. Figure 1.6 describes the parts and regions of human 

eye. [14] 

 

Figure 1.6: Human eye anatomy [15] 

Iris has a single model for each person that encloses the pupil part. It stays with a person during 

all his life without any changing and affecting. The iris description system has significantly 

numerous accuracy and reliability than the other biometric techniques; therefore, it is utilized to 

detect the identity of humans [16]. The iris internally structure has a complex structure, to represent 

the characteristics of iris images that need challenges study to discover a new technique for finding 

iris characteristics. Figure 1.7 describes the parts and regions of human iris. 
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Figure 1.7: Human iris anatomy [17] 

In addition to authenticity (reliability) and accurately for iris recognition, it possesses a safety and 

more security to use from other biometrics. [18].  

1.7.2 Iris Recognition  

Recently, because of the highest precision and protection, the iris recognition system obtained 

more attention in different fields by utilizing industrial, security, borders, ATM banking systems 

and medical domains, etc. Iris recognition is a biometric system that handles the human iris images 

for authentication and identification purposes. The stability of the iris enables the researchers to 

develop iris recognition techniques that able to extract the iris texture from iris image under 

different conditions [19]. The iris recognition systems have many features: accurate, reliable, 

uniquely, and stable along with human life.  Therefore, it considered as a more robust system than 

the other biometric techniques [20].    

Iris recognition system performs great significant functions in several mission-critical utilization 

like control, Identification card, border passage, and miss children ID, etc. The iris pattern is 

randomly organized and sporadically formed in the internal structure. Therefore, the human iris is 

uniquely even for the twin which makes it an ideal option to detect the similarity among two-

persons [21].  

In iris recognition systems, the iris images are captured using the near-infrared imaging systems. 

This is because Near-infrared illumination can work within multi iris surfaces, and detects the 

intricate textile specifics, which are existing even in dim-colour iris [22]. 
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Iris recognition is becoming a common field of study in the earlier decade. It represents a 

significant purpose to recognize and identify individually given an enormous database. Two 

difficulties are faced while improving iris recognition scheme, first the dynamic size for iris area, 

which is caused by matching directly to become infeasible. The second, the different angles of the 

head during the iris capturing which causes the capturing of the iris image with adding noises and 

un-circular shapes. Despite of these challenges, there are many automated iris recognition systems 

which have been developed over last years using different approaches. Iris identity recognition 

systems are mostly used in real time to authenticate an individual. Therefore, a rather quick 

processing speed is needed in order to fulfil the real time requirement [23]. 

 

Figure 1.8: The steps of the iris recognition system 

 

1.7.3 UNCONSTRAINED  

Constrained iris images was taken by including near infrared conditions that NIR is lighting origin 

for detecting the iris textile easily and a constant closing space for all images between the camera 

and iris. Therefore, the precision of the ideal iris recognition is reduced the significant. Recently, 

the proposed unconstrained iris is an improvement that is taking different datasets in un-ideal 

environments. However, the unconstrained iris recognition can be taking the human iris images in 

different positions from the camera devise. Un-ideal iris images are used the visible wavelength 
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lighting origin instead of the NIR lighting. Unconstrained can obtain iris images from a mobile or 

digital camera because they are used visible wavelength lighting also [24].  

Unconstrained is considered the new biometric protection sets, demanding which the biometric 

schemes perform under unconstrained conditions by developing difficult circumstances. It needs 

challenges algorithms to reach the best accuracy and high performance [25]. 

Recently, researchers interesting have concentrated on iris recognition system that has condition 

images like disgraced during an off-axis image, blur the image, lighting variations, occlusion 

image, and noise image. If the iris images are taking in a limited cooperative at either a distance 

position or taking image while moving that is unconstrained iris images has become very 

challenging to recognize. Furthermore, there are various effects on the iris image. Like brightness 

difference, inadequate focus, putting lenses and putting glass that becomes very meaningful. The 

performance has affected by the efficiency and the correctness the localization level to get the best 

results in iris recognition [26]. Using the visible spectrum to take iris textile (texture) introduce 

more challenges to gain the textile characteristics from iris images. 

Unconstrained iris has unideal conditions like take images in a movement and a distance that need 

lots of effort to detect the iris. Iris images that capture in the ideal case is easy to detect rather than 

that taking in non-ideal cases. Hence, unconstrained increase and supply the dataset high quality 

for iris images that make the researches more powerful to solve the problems [27]. Figure 1.9 

shows samples of iris image that difficult to perform segmentation. 

 

Figure 1.9:  shows samples 
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1.8 IRIS RECOGNITION STEPS  

First Step: Segmentation  

 

In general, image segmentation expression indicates the partition of an image into a group of 

meaningful parts of it. Forests of a satellite image, crops and urban areas, and eye iris are examples 

on such important regions in images [28]. In other words, the goal of image segmentation is to 

bunch pixels into salient image regions, i.e., regions corresponding to individual surfaces, objects, 

or natural parts of objects. There are many applications for image segmentation; such as feature 

extraction, compression of image, editing of image and database look-up of image [29]. In iris 

recognition systems the segmentation of the iris is very important since it determines the region 

that will be handled on next steps. Therefore, iris segmentation is considered as one of the most 

significant steps in iris recognition systems.  

In iris recognition operation, the initial step is to separate the area of iris as shown in figure 1.8. 

The iris area can be isolated by two rings, the first ring is for the pupil (inside iris boundary) and 

the second one is for the sclera (outside iris boundary) [30], after that the noise regions should be 

removed from the segmented region. 

The main steps are started by localizing the candidate region of iris or directly localize it using a 

certain method. After that we should omit the unimportant parts, like the pupil, the slice outside 

the iris, eyelids, eyelashes and skin [31]. The iris area is usually enclosed by the top-down 

limitations (i.e, eyelids and eyelashes). Segmentation of iris steps can generally be shown as in 

Figure 1.10.  

The Detection of inner boundary circle and outer boundary circle can simply be accomplished 

using Canny edge detection [32] followed by a Hough Transform method. Hough Transform is a 

standard computer vision algorithm that can be used to determine the simple geometric objects 

existing in an image; such as lines and circles [33]. 
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Figure 1.10:  The general steps of iris segmentation                                

Determining iris region. 

Determining a suitable iris area is the first significant source of inaccuracy in iris segmentation. 

Iris detection errors belongs to the high local contrast which reflects some non-iris regions. These 

non-iris regions (the sources segmentation errors) may include eyebrow, eyelashes, frame of 

glasses and white regions that are caused by the luminance on skin behind eye region. Thus, to 

avoid such segmentation errors, unimportant non-iris areas must be perfectly excluded before 

starting the segmentation step. In that sense, in order to avoid the errors as well as to reduce the 

time of processing of segmentation step, the iris image must be segmented correctly into three 

areas; skin, iris and sclera areas [34].            

 

In some work, iris recognition is called localization instead of determining iris recognition. The 

iris is localized and the unimportant parts (e.g. eyelid, pupil, etc.) are removed from the original 

image. Localization the iris is an annular portion between the pupil (inner boundary) and the sclera 

(outer boundary). Both inner and outer boundaries of a typical iris can be approximated by two 

circles [35]. These boundaries have been determined as shown in Figure 1.11. The resulting zone 

in Figure 3 can be used characterize and processes each eye iris [36]. 

Input the eye image 

Finding the outer and 

inner iris boundary 

using CHT 

Detecting and 

removal of noise 

using linear Hough 

Segmented image 



 16 

 
 

Figure 1.11:  iris image after determine two boundaries   

Detecting Edges of the Image. 

Detection of edges can be accomplished by many algorithms. In this work, the popular canny 

detection technique has been utilized. It is the more effective one for detecting edges. This 

technique is used to find fast and slow variances for gray scale in all images. This technique has 

best capacity to detect and find pixels in gray scale for digital image processing [37]. Canny edge 

detection has been used to detect iris circle and pupil circle from the iris database images. 

Approximate-to-exact results have been obtained for the detection of iris and pupil circles from 

the iris images [38]. 

In the next stage, after accomplishing the detection of the two circles, it is needed to save six 

values; namely, both radiuses of the two rings with the x-axis and y-axis coordinate values of two 

centers. To find an edge map by canny detection, horizontal gradient inputs is only required [39]. 

Other task for Canny detection is the marking out the inner circle to separate the iris image from 

the pupil [36].  Canny detection is considered as one of the techniques applied in shape recognition 

and is used, in addition, to find a wide-range edges by applying a multi-operation steps in image 

processing.  Figure 1.12 shows the edge detection steps via canny detection technique. These steps 

are as follows: 

1. Smoothing of the iris image by de-noising or de-blurring. 

2. Finding strength and orientation of edges. 

3. Thin edges across the image are achieved using directional non-maximum suppression. 

4. Performing hysteretic-threshold to result in corrected edges over all images. 
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Figure 1.12: steps of canny edge detector 

1) Image smoothing 

 

The initial stage for canny detector is the smoothing of image. This stage is applied to reduce or 

remove the noise form images by de-blurring. In order to have a predefined image, pixel values of 

the input image can be convolved with predefined operators. This operation is used either for de-

noising or for producing a minimal pixelated images. The best method to reduce the noise that 

cause false edge detection is to convolve the original image with Gaussian filter [40]. Gaussian 

filter, therefore, is used in order to achieve smooth results via de-noising.     

 

A Gaussian filter is a discrete version of the 2-dimensional function given by: 

2) Finding the Gradient   

 

In an image, Canny detector is dedicated for best detection of all edges with gray level alteration. 

The areas containing all those edges can be determined using gradients of that image.  After that, 

the results of image smoothing stage is convolved with 3x3- size Sobel operator. Such operator (as 

discrete differential operator) is used to produces a gradient image. The edge strength of each pixel 

obtained from the above equation is used in the next non-maximum suppression stage. Edge 

orientations can be calculated at four corners; like (0, 45, 90, 135) degrees before moving to the   

non-maximum suppression step [13]. 

3) Non-maximum suppression  

 

The Non-maximum suppression stage is carried out with the magnitude edge images to find out a 

local edge point with maximum strength in direction of gradient [41]. It is the process of converting 

𝐺𝜎(𝑥, 𝑦) =
1

2𝜋𝜎2
exp (− 

(𝑥2 + 𝑦2)

2𝜎2
 ) 

(1.1) 

Image 

smoothing 

Calculation of 

edge strength and 

direction 

Non-

maximum 

suppression 
Thresholding 
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the blurred edges in an image of the gradient magnitudes to have sharp edges. Basically this is 

accomplished by preserving all local maxima in the gradient image while deleting everything else. 

The algorithm for each pixel in the gradient image is applied as follows:  

1. Rounding of the gradient direction θ to nearest coordinate. An 8-connected neighborhood is 

used.  

2. Comparing the current edge strength of the pixel with the edge strength of both pixels in the 

positive and negative gradient direction.  

3. If the edge strength of the current pixel is largest; then the value of the edge strength is preserved. 

Otherwise, the value is suppressed [40].  

4) Double thresholding 
 

The edge-pixels remaining after the previous stage are marked with their strength pixel-by-pixel. 

Some of these pixels are correct edges, but some others may appear due to noise effect or color 

variations. Double thresholding is the best method to differentiate these two sets of pixels. The 

edge pixels are classified into three sets depending on the threshold (high and low) values; edge 

pixels that are stronger than the high threshold are marked as strong, those which are weaker than 

the low threshold are concealed and finally, edge pixels between the two thresholds are marked as 

weak [33]. In another words, double thresholding is used to distinguish between two edge sets; 

maintaining the strong true edges while omitting the false [41].  

Applying Circular Hough transform to find iris. 

Hough transform is an algorithm presented by Paul Hough in 1962 to detect lines or circles 

contained in a particular shape in digital images [42]. The classical Hough transform is a standard 

algorithm used to detect lines and circles. Its application is spread over many computer vision 

problems as most images contain boundaries which can be altered to regular curves. It can be used 

after applying the Canny edge detection technique on the images. This algorithm is very efficient 

for finding the iris from an image because it works even with the presence of noise and performs 

well even when a large amount of the circle is hidden [43]. The main advantages of Hough 

transform technique are that it can fill the gaps in the boundary edge pixels resulting from an edge 

detector and unlike edge detectors, it is relatively a noise-immune operation [30]. In iris 
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recognition, the circular Hough transform turns to be dominant for determining both radius and 

center coordinates of pupil and iris regions [44].  

 

Hough transform technique works on the basis of parametric equations. An iris detection strategy 

based on circular Hough transform and linear Hough transform methods is to be described. First,  

the inner and outer boundaries of the pupil in iris image are detected. Then, a linear Hough 

transform can be applied for de-noising, i.e., removing eyelids and eyelashes in the iris image.  The 

equation of the circle is given by 

     (x- a)2 + (𝑦−𝑏)2 = 𝑟2                                                                                              (1.2) 

As it can be seen the circle to get three parameter r, a & b, where a & b are the center of the circle 

in the direction x & y, respectively and r is the radius.  

The parametric representation of the circle is  

𝑥 = a + 𝑟 cos 𝜃                                                                              (1.3) 

                                        𝑦 = b + 𝑟 sin 𝜃                                                                                          (1.4) 

Also, the equation of the line is  

𝑟=𝑥 cos 𝜃 + 𝑦 sin 𝜃                                                                        (1.5) 

where, r = distance between the line and the origin, Ѳ = angle of that distance vector. Figure 1.13 

shows the result of the application of Hough Transform on an iris image after using Canny edge 

detector [45, 46]. 

   

                                 
 

Figure 1.13: (a) Upper and Lower Search Regions of the Iris Image. (b) Upper and Lower Eyelids 

Detection 

Localizing and removing the pupil: 

As shown in Figure 1.13, unimportant parts such as eyelids, pupil and others in the original image 

must firstly be removed. Then, only the iris image itself is localized in black rectangle while all 
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images is resized into a single predefined size in order to decrease the distortion due to variance 

of the pupil and to obtain an approximate scale invariance [42]. 

Removing the other noises (eyelids and light speculation): 

There are two major of noise effects in iris images (eyelashes and eyelids). These kinds of noise 

have ability to change the accuracy of recognition of iris system. The application of Hough 

transform operation may be extended to the detection the circular noise regions and the linear noise 

areas in iris image.  All those detected noise areas in Figure 1.14 can be removed to achieve that 

in Figure 1.15 [47]. 

 

  

    Figure 1.14: Detecting the noise in the original image 

 

Figure 1.15:  Iris image after removing the noise 

There are many kinds of noise which must be removed from iris images. Eyelids are one factors 

that can be observe relevant parts especially in top and down regions [48].  Another source of noise 

is the eyelashes. They appear either isolated or multiple. If isolated, it appears as a very thin dark 

line in the iris region. The existence of multiple eyelashes in the iris regions generates uniform 

darker lines. Also, strong reflection regions have a high density that affects directly the iris image 

causing illuminated pixels in the iris image.  In addition, the weak reflection regions with a low 

density can affect some parts of the iris image. But this kind of reflection has lower intensity values 

than the previous ones and can correspond to a wide range of objects that the user is surrounded 

by [42]. Finally, in non-cooperative iris recognition, most of errors to take an iris images are to 
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belong to the user if have no experience to capture iris images [49]. In a consequence, most of iris 

images have an error for capturing that caused some noise of images [34].  

Second Step: Normalization: The second stage after segmentation, which transform the iris 

area to fixed area in order to make a comparison among all iris images. After the segmentation 

step, the dimensional variances between iris images results are not equal.  

This process is transforming all iris images to rectangular by using these equations: Equation (1.6) 

and (1.7)  

 X1 = x + r * cos (F)                                                                                               (1.6)  

Y1 = y + r * sin (F)                                                                                                 (1.7) 

Where, (x, y) are the coordinates of centre of the circle. 

(x1 , y1) are the coordinates of pixel of rectangular image, r is a radius of iris circle that varies 

from inner to outer boundary of iris image and  F is an angle of that varies from 0 to 360  [50]  

Normalization step converts from Cartesian to Polar coordinate for each pixel in the iris image.  

The polar is represented the normalization to a constant measurement quadrangular shape. Shows 

Figure 1.16 and 1.17 [51]. 

Due to the illumination variating and changing of the camera-to-eye distance that caused the iris, 

images are taken from several persons in a different size or the same person. 

Normalization is produced a 2D array by the horizontal dimension of angular measurement and 

vertical dimension. [52] 

           

Figure 1.16:   Shows the original image and normalize the iris image 
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Figure 1.17: Shows convert the original image to normalizing image 

Third Step: Feature extraction and Encoding: Each iris has an individual texture and represents 

uniquely for each person. In feature extraction techniques, it extracts the unique characteristics 

that existing in the iris images. Features supply the local and global datum for the iris images, 

which detects quantifies the essential characteristics for each iris. There are several techniques to 

extract features from iris images extraction. The most feature extraction processes collected the 

signal processing techniques with statistical processing programs. [53].  

Daugman’s Method 

Extracting the characteristics after the normalization step, Daugman method utilized a couple of 

dimensional texture filter named Gabor filter to an image of the iris (regarding the iris image) and 

extracted an impersonation of the texture, named the iris image code. The iris image codes are a 

group of bits, each one of which shows whether a provided bandpass texture filter (Gabor filter in 

Daugman technique) implemented by a given spot on the iris images has a negative or non-

negative result.  

Wildes’ Method 

Wildes method employed a Laplacian of Gaussian filter by various scales to design a template and 

measure the normalized correlation as a similarity ratio after normalizing the segmented iris. He 

applied an image registration method to repay the scaling and rotation then an isotropic bandpass 

decomposition is suggested, derived from the applying of Laplacian of Gaussian filters into the 

iris image data. In this comparison step, a function based on the normalizing correlation within 

both iris image signs is applied. 
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Forth Step: Matching 

Matching step is performed after all the prior steps, which is the enrolment from the coding iris 

template. By selecting the binary structure regarding the encrypted bits model, XOR operation is 

utilized for matching both iris-code bits. 

HD = Ni ⊕N j=1                                                         (1.8) 

HD = Ni ⊕N j=0                                                         (1.9) 

Where ⊕ is the logical XOR operation. N represents the total number of the bits per bit pattern. 

The Hamming distance gives a measure of how many bits are the same between two-bit patterns. 

Using the Hamming distance of two-bit patterns, a decision can be made as to whether the two 

patterns were generated from different irises or from the same one. 

Example 1 

IrisCode1:  1 1 0 1 0 0 1 1 1 0 1 0 1 0 1 1 

IrisCode2:  1 0 1 0 1 1 0 0 0 1 0 1 0 1 0 0 

           The Hamming distance of above two Iris Codes is HD =0.9375 

HD schemes to compute the similarity and dissimilarity between two iris codes. If the matching 

result is 0, indicates the excellent matching, however, if the matching result is 1 indicates full no 

matching among the iris images [54]. 

The matching step is calculated to find the similarity among the input testing images (Acquisition) 

and the train images within the dataset (Enrolment). Each feature vector is analysed within various 

threshold methods by hamming distance for comparing the input of iris images with output images. 

If (HD) <= Threshold then matching pair. Else If (HD) > Threshold then not matching pair. The 

purpose the technique is calculated False Accept Rate (FAR) and False Reject Rate (FRR) for 

finding the result of these methods [55]. 

For matching two-iris code templates Daugman uses Hamming distance rule as the likeness 

measurement: 
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𝐻𝐷(𝐴, 𝐵) =
1

𝑁
∗ ∑(𝑎𝑖 ⊕ 𝑏𝑖 )

𝑁

𝑖=1

                                                                             (1.10) 

Consequently, if two code iris totally equal (have the same sign) the rate of the Hamming distance 

rule will be zero. In totally unequal signatures, the rate of the Hamming distance rule will be 1[56].    

Unconstrained Iris Recognition  

Constrained iris images are taken by including Near Infrared NIR camera. This can help in 

detecting the iris textile easily. In addition, a constant closing space for all images between the 

camera and iris is considered. Recently, the unconstrained iris is proposed by adding some 

improvements to deal with iris images in un-ideal environments. In the unconstrained iris 

recognition systems, we can pick the human iris image from different positions using normal 

camera devices. Unideal iris images use the visible wavelength lighting origin instead of the NIR 

lighting. In unconstrained environments, we can obtain iris images from a mobile or digital camera 

since we are using the visible wavelength lighting conditions [24].  

Recently, researchers interesting have concentrated on iris recognition system that has conditional 

images like off-axis images, blur mages, lighting variations, occlusion image, and noise images. 

If the iris images are taking in a limited cooperative at either a distance position or taking image 

while person moving then the iris becomes very challenging to recognize. Furthermore, there are 

various effects on the iris image, like brightness difference, inadequate focus, putting lenses and 

putting glass that becomes very common [26]. 

Iris images that capture in the ideal case is easy to detect rather than that taking in non-ideal cases. 

Hence, unconstrained increase and supply the dataset high quality for iris images that make the 

researches more powerful to solve the problems [27].  

1.9 IRIS IMAGE DATABASES 

Recently, researchers are more concentrating on the work of iris recognition; this is because of the 

uniqueness of human iris and the efficiency of the iris recognition. The iris recognition techniques 

have been achieving very good results in identifying persons for verification and identification 

purposes. Therefore, many universities adopted the collecting of several types of databases to help 
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(support) the researchers that work in biometric recognition field. In this section, we summarize 

and explain the common databases for iris images. There are many available databases (free 

downloads) on the internet like UBIRIS and CASIA. We will describe sex types of databases and 

give characteristics for each of them regarding their use in iris biometric system. For example how 

many images presented in all datasets with information for each dataset. 

1.9.1 CASIA Database 

CASIA characters mean (Chinese Academy of Sciences’ Institution of Automation) for researches 

station that deals with biometrics and security. This dataset was published to help researchers that 

work in the iris recognition research field, and it can be downloaded from the Internet [57]. There 

are four different versions of CASIA dataset V1, V2, V3 and V4. Below, we will describe the 

details of each version and make a comparison among them. 

1.9.1.1 CASIA version 1 

This group contains 756 iris images for 108 eyes per persons. It contains seven classes for each 

eye image where it is divided into two groups, the first one includes three images for training while 

the other has four  

iris images for testing. The format for iris images in this version of the database is BMP file format. 

It was stored and captured by using a standard camera [24]. All iris images were taken by including 

extremely restrained moderate features [58]. The real pupil area for iris images are corrected by 

CASIA, as a result the pupil area in all images is marked by dark intensity rate (black color) as 

shown in the figure bellow. This process is applied on iris images to increase the precision of the 

segmentation and estimation of iris regions [59]. Figure 1.18  shows some sample images for 

CASIA v1 data set.    
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Figure 1.18: Two samples images form CASIA V1 database [57] 

 

1.9.1.2 CASIA version 2  

The CASIA database version v2 was picked using two device sensors [60]: 

Device1: this dataset includes 1200 iris images, collected from 60 person. Iris images have 

480x640 pixel dimension which taken by OKI Irispass-h camera.  

Device2: also includes 1200 iris images that taken by OKI Irispass-h but the iris Images signified 

including a restrictive machine generated without changing the sizes [61], [62]. All iris images 

have BMP format. Figure 1.19 displays three iris examples from device1 while figure 1.20 shows 

three iris samples from device2. 

 

Figure 1.19: Three samples iris images from CASIA V2 Device1 [57] 
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Figure 1.20:  Three samples iris images from CASIA V2 Device2 [57] 

1.9.1.3 CASIA version 3 

CASIA V3 dataset constitutes from three different sets Iris-Lamp, Iris-Twins and Iris-Interval. It 

was obtained from 700 human persons to gather 22.034 images. The images of this database were 

gained from Chinese persons, but some of iris images for Iris-Interval are not Chinese because iris 

images gathered in various times [63].  All iris images are stored using JPEG file format and 

include 8 bits grey scale intensity. The Peculiarity of Iris–Interval gives in more details the texture 

characteristics to the CASIA V3 dataset when the pictures picked from different distances, but the 

Iris-Lamp gives a non-liberality for iris normalization with robust iris characteristic representation 

and Iris-Twins exposes the dissimilarity and similarity among Iris twins’ images [64].  

CASIA Version 3 images were picked using OKI camera as in Version 1, Version 2 databases. 

Figure 1.21 shows the used OKI sensor that can be used by hand to collect images of CASIA V1, 

V2 and V3. On the other hand, when captured the LAMP dataset, the lamp has (been) changed off 

or on to insert extra intra-class variance as shown in Figure 1.22. In Iris-Twins data set, the images 

collected from 100 twins [65]. Figure 1.23 presents four images from Iris-Twins dataset. (Another 

sentence) In Figure 1.24 shows samples of the Iris-Interval iris images. 

 

Figure 1.21: OKI Device that used to pick CASIA V1, V2, V3 [63] 
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Figure 1.22:  CASIA IRIS LAMP [63] 

 

Figure 1.23: CASIA IRIS INTERVAL [63] 

 

 

Figure 1.24: CASIA IRIS TWINS [63] 
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1.9.1.4 CASIA version 4 

Version 4 of CASIA Dataset involves 54601 images from different persons which some of them 

had real (1800 iris images) but (1000) iris images were virtual objects. The whole dataset was 8-

bit grayscale with JPEG format, which got supporting with near infrared lightning [66]. CASIA 

V4 combines from five sets:- 

 

• The first set is CASIA-Iris-Interval (the short name is intv) that was captured by size 320 

× 280 with using the sensor (CASIA close-up iris camera). Figure 1.25 shows a sample of 

this kind. 

 

Figure 1.25: CASIA-Iris-Interval image sample [66] 

• The second set called CASIA-Iris-Lamp (the short name is lamp) which was taken by OKI 

IRISPASS-h camera and all iris images have dimension of (640 × 480). Figure 1.26 

displays an example from this dataset.  
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Figure 1.26: CASIA -Iris-Lamp image sample [66] 

• The third set called CASIA-Iris-Twins (twin) which was captured by OKI IRISPASS-h 

with resolution (640 × 480). Figure 1.27 shows one sample for this kind of dataset. 

 

Figure 1.27: CASIA-Iris-Twins image sample [66] 

• The fourth set is CASIA-Iris-Distance (dist). It was taken by CASIA long-range iris camera 

with size (2352 × 1728). Figure 1.28 shows one sample from this database. 

 

 

 

 

 

Figure 1.28: CASIA-Iris- Distance image sample [66] 
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• The fifth set is CASIA-Iris-Thousand (thou), where the Irisking IKEMB-100 camera was 

used to take images of this dataset with size 640 × 480 for all data set images. Figure 1.29 

displays one sample of this kind [67] 

 

Figure 1.29: CASIA-Iris-Thousand image sample [67] 

1.9.2 UBIRIS Database 

The major purpose of the UBIRIS dataset [68] is to study the capabilities of applying the iris 

recognition systems on un-constrained environments, which can minimize the demand of user 

collaboration when taking the biometric template of persons automatically. By utilizing and 

working on iris images that are taken at-a-distance and in un-constrained conditions, the 

requirements for cooperation are minimized [69]. The UBIRIS has many conditions and noise 

operators that need effective recognition methods to be able to solve such these problems in the 

iris images in this dataset. It adds various kinds of noise and taking the iris images with minimum 

collaboration in order to force researchers to develop new efficient methods that help to develop 

the iris recognition methodology [31]. The UBIRIS dataset has two versions V1 and V2, and each 

version includes two sessions. 

UBIRIS V1: The UBIRIS V1 includes 1877 iris images obtained from 241 persons in 2004 by 

making two separated sessions. This database contains iris images with various noise factors to 

become unconstrained iris images. UBIRIS V1 allows evaluating of the robustness of iris 

identification systems. The first session, took iris images in a darkness place and put some of the 

conditions like reflection, contrast and luminous. The second session of UBIRIS V2 captured iris 

images in another place and added real luminance and some unusual difficulties. The Nikon E5700 

device was used to take this dataset, and the images were represented with RGB colors, and stored 
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with JPEG file format. This dataset can be downloaded from Internet by sending email to authors 

and asking them to give access to download [70]. Figure 1.30 show some examples for UBIRIS 

V1 Sessao_1 iris images while Figure 1.31 displaying examples for UBIRIS V1 Sessao_2.    

UBIRIS V2: Iris images in this dataset were captured under noise conditions that needs a lot of 

effort to gain and demand to make it more difficult to analysis. In more details, the objective of 

UBIRIS V2 dataset is to supply iris images with different kinds of noise and simulated iris images 

that take without collaboration among subjects, see Figure 1.32 and 1.33. It is accounted as an 

effective resource to improve the robustness of iris dataset [31]. The UBIRIS.v2 database was 

build based on three basic factors:  

1. To collect images for moving persons.  

2. To collect images from different distances. 

3. To collect images that include noise factors that come from un-constrained environments with 

dynamic lighting conditions.  

 

Figure 1.30: Some samples of UBIRIS V1 sessao_1[68] 

 

Figure 1.31: Some samples of UBIRIS V1 sessao_2[68] 
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Figure 1.32: Two samples of UBIRIS V2 sessao_1[68] 

 

Figure 1.33: Two samples of UBIRIS V2 sessao_2[68] 

 1.9.3 UPOL Database 

The letters of the word "UPOL" comes from the words “University Palackeho Olomouc”. It is the 

primary database, which applied imaging frame with a visual wavelength luminance origin. The 

SONY 3CCD camera was used to collect this dataset. They connected the camera to an optic 

device named "TOPCON". The number of persons in UPOL database are 64 people with 384 iris 

images. Each person has six images (3 for the right eye and 3 for the left eye) [71]. The iris images 

are in the file format PNG and their images size are 576*768 pixels and the RGB color images 

have 24 bits depth. In this dataset, the segmentation step is completed because the iris was taken 

only from the eye by the camera. In addition to that, these data are not suitable for special research 

of restricted images because they are noise-free as well as they have homogeneous properties [72]. 

This is because the iris images are directly segmented with a black circle placed around the iris 

[73]. Figure 1.34 shows some samples of UPOL dataset. Some of researches were used UPOL 

color dataset that captured by another camera SONY DXC-950P with adding two conditions of 

the light not normal lighting and merging with brown color to appear in ill status [74].   
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Figure 1.34: Samples of UPOL dataset [74] 

1.9.4 MMU Database 

MMU database is composed from two versions MMU1 and MMU2. The images of MMU1, it 

taken by the LG Iris Access 2200 device. The total number of MMU set is 450 iris images from 

100 persons and all of them from Asian. The resolution of this dataset is 320*280 pixels under 

bmp format. On the other hand, the MMU2 images were taken by Panasonic BMET100US camera. 

The total number of all dataset 995 images from 100 persons also all the samples from Asian, 

320*280 resolution and bmp format. In the MMU2 version, minimum noise was added [75]. 

MMU1 version is available on the Internet. The MMU letters mean Multimedia and the U letter 

means university [76]. Figure 1.35 shows some samples of MMU iris images. 

 

 

Figure 1.35:  Some samples of MMU iris database [76] 
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1.9.5 ICE Database 

In 2005, ICE dataset released and researchers started to use this dataset by (NIST) the national 

institution technology. ICE (Iris Challenge Evaluation) contains 2954 iris images. It is gained in a 

closed space and the NIR luminance constrains, therefore the ICE database is not benefit for 

unconstrained iris researches. In addition, they inserted norm noise factor with bad focus iris 

images and closing eyelashes to the images of database [24]. ICE was prepared in order to make 

the measurement more precision of iris technique and this technique is divided two parts [64]:- 

The first part they asked who works in iris recognition domain to participate their researches in 

order to improve their study about the iris recognition. The second part, ICE was given their 

researchers a chance to check their projects over a new iris database in order to evaluate their 

researches in a suitable valuation frame [59, 60]. Figure 1.36 shows some samples of images 

belong to ICE database.  

1.9.6 BATH Database 

This database acquired and prepared by the University of Bath. This dataset is possessed from 800 

eyesight and a total number of 16000 iris images (800 iris images for the left eye and 800 iris 

images for the right eye). All iris images of this dataset are obtained from staff and students that 

work at the Bath University. Although the high-resolution of used camera in this dataset, the 

images are lacked of identical properties, therefore it is not appropriate for the expression of 

unconstrained iris recognition. The high-quality camera includes intelligent sensors to take 1280 

x 960 pixels resolution. The camera placed with the vertical position. [58, 61]. Figure 1.37 shows 

some samples of the Bath dataset. 
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Figure 1.36:  Samples of ICE database [24] 

 
Figure 1.37:  Some examples of BATH iris database [61] 

Figure 1.38 demonstrates the process of taking iris image, and the camera agent is sitting a distance 

between the camera device and the eye to obtain better iris images. 

 

 
 

Figure 1.38: The used camera for Bath iris database 
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2. RELATED WORK  

In this chapter, we will review the most important research work that proposed recently in the 

domain of iris recognition. This chapter has two sections. In the first section, a review of the 

segmentation methods is given with more focus on non-ideal methods. In the second section, a 

review is presented for the whole system of iris recognition.  

2.1 REVIEW OF THE SEGMENTATION METHODS  

The iris image is considered one of the most accurate biological features because of its 

distinguishable and stabile texture information used for personal authentication. This is why it is 

believed that iris recognition is the best method for biometric identification. As compared to other 

biometric technologies, iris recognition is prone to poor image quality. Specially, images captured 

from a distance which are afflicted by noise; such as blur, off axis, specular reflections and 

occlusions. Segmentation process plays a key role in iris recognition since the recognition rates 

are qualitatively dependent on the accuracy of segmented iris. The accuracy of the segmentation 

process used to localize the iris image structure has its impact on increasing the performance of 

recognition system. That is because the wrongly-segmented areas as iris regions will corrupt 

biometric templates causing a very poor recognition rate. Most researchers in the field of iris 

segmentation focus on treating the eye simply as a circular or an oval shaped structure surrounded 

by the eyelids which is not the case for iris images with conical shapes or those taken under 

unconstrained conditions. In such conditions, the parameters to facilitate the process of 

segmentation of those images must be included. On other hand, Classical iris segmentation 

algorithms can provide excellent results when iris images are captured using near infrared cameras 

under ideal imaging conditions. Nevertheless, when the iris images are taken in visible wavelength 

under non-ideal imaging conditions, the accuracy of these algorithms may significantly decrease. 

Inaccurate segmentations algorithms were reported due to non-circular geometry of the iris and 

other noise factors introduced by non-cooperative conditions. That’s why non-classical iris 

segmentation algorithms must be used for non-ideal imaging conditions.   

In system hardware implementations, general purpose sequential processing systems, such as 

(CPUs) are usually used. In 2009, Rakvic et al, proposed an equivalent execution for iris 

recognition system operations (including segmentation step) utilizing the field-programmable gate 
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arrays (FPGAs), resulting in a direct and parallel processing alternative (see Figure 2.1). By such 

execution, an increase in operational speed was offered with a potential alter of the form factor of 

the resulting system. Operations that consume most of the time in modern algorithms iris 

recognition (such as segmentation, code vector creation, and matching) were deconstructed and 

parallelized directly on an FPGA kit. Compared to CPU-based implementations, speedup factors 

of 9.6 times for segmentation, 324 times for code vector creation, and 19 times for matching were 

achieved. The researchers concluded that the proposed implementation method is rapid for iris 

recognition that supplied us with speedy outcomes [77]. 

 

Figure 2.1: Template generation (VHDL) system block diagram [77] 

 In 2009, another version of iris segmentation that is called geodesic active contours (GACs) was 

presented by S. Shah and A. Ross. The scheme was employed by extracting information from all 

structures surrounding the eye framework. Active contours can assume any shape with segment 

multiple objects simultaneously. Mitigation of some of the traditional iris segmentation models 

was applied by suggesting an iterative method to elicit the iris. In that election, both local and 

global properties of the image were taken into consideration(see Figure 2.2). The researchers noted 

that the results obtained on the CASIA v3.0 and WVU non-ideal iris databases indicate the 

superiority of the segmentation method [78].  
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Figure 2.2: Stopping function for the GACs [78]. (a) Original iris image 

(b) Stopping function (c) Modified stopping function 

The reliability performance of the iris biometric is highly dependent on the ideality of the iris 

image data. Reliable and precise segmentation is one of the most important steps in processing of 

a non-ideal iris pattern from remaining background. It should be noted that non-ideal iris patterns 

result from non-ideal imagery are simultaneously affected with some factors, such as specular 

reflection, blur, lighting variation, occlusion, and off-angle images(see Figure 2.3). In 2010, Zuo 

and Schmid presented a methodology for iris segmentation of non-ideal iris images. During the 

proposed segmentation methodology, compensation of various non-idealities was accomplished. 

Researchers confirmed the strength of their segmentation methodology via both ideal and non-

ideal dataset in Chinese Sciences academic. As a result, a considerable improvement was achieved 

in segmentation performance over Camus-Wildes’s and Masek’s algorithms [79].  
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Figure 2.3: Block diagram of the iris segmentation procedure [79] 

In 2010 also, Proenca, H., suggested a method for segmentation step to deal with iris images that 

were taken with less constrained cases. By this suggestion, three contributions were achieved. The 

first one, the sclera was the easiest part of the eye can be found in restricted images. The second, 

they a novel form was proposed for features, representing the ratio of sclera in all orientations, 

which were essential for the segmentation step (see Figure 2.4). Finally, the third one was that the 

procedure was implemented and made suitable for real-time applications by running the whole 

procedure in linear time deterministically with respect to the size of the image [80]. 

 

Figure 2.4: Block diagram of iris segmentation method [80] 
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Unconstrained conditions iris images have increased the quality of datasets in iris biometrics by 

providing us the ability to test the algorithms in difficult environments. Both moving situations 

and large distances are significant properties utilized visible wavelengths in the iris research to 

provide more difficult real-world scenarios. Proença, in 2010 [81] proposed an algorithm to 

evaluate the quality of visible wavelength iris examples that taken in unconstrained situations (see 

Figure 2.5), by adding some factors like focus, moving, and occlusions. The result pointed out the 

algorithm improvement by using unconstrained iris recognition and avoiding the poor quality 

examples in the iris recognition methods.    

 

Figure 2.5: The proposed quality assessment method [81] 

Best segmentation method for iris texture from an input iris image is an important task for robust 

reorganization of iris pattern. In addition, localization and capturing of available texture regions 

from non-ideal iris images are still difficult tasks in non-cooperative situations. Such situations 

may include lighting variations, on-the-move and off-angle view. In 2011, Chen et al. presented 

fast algorithm for accurate iris segmentation. The rough position of the iris center was fond by 

applying an adaptive mean shift procedure. During the iris localization phase and as an initial step 

for achieving a real-like iris contour, a circle is set. The statistical texture modelled as Markov 

random field was then combined, establishing an initial active merged contour model in terms of 

level set theory. I order to obtain the real iris boundaries, iteration was applied to the initial contour. 

Eyelids, eyelashes, shadows and reflections were simultaneously detected during the curve 

evolving process concurrently with labeling them in iris regions (see Figure 2.6). Experimental 

results of various non-ideal iris images show that that the proposed iris segmentation method was 
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effective, accurate and could perform with low computational complexity for wide promising 

applications recognition systems [82].  

 

Figure 2.6: Segmentation results [82] a) iris image with pupil deformation. b) Iris image with off-axes 

view 

In 2011, Yingzi Du et al., proposed a remote iris acquisition system for noncooperative iris image 

segmentation scheme based on video environment. The scheme incorporated a quality filter used 

for 1) a quick elimination of iris from an eye image, 2) employing a coarse-to-fine approach to 

improve segmentation efficiency, 3) modelling the deformed pupil and limbic boundaries used for 

fitting ellipses in a direct least squares method, and finally, 4) developing a gradient-based 

windowing method for iris noise removal in the detected region. The accuracy of the segmentation 

results was evaluated quantitatively by applying an objective method (see Table 2.1). The 

effectiveness of the proposed method was demonstrated via experimental results, highlighting the 

surveillance possibility of non-cooperative iris recognition [83].  

Table 2.1: Upui remote database frontal look eyes matching results [83] 

 

In 2012 [84], a group of researchers proposed a new way for image segmentation, which treats the 

limbic iris borders and the pupillary borders. This research contained an energy minimizing 
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method, including a multi-label one-direction diagram, a pattern fitting method and a physiological 

prior. Precise segmentation is achieved even the iris has confusion, lens, glass, motion blurring, 

and different illumination. This main contribution of this research are developing a quick precise 

and reliable way to localize the iris borders in unconstrained conditions using a new dataset of iris 

segmentation that includes challenging iris images (It has been publicly released to the researches 

community service). This paper presented a comparison among three different datasets and proved 

that the proposed algorithm has a good performance (see Table 2.2).  

Table 2.2: Comparative results [84] 

 

Iris biometrics that working in remote human description owns significant interests in large civilian 

and monitoring applications. In [85], the researchers proposed a novel framework for iris 

segmentation that can robustly segment the iris images and handles both of the near infrared and 

bright illumination. The presented method utilized various higher quantity local pixels to analyze 

and detect the eye and face area pixels (see Figure 2.7) then employing the iris segmentation step 

to recognize the iris. They developed a robust post processing method to reduce the noise pixels 

that may increase the misclassifications.  They applied their proposed algorithm on UBIRIS V2, 

CASIA V4, and FRGC datasets and the results show competing performance. 

In 2013, Sahmoud, S. A., and Abuhaiba, I. S., [34], proposed an algorithm to segment the iris 

image that captured under non-ideal conditions. The proposed algorithm applied the K-means 

clustering algorithm to determine the expected region of the iris. In order to estimate the iris radius 

and center, the Circular Hough Transform (CHT) was then employed.  Detecting and isolating the 

upper eyelids were accomplished by developing an efficient algorithm. The non-iris regions were 

also removed. Application of the proposed algorithm on UBIRIS iris image databases 

demonstrated that the segmentation accuracy and operating time were both improved [34]. 
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Figure 2.7: Hierarchical face-eye detection [85] 

In another research [86], the iris images are taken from videos that captured from different 

distances with motion and contained noise conditions. A video-based iris segmentation method is 

proposed to process iris images captured in unconstrained conditions. The first step takes the frame 

adjustment regarding human face videos by performing a procedure to extract the eye areas from 

Near-Infrared facial videos (see Figure 2.8). In the second step, a novel iris segmentation way is 

applied to face images that taken in challenging conditions. They proposed a method to segment 

the iris region by detecting the eyelid and eyelashes then removing them. Results on the MBGC 

database show that the presented work gains higher efficiency than other recent cases in video-

based iris segmentation methods. 

 

Figure 2.8: Stages of eye image extraction in NIR face videos [86] 

There are many other methods for best segmentation of iris from an eye image. In 2016, [87], a 

fast Daugman’s method was used to obtain both pupil and iris boundaries for Iris images on CASIA 

database. The iris and pupil boundary were detected. The iris boundaries were then segmented out. 

It was pointed that the computational time of segmentation by Daughman’s method was excellent 
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as it needed a very small time to segment the iris and pupillary boundaries of eye image and to 

give the appropriate recognition rate (see Table 2.3) [87]. 

Table 2.3: Performance between LCV and BLCV on NICE.II [87] 

 

In 2016 and based on local region treatment, Chai et al., proposed an active contour model for 

segmenting non-circular iris shape from noisy and inhomogeneous visible wavelength images. A 

bi-local neighborhood approach was employed without the need of separate image processing 

phases. That is to allow contour evolution using some terms based on local region with a 

simultaneous occlusions avoidance. To ensure simple, accurate and efficient segmentation 

algorithm, a b-spline formulation in the approach was followed. The limitations of active contour 

based methods was also overcame in terms of computational power. Good segmentation accuracies 

(on NICE.I and NICE.II databases) were demonstrated while applying this model [88]. 

In 2016, Hofbauer et al., showed also some experimental analysis presenting the iris segmentation 

influence on the overall iris-biometric recognition performance. They examined experimentally 

whether the segmentation accuracy could serve as a predictor for the overall performance of the 

iris recognition. Systematically speaking, they evaluated the influence of all segmentation 

parameters on the rest of the iris recognition chain. Such parameters included pupillary, limbic 

boundary and normalization center of rubbersheet model. The authors also investigated if 

accurately of these parameters was important and how robustness (which indicated the exact region 

extraction of the iris during segmentation process) influences the overall performance (see Figure 

2.9). They also reported that the segmentation accuracy could improve the overall recognition 

performance? [89]. 
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Figure 2.9: Example of the split between tp, fp, tn and fn for an iris image segmentation [89] 

In 2017, Jalilian, E., Uhl, A., & Kwitt, R., suggested recently two methods based on pixel-level 

domain adaptation. A training model for convolutional neural network (CNN) based iris 

segmentation was introduced. Throughout experiments, it appeared that the two suggested 

methods transferred effectively the domains of original databases to those of the targets, thus 

adapted databases was produced. The adapted databases were then used for CNN training to be 

utilized in segmenting iris texture. The authors indicated that optimal segmentation scores could 

be maintained by training a specific CNN for an iris segmentation task while using a very low 

number of training samples (see Table 2.4) [90].  

Table 2.4: Segmentation results for decreased number of training samples [90] 

 

In 2017, Pandey, P., & Karthik, A., presented a scheme for iris segmentation. In order to segment 

iris from the eye in that scheme, they made use of circular geometry of the pupil and iris. The 

simulation results highlighted both fast speed and accuracy properties of the proposed scheme 

when compared to some existing others in the literature (see Table 2.5) [91]. 
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Table 2.5: Simulation results [91] 

 

In the same year 2017, Sinha et al., introduced an approach that used deep neural network to 

eliminate the unwanted patches influencing the performance of whole system of iris recognition. 

In the proposed model, a memory efficient representation in the form of up-sampled indices were 

used at the decoder (see Figure 2.10). Ubiris V.2 database was applied to perform the experimental 

analysis [92]. 

 

Figure 2.10: The proposed system for iris segmentation [92] 

More recently, In (2018), Proença, H., and Neves, J. C., presented a disruptive hypothesis 

algorithm for periocular biometrics in visible-light data. An optimized recognition performance 

was achieved by simply discarding the components of both iris and the sclera, resulting in an 

exclusively based recognition on the surroundings information of the eye. A processing chain was 

described based on convolutional neural networks (CNNs). CNNs were used to define the regions-

of-interest in the input iris data without masking out any areas in both learning mode samples and 

test mode samples. An exclusively ocular segmentation algorithm was used in the learning data 
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for separating the ocular from the periocular parts. A large set of “multi-class” artificial samples 

were produced by interchanging the periocular and ocular parts from different subjects. For data 

augmentation purposes, the resulting samples were used and fed to the learning mode of the CNN 

taking into consideration labeling the ID of the periocular part. By this approach, the CNN received 

multiple samples of different ocular classes for every periocular region. That forced to conclude 

that such regions should not be considered in CNN’s response. During the test mode, samples were 

provided without any segmentation mask. Disregarding of the ocular components was done 

naturally by the CNN, contributing performance improvements. Two known data sets (UBIRIS.v2 

and FRGC) were employed in the experiments. The results showed that the proposed algorithm 

(see Table 2.6) could reduce the EERs in almost 82% for (UBIRIS.v2) and 85% for (FRGC) while 

improvements were gained in the Rank-1 of more than 41% for (UBIRIS.v2) and 12% for (FRGC) 

[93]. 

Table 2.6: Comparison between the performances obtained by the method proposed in this paper with 

respect to three state-of-art strategies [93] 

 

In 2018 also, Bazrafkan, S., and Corcoran, P., presented an appropriate augmentation method as a 

solution to the problem of the iris segmentation task in handheld devices. This was accomplished 

with the development of a deep learning scheme. During experiments, pre designed challenging 

image datasets were employed to emulate the quality of images obtained from a handheld device. 
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Comparisons with the previous iris segmentation algorithms (see Table 2.7) showed some 

significant improvements in performance of the proposed method [94]. 

Table 2.7: Segmentation accuracy of Bazrafkan, S., and Corcoran, P algorithm [94] 

 

Recently, in 2019 [95] a new scheme is proposed in iris segmentation that deals with neural 

networks to recognize and robust the iris images. This paper consists of three parts, the first part 

is a convolution neural network that constructed and combined to handle dense sections in the iris 

segmentation step. It related to dense-fully convolution networks and adopted some traditional 

optimizer techniques like batching normalization (see Figure 2.11). The second part labels the 

known ground-truth mask areas for the CASIA V4 and IITD iris datasets that block the iris areas 

by employing the (Labelme software) packaging. The third step is encouraging outcomes of 

operations on (UBIRIS V2, CASIA V4.0 (Interval) and IITD) iris image datasets to obtain by 

many conditions detect that the iris segmentation networks. CNNs are used in this paper to examine 

the performance, robust and reflect of the proposed algorithm against the other algorithms. 
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Figure 2.11: The DFCN architecture [95] 

 

2.2 REVIEW OF THE IRIS RECOGNITION SYSTEMS 

Recently, many researchers that developed several algorithms have studied the iris recognition 

system. Most of those researchers were assumed that the iris images are frontal and have high-

quality conditions. Daugman’s approach is considered one of the most common algorithm in this 

domain, and it is still used in many commercialized biometric systems [96]. In the Daugman 

method, he transformed the segmented iris image into log-polar coordinates. He first located the 

boundaries of iris by using a differential operator that is a little time consuming. After that, to 

extract the features from the iris image the convolution of complex Gabor filters is computed. After 

that, the complex map of phasors is generated and a 2048-bit iris code is computed. In order to 

compare the iris code of current image with other iris codes, the Hamming distance criteria is used. 

The Gabor filter-based method has a high accuracy and gives good results, but it requires a long 

computational time [97], which recognized as the main disadvantage of this method. Wildes 

analyzes the iris textures by using four-level Laplacian Pyramid method [98]. Firstly, he uses the 

circular Hough transform and gradient criterion to localize the iris borders. After that, the 

Laplacian operator is applied to extract the features of iris image in four accuracy levels (see Table 

2.8).  

Z. Sun et al. applied a fundamental iris image method [99] that called BOIs (blocks of interest) for 

segmenting the iris by using zero-crossing wavelet transformation after the normalization steps. In 

this study, using the statistical and structural classifiers are cascaded for getting the best iris 

recognition results. The efficiency of the iris recognition was significantly enhanced by using the 
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inexpensive cost that paid during the computation steps. However, applying additional classifier 

requires additional time to perform the work (see Figure 2.12). 

 

Table 2.8: Results of algorithm given from [97] by tested it on CASIA database 

  

 

 

Figure 2.12: Overview of proposed algorithm [99] 

Sudha et al. [100], [101]; presented another efficient technique using maps of edges to extract iris 

codes using Hausdorff-distance for the evaluation of code matching. Although, edge maps in terms 

of low storage space have some advantages, and in fast transmission, fast processing and hardware 

compatibility, the high recognition rates cannot be achieved unless different values of parameters 

such as partialness and block size are studied and processed (see Figure 2.13). The experimental 

outcomes on UPOL iris dataset present a high performance values comparing with other state-of-

the-art algorithms. 
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Figure 2.13:  Division of an iris edge image into non-overlapping blocks [100], [101] 

 

Du et al. proposed with his supervisor a non-ideal iris recognition method, where a Gabor 

descriptor is applied on the iris image to extract the features [102]. The presented algorithm can 

work even with iris images that have off-angle and less resolution properties. The Gabor wavelet 

filter is merged with Scale Invariant Feature Transformation (SIFT) to get more good features 

extraction ability. To describe the feature points locally, both magnitude and phase of the Gabor 

wavelet outputs are used in this method. Double feature region maps are designed to globally and 

locally to choose the feature points. For each map, a sub-area is locally adjusted by using the 

contraction, dilation, and deformation (see Figure 2.14). This proposed algorithm showed better 

performance for both the frontal and off-angle iris images, but the computation complexity is 

increased significantly. 

 

Figure 2.14: The Proposed video-based non cooperative iris recognition system [102] 
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In 2011, M. Abdullah [103] presented a method to integrate iris recognition into smart card. This 

is important to develop a high security access system using iris recognition system. An ordinary 

Haar-wavelet filter was utilized to extract the features that stored in a smart card to be compared 

with other stored cards information for authentication purposes. In addition, the proposed system 

performance can be enhanced using other types of wavelet filters. They presented the CRR 

algorithm with 236 bits of iris template size (see Figure 2.15). The test results show a feature vector 

carrying concatenation of five sets (LH4, HL4, LH5, HL5 and HH5) supplies the valid results.   

 

 

Figure 2.15: The block diagram of the designed system [103] 

 

Again in 2011, another algorithm focused on rapid and accurate iris identification is presented 

even if the images are occlude [104]. It also focused on robust iris recognition, even with gazing-

away eyes or narrowed eyelids which can serve the security related problems. In the feature 

extraction step, only the fourth and fifth vertical and diagonal Haar wavelet coefficients were taken 

to express the characteristic patterns in the iris mapped image. Here also, the performance of the 

proposed system can be improved using other types of wavelet filters. In addition of the property 

of wavelets of lacking the orientation information. 

The main steps of iris feature extracting mechanism in [104]: 

• Applying 2DDWT algorithm with 5-levels Haar up. 
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• Applying 4-levels, decomposition details to construct the feature vector.  

• Binarizing the details of the feature vector from previous step.  

 

In 2012, B. Jain et al. developed an efficient and novel iris recognition algorithm by using a Fast 

Fourier Transform mechanism and the calculation of possible moments sets [105]. Matching step 

was achieved in this algorithm by using Euclidean Distance. The recognition results are generated 

using preferred conditions, which reflects the dependency on different illumination circumstances 

(see Table 2.9).  

 

Table 2.9: Comparison of available Iris Recognition Algorithms [105] 

 

 

In 2012 also, J. M. Abdul-Jabbar and Z. N. Abdulkader [106] introduced a non-traditional step for 

feature extraction by applying a new bank of two-dimensional (2-D) elliptical-support wavelet 

Haar filter bank to capture the iris characteristics. A five-level 2-D elliptical-support wavelet 

decomposition was needed to form a reduced fixed length quantized feature vector with improved 

performance. As a final step for iris matching, Hamming distance was applied. Experimental 

results showed that the method is reliable with rapid recognition, since it achieves good recognition 

rate with reduced number of feature vectors. However, the method needs a complex 2-D filter back 

decomposition.  

More recently, in 2013, K. N. Thanh in his Ph. D. dissertation [107] has presented human 

identification at a distance using iris and face. In that dissertation, three major challenges in human 

identification at a distance was addressed; namely, input image resolution, input data quality 

variation and unavailability of a part of biometric modalities. Super-resolution techniques were 

adopted to enhance the lack of resolution, resulting in some improvements in recognition 

performance of the biometric system. However, estimating the statistics of prior probabilities of 
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the features and noise requires the statistics of noise and the prior probability of high resolution 

features to be estimated beforehand. This may need prerequisite estimation performed on a training 

set (see Figure 2.16).  

 

Figure 2.16: Combining multiple sources of evidence using DS theory [107] 

 

This means that the method is a set-dependent. Again in 2013, M. S. Khalili and H. Sadjedi [97] 

presented a method by applying a mask to the iris image to remove the unexpected factors affecting 

the location of the iris. Then Canny edge detector was used to locate the exact location of the iris. 

Distinctive features were extracted via 2-D discrete stationary wavelet transform with Symlet 4 

filters. The features obtained from the application of the wavelet were investigated with the 

implementation of a similarity criteria for feature selection procedure. Semi-correlation criterion 

was finally used to perform the iris matching. Although good accuracy values were achieved, but 

that was accomplished on behalf of the time-consuming process of finding similar features. Ideal 

image acquisition conditions are assumed in most above mentioned iris recognition systems. These 

conditions may include a near infrared (NIR) light source for clear iris texture and iris look 

retrieval. In addition, these conditions may also include stare constraints and close distance from 

the capturing device. However, when these constraints are relaxed, the recognition accuracy in 

most systems decreases. Recently, different processing methods for iris images captured in 

unconstrained environments were proposed. 

In 2012, an effective method was proposed by M. Mahlouji and A. Noruzi [108] for localization 

of iris inner and outer boundaries, presenting an iris recognition system in unconstrained 

environments. In such method, circular Hough transform was used for segmentation and 
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localization of boundaries between upper and lower eyelids occluding iris was performed via 

application of linear Hough transform. When compared with other popular iris segmentation 

methods, a relatively higher precision was obtained for this method with less processing time. A 

high accuracy rate of 97.50% was achieved while testing the results on CASIA database images. 

However, processing time can further be reduced without using the normalization (see Table 2.10). 

 

Table 2.10: Efficiency comparison on CASIA database for popular algorithms [108] 

 

 

J. M. Colores et al., in (2012) [25], they proposed a method that deals with video iris recognition 

schemes with a non-ideal environment presented in this work. This technique includes two levels 

the iris quality evaluation to recognize significant rate enhancement by Daugman method 

utilization. Although the similar error rate (EER) amount obtained that reduce about (12.2) 

percentage, the traditional recognition technique of Daugman received the high processes time. 

They assumed that the obtained eye image frames include various noises with distortion like 

frames and motion blurring. This influence the segmentation operation and consequently affects 

the recognition scale. Due to a bad situation to take iris frames, got a high quality to evaluate and 

segment steps (see Figure 2.17). 
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Figure 2.17:  Block diagram to evaluate the quality of iris segmentation [25] 

 

Iris images captured in the constrained environment can reflect sufficient information to 

discriminate them individually. In noisy environment, any iris recognition system of these types 

may show good recognition rate but with degrades performance.  

P. M. Patil proposed in 2013 [109] a research of improved iris recognition system in low 

constrained environments with diverse challenges. Various iris recognition techniques have 

studied and provided in a certain platform for the future improvements in the iris recognition 

system by adding limited constrained conditions. The iris images are taken in the ideal conditions, 

then added some noise to distinguish an individual of another.  

 The noisy iris images can markedly degrading recognition accuracy by increasing the intra-

individual variations. To overcome these problems, R. Gupta and A. Kumar [110] in 2013 also, 

proposed a segmentation technique to handle iris images captured with less constrained conditions. 

The technique investigated different types of noise, such as iris obstructions and specular reflection 

with some error percentage reductions. K-means clustering algorithm and circular Hough 

transform were used to localize iris boundary. Then the noisy regions were detected and isolated. 

In 2014, N. Kaur and M. Juneja [16] proposed an approach for iris recognition in unconstrained 

environment with a fuzzy C-mean clustering based technique applied as a pre-processing stage for 

iris segmentation. Classical edge maps detection (canny edge detector and circular Hough 

transform) was used with some initially added enhancement stage for more accuracy. 
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Nevertheless, in this approach, the addition of the two stages of clustering and enhancement 

increased the complexity of computations. 

This method was used to localize the iris edges and to establish three main performance criteria:   

• High detection ratio. 

• High segmentation performance. 

• Decrease false edges. 

 

Again in 2014, Y. Chen et al. [111] proposed an improved iris recognition system using three 

feature selection strategies (orientation probability distribution function, magnitude probability 

distribution function and a compounded strategy combining the two methods for further selection 

of optimal sub-feature). A matching method based on weighted sub-region matching fusion was 

applied utilizing particle swarm optimization to accelerate weight determination of different sub-

regions and to match their scores and generate the final decision (see Figure 2.18). Databases of 

the types CASIA-V3 Interval, Lamp, and MMU-V1were tested resulting in high recognition rate. 

However, the process of generating the final decision may need some additional computation 

complexity. 

 

Figure 2.18: Block diagram for the process of weights assign with PSO [111] 
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By Al-Rifaee, several methods were proposed in (2014) [24] for processing the iris images taken 

in unideal environments. The efficiency of iris recognition methods is developed. Although, they 

still own some difficulties in the steps of segmentation and feature extraction steps, results in a 

high false rejection rate (FRR) and false acceptance rate (FAR) are failures. This thesis is contained 

four stages: 

• The first stage: he presented a new method to detect the pupil boarders of individual iris 

and limbus with high property evaluation rules. 

• The second stage: he classified the quality results from the first stage within seven 

various classes based on the RGB color intensity.    

• The third stage: he binarized the results that detect the iris part in the first stage, and take 

a threshold from the second stage.  

• The fourth stage: he segmented the pupil region using the (HSV) color to find the 

smallest pixels since the pupil includes the darkest pixels in the eye. 

In 2016, Y. Fei et al. [112] proposed a performance-improvement method of unconstrained iris 

recognition in different environments based on domain adaptation metric learning solved by kernel 

matrix calculation. The optimization learning constraints in the process of iris recognition were 

performed using the intra-class/inter-class Hamming distance. The distance between two iris 

samples was redefined after computing an optimal Mahalanobis matrix for certain cross-

environment system. The results indicated that this method increased the accuracy of the 

unconstrained iris recognition in different circumstances, highlighting improvement in the 

classification ability of iris recognition system (see Figure 2.19). 

 

 

Figure 2.19: ROC Curve of DAML Optimized [112] 
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Also in 2016, M. A. M. Abdullah et al. [113] proposed a segmentation method for non-ideal iris 

images. Two algorithms were proposed for pupil segmentation in iris images captured under 

unconstrained condition. In addition, a fusion of an expanding and a shrinking active contour was 

developed for iris segmentation by integrating some pressure force to the active contour model. 

Such segmentation method adopted a noncircular iris normalization scheme to effectively unwrap 

the segmented iris. A method for closed eye detection was also given. The whole introduced 

recognition scheme was proved to be robust in finding the exact iris boundary and in isolating the 

eyelids of the iris images. Experimental results were carried out on CASIA V4.0, MMU2, UBIRIS 

V1 and UBIRIS V2 iris databases (see Table 2.11), indicating a high value for segmentation 

accuracy. Moreover, the comparative study with the current iris segmentation algorithms indicated 

some considerable improved accuracy with more efficient computations. 

 

Table 2.11: Visual Segmentation Results of the Images in the CASIA V4, MMU2, and UBIRIS V1 

Databases [113] 
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3. PUPIL-BASED IRIS SEGMENTATION ALGORITHM FOR 

VISIBLE WAVELENGTH IMAGES 

Recently, the research on iris recognition systems has been receiving increasing attention, 

especially in unconstrained environments. In the literature, there are many published papers aim 

to develop new algorithms that can segment and recognize human iris templates in visible 

wavelength environments. In less constrained environments, the sources of noise in eye images 

are significantly increased, leading to severe degradation in the iris image. As a result, the iris 

segmentation process has become a major issue in iris recognition, since most of the traditional 

iris segmentation techniques fail under such challenging conditions. In this chapter, a new 

segmentation algorithm is proposed to handle iris images acquired in visible wavelength 

environments. The proposed segmentation algorithm decreases the degradation and noise by 

starting to search from the most easily distinguishable region of the iris, which is the pupil. After 

that, the iris is localized accurately using a fast circular Hough transform. In addition, the methods 

which are most convenient are used to isolate the upper and lower eyelids and eyelashes from the 

iris region.  

3.1 INTODUCTION 

Biometrics is the automated recognition of individuals by collecting features from the physical and 

biological characteristics of an individual. There are two features that make biometric techniques 

very important in our life: first, human components obtain the actual outcomes from behavioral 

features; and second, the human elements do not alter over time. There are many human 

components which are suitable for use to extract biometrics, such as the face, iris, fingers, hands, 

etc. [114]. The technological usage of biometrical systems is becoming stronger and stronger at 

the moment, and most ministry institutions, banks, airports and hospitals use biometrics in a very 

acceptable and effective way [115]. 

Among the many biometrics traits, the iris is considered as one of the most important and accurate 

traits that used to identify persons [116]. Our human eyes consist of five parts, as shown in figure 

3.1. The iris is the object surrounded by the sclera and between the upper and lower eyelids [117], 

[118]. The iris biometric means the measurements that are obtained from the chromatic area of 
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each eye for the confirmation or identification of humans. It is very accurate since it is unique for 

every person, and no person has the same iris as anyone else, even in twins [119]. Another 

advantage of the iris is that it can be extracted only by capturing the iris image of a person from a 

distance [108]. Most researchers consider the extraction of the iris biometric not only from images 

but also through video imaging that performs the identification [120]. Furthermore, iris recognition 

systems are considered as the safest biometric among all biometric methods. Therefore, it is used 

in many public places, such as in airports, where it is employed instead of passports [121], [122]. 

 

Figure 3.1: Parts of the human iris [29] 

A classical iris recognition method usually consists of four steps: segmentation, normalization, 

feature extraction   (encoding), and finally, matching. 

In iris segmentation, the main task of the recognition system is to locate the valid and correct part 

of the iris, including detecting the pupil and limbic boundaries of the iris, localizing its upper and 

lower eyelids, and detecting and excluding any superimposed occlusions of eyelashes. The most 

common approach used in iris segmentation is that created by Daugman [48] and Wildes [123]. 

Daugman uses a sophisticated integral differential method for detecting the pupil and the iris 

borders. On the other hand, Wildes suggested pair levels for segmenting the iris, using Hough 

transformation, which is applied to verify the internal and external iris borders [124]. The 

segmentation step is significant for all iris recognition steps, because all the later levels depend on 

the segmentation stage. If any error occurs in this stage, the results will be not correct for the rest 

of the steps [113]. The second step in the iris recognition system is the normalization, which is 
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important to transform the circular shape of the segmented iris into a simpler shape. Iris recognition 

requires the normalization step to represent the template in a more general way and with an 

identical size. To normalize the iris region, we need to delete noise regions and change the iris 

pixels to a polar style. 

The third step is the feature extraction, which is an operation of converting the normalized iris 

image into arithmetic values for easy handling and matching. Each iris includes unique attributes 

such as circles, winding collarette, etc. Many methods can be used to extract the features from an 

iris image, such as the Gabor filter [53], wavelet transformation [125], [126] and the two-

dimensional DCT model to analyze iris texture [127]. The last step of iris recognition is the 

checking of the template bits that are obtained from the previous stage to decide if two iris images 

belong to the same person or not. The Hamming distance (HD) is a standard utilized method to 

check if the iris images belong to the same person or not by comparing the code bits of each image. 

3.2 BACKGROUND ON IRIS SEGMENTATION 

The iris image is considered as one of the most accurate biological features because of its 

distinguishable and stable texture information, which is used for personal authentication, and 

therefore it is believed that iris recognition is the best method for biometric identification. As 

compared to other biometric technologies, iris recognition is prone to poor image quality, 

especially for images captured from a distance, which are afflicted by noise such as blur, off-axis, 

specular reflections and occlusions. The segmentation process plays a key role in iris recognition 

since the recognition rates are qualitatively dependent on the accuracy of the segmented iris. The 

accuracy of the segmentation process used to localize the iris image structure has an impact on 

increasing the performance of recognition systems. This is because the wrongly segmented areas 

in iris regions will corrupt biometric templates, causing a very poor recognition rate. Most 

researchers in the field of iris segmentation focus on treating the eye simply as a circular or an 

oval-shaped structure surrounded by the eyelids, which is not the case for iris images with conical 

shapes or those taken under unconstrained conditions. Under such conditions, the parameters to 

facilitate the process of segmentation of those images must be included. On the other hand, 

classical iris segmentation algorithms can provide excellent results when iris images are captured 

using near-infrared cameras under ideal imaging conditions. Nevertheless, when the iris images 
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are taken in the visible wavelength under non-ideal imaging conditions, the accuracy of these 

algorithms may significantly decrease. Inaccurate segmentation algorithms were reported due to 

the non-circular geometry of the iris and other noise factors introduced by non-cooperative 

conditions. That is why non-classical iris segmentation algorithms must be used for non-ideal 

imaging conditions. 

One of the first research works on iris recognition was undertaken by Rakvic et al. He proposed 

an efficient iris recognition system using different steps (including a segmentation step) by 

utilizing field-programmable gate arrays (FPGAs), resulting in a direct and parallel processing 

alternative. By this execution, an increase in operational speed was offered with a potential 

alteration of the form factor of the resulting system. Compared to CPU-based implementations, 

speedup factors of 9.6 times for segmentation, 324 times for code vector creation and 19 times for 

matching were achieved. The researchers concluded that the proposed implementation method was 

rapid for iris recognition, supplying us with speedy outcomes [77]. 

The reliability performance of the iris biometric is highly dependent on how ideal the iris image 

data are. Reliable and precise segmentation is one of the most important steps in processing non-

ideal iris patterns. It should be noted hat non-ideal iris patterns resulting from non-ideal imagery 

are simultaneously affected by some factors, such as specular reflection, blur, lighting variation, 

occlusion and off-angle images. To handle such situations, Zuo and Schmid presented a 

methodology for the iris segmentation of non-ideal iris images. They confirmed the strength of 

their segmentation methodology via both ideal and non-ideal datasets. As a result, a considerable 

improvement was achieved in segmentation performance over the Camus–Wildes and Masek 

algorithms [79]. 

Proenca, H., suggested another segmentation method to deal with iris images that were taken with 

less constrained cases. Firstly, the sclera was handled and localized since it is considered as the 

easiest part of the eye. Secondly, they proposed a novel method to extract the features that represent 

the region of the sclera in all orientations, which were essential for the segmentation step. Finally, 

the procedures were implemented and made suitable for real-time applications by running the 

whole procedure in linear time deterministically with respect to the size of the image [80]. 
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In 2011, Chen et al., presented a fast algorithm for accurate iris segmentation. The rough position 

of the iris center was found by applying an adaptive mean shift procedure. The statistical texture 

of the iris is modeled as a Markov random field, and then combined to establish an initial active 

merged contour model. Eyelids, eyelashes, shadows and reflections were simultaneously detected 

during the curve evolving process by labeling them in iris regions. Experimental results of various 

non-ideal iris images show that that the proposed iris segmentation method was effective, accurate 

and has low computational complexity for widely promising applications of recognition systems 

[82]. 

In 2013, Sahmoud, S. A., and Abuhaiba, I. S. proposed an adaptive algorithm to segment an iris 

image that was captured under non-ideal conditions. The proposed algorithm applied the K-means 

clustering algorithm to determine the expected region of the iris. In order to estimate the iris radius 

and center, the CHT (circular Hough transform) was employed. Detecting and isolating the upper 

eyelids was accomplished by developing a new efficient algorithm. The application of the 

proposed algorithm to UBIRIS iris image databases demonstrated that the segmentation accuracy 

and operating time were both improved [34]. 

In , the authors presented a scheme for iris segmentation using the circular geometry of the pupil 

and iris. The simulation results highlighted both the fast speed and accuracy properties of the 

proposed scheme when compared to other existing methods in the literature [91]. In , deep-learning 

schemes were employed to segment the iris region accurately. Comparisons with the previous iris 

segmentation algorithms showed some significant improvements over the performance of existing 

segmentation methods [94]. 

3.3 OUR PROPOSED SEGMENTATION ALGORITHM 

In order to simplify the iris localization process and avoid the problems of the previous iris 

segmentation methods, in the first step, our proposed algorithm concentrates on the darkest part of 

the iris, which is the pupil. Compared to the iris region, the pupil region has almost the same color 

(i.e., same intensity level in gray scale images) and it is usually the darkest region of the eye. After 

that, the exact boundaries of the pupil are determined using a simple and fast circular Hough 

transform. Based on the detected pupil center and radius information, the iris is localized using the 

circular Hough transform again. Determining the iris and pupil regions is not enough for the next 
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iris segmentation steps (normalization and encoding) because of the existence of different noise 

types in non-ideal environments, such as eyelashes, eyebrow, and luminance. To remove the noise 

parts from the iris region, our proposed algorithm uses two different methods for the upper and 

lower eyelashes and eyelids. 

The overall steps of the proposed iris segmentation algorithm are described in figure 3.2. It can be 

seen that different morphological operations, adaptive thresholding, edge detection operators, 

Hough transform techniques and adaptive noise removing algorithms are applied to correctly 

extract the clean region of the iris. Each step is explained in more detail in the next subsections. 

3.3.1 Determining the Candidate Pupil Region 

One of the most important questions in iris segmentation algorithms is the selection of the object 

that will be searched first. As reviewed in Chapter 2, there are different approaches regarding the 

object that will be localized first in the eye image, and among them, starting to search directly for 

the iris region or its boundaries is a common approach. Conversely, the proposed algorithm selects 

the pupil of the iris to be the first object that will be localized. Our algorithm is based on the 

detection of the pupil region because it always has a black or dark color. On the other hand, the 

iris color or intensity is very unstable and widely changes between different persons, which makes 

it difficult to be detected.  

In order to detect the pupil region, a simple adaptive image segmentation algorithm is used. The 

steps of this algorithm can be summarized as follows: 

Compute the average intensity of the eye image (gray scale image) using the following equation: 

 

𝐼𝑎𝑣𝑔 =
1

𝑚 ∗ 𝑛
 ∑ ∑ 𝑃𝑖𝑗

𝑗𝑖

 𝑉 = 𝐼. 𝑅  
(3.1) 

where m and n are the number of rows and columns in the eye image, respectively, while 𝑃𝑖𝑗 is the 

(i, j)th pixel of the eye image; 
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Compute the threshold that will be used to segment the eye image: 

 

𝐶𝑡ℎ𝑟 =
𝐼𝑎𝑣𝑔

2
−  𝑆  

(3.2) 

 

where S is a constant value that is fixed for each environment or iris database and is less than 10; 

Loop over all pixels in the image and generate a binary image using the threshold computed from 

the previous step. 
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Figure 3.2: The main steps of the proposed iris segmentation algorithm 
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After applying this simple adaptive segmentation algorithm, a binary image that represents the 

dark regions in the eye image will be obtained. Note that the segmentation threshold is adaptively 

selected for each eye image based on their pixel intensities, which is much better than using a fixed 

value threshold that may not be suitable for all eye images in the tested image database. Figure 3.3 

shows sample images from the UBIRIS v1 database after applying the adaptive segmentation 

algorithm on them. It can easily be noted from figure 3.3 that the sources of the dark regions on 

the eye image can be one of three objects, which are the pupil, the eyelashes and the eyelids. In 

the next step, we will explain how to handle this binary image by using different filters and 

operators to extract only the pupil region. 

 

 

 

Figure 3.3: The main steps of the proposed iris segmentation algorithm 
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3.3.2 Localizing the Pupil Boundaries 

As described before, the binary image that results from the previous step needs to be handled by 

many filters to extract the pupil image only. The following operations will be applied to reduce 

the candidate pupil region as much as possible without losing important information: 

1. Delete all small blocks that have an area less than a fixed value Am. The value of Am can be 

determined according to the tested iris database, and it represents the minimum area that can 

be part of the pupil; 

2. Fill the holes inside the remaining blocks; 

3. Apply some morphological operations to smooth the remaining blocks by using erosion and 

dilation operations; 

4. Delete the large blocks located on the boundaries of the eye image.  

Figure 3.4 shows the resultant binary images before and after applying these steps. It is clear that 

the pupil region is detected accurately and the other dark regions on the eye image can be 

eliminated. After eliminating the non-pupil regions from the binary image, we obtain the candidate 

region of the pupil, which in some cases may include other objects as in the third image of figure 

3.4. Therefore, our proposed algorithm does not depend directly on the localized region, and a 

Canny edge detection followed by a circular Hough transform are applied to accurately detect the 

boundaries of the pupil. Note that the Canny edge detection and the circular Hough transform are 

applied on the extracted pupil region only and not on all edges of the eye image, which significantly 

reduces the required processing time and decreases the error percentage.  
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Figure 3.4: Eliminating the non-pupil dark regions in the proposed iris segmentation algorithm 

 

3.3.3 Localizing the Iris Boundaries 

In the previous step, the region of the pupil of the eye, which is located at the center of the iris 

region, is determined. Therefore, the localization of the iris region becomes simpler since the 

center of the pupil is usually very close to the iris center, or it may be identical to it. In order to 

reduce the search area and eliminate most of the error sources in the eye image, we reduce the 

searching process of the iris region on a square with a center which is the same as the pupil center 

and has a diameter slightly bigger than the maximum iris diameter of the testing dataset. The first 

row of figure 3.5 shows the selected area to be handled for the iris localization of three sample 

images. As shown in figure 3.5, the iris search area of our segmentation algorithm excludes many 

other noisy objects and regions which are the main cause of many segmentation errors in the other 

segmentation algorithms. To accurately localize the iris boundaries on the selected iris region, the 

following steps are applied: 

1. Remove the upper part of the square, which usually includes the eyelid regions; 
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2. Apply a vertical Canny edge detection to the remaining area only; 

3. Remove the small and unconnected pixels from the edge image; 

4. Apply the circular Hough transform on the resulting edge image; 

5. Find the best fit circle and mark it as the iris boundary. 

Figure 3.5 shows the results of applying these steps on three sample eye images. It is clear that our 

proposed segmentation method concentrates on the relevant edge points only, as shown in the third 

row of figure 3.5. As a result, the proposed algorithm can work very quickly with an accurate 

localization of the iris edges, as shown in the last row of figure 3.5. 

 

Figure 3.5:  Iris localization steps of three selected images from the UBIRIS v1 database 

3.3.4 Removing the Upper and Lower eyelashes and eyelids 

In the unconstrained environments, many other noisy objects such as eyelids and eyelashes often 

cover the iris region. Passing the segmented iris to the next steps (normalization and encoding) 

without removing the non-iris or noisy regions causes mis-classifications in the verification or 
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identification tasks. Therefore, it is very important to search for all non-iris regions and isolate 

them from the iris region. The percentage of iris occlusion differs from image to image, but if it 

covers more than 50 percent of the iris region, it may degrade the biometric template and cause 

errors in the classification and verifications tasks even if we correctly remove all noise regions. In 

this research, we will not deal with the problem of degrading the biometric template because of 

the high occlusion parts, and we will concentrate on accurately removing the non-iris regions from 

the iris region. 

3.3.5 Removing the Upper eyelashes and eyelids 

The upper eyelashes and eyelids are usually the biggest cause of iris occlusions. Furthermore, the 

isolation of the eyelashes and eyelids is considered one of the most difficult tasks in iris 

segmentation algorithms, especially when dealing with unconstrained environments. In our 

proposed segmentation algorithm, we use a method similar to the mechanism presented in [87]. 

This is because this method is very effective in dealing with unconstrained environments where 

most of the traditional methods do not work perfectly. The steps of the upper eyelash and eyelid 

removal can be summarized as follows: 

1. Isolate two small rectangle images from the two sides of the localized iris circle; 

2. Apply horizontal Canny edge detection to the two isolated images, and enhance the resulted 

binary image by morphological operations; 

3. Determine the noisiest point in each side and draw an arc between them to isolate the upper 

eyelid. The radius and the center of the arc are determined exactly as explained in [87]. 

  

3.3.6 Removing the Lower eyelashes and eyelids 

The isolating of the lower eyelid of the iris is much easier than the upper eyelid. In this research 

work, we use the line Hough transform because the lower eyelid is usually small and in the shape 

of line. Firstly, an edge detection algorithm is applied on a reduced-size image that includes only 

the lower half of the iris. After that, the line Hough transform is applied on the edge image to 

search for the best line that represents the occlusion of the lower eyelid. If the maximum vote is 

less than a certain value, then we consider that no occlusion exists in the lower part of the iris 
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image. Figure 3.6 shows the results of removing the upper and lower eyelids and eyelashes from 

some sample iris images. 

 

 

Figure 3.6: Removing the upper and lower eyelids and eyelashes from the iris region using images from 

the UBIRIS v1 database 

 

3.4 RESULTS AND DISCUSSION 

To investigate the performance of the proposed segmentation algorithm, it is implemented using 

MATLAB R2013 software. After that, the UBIRIS v1 (Session 1) [31] iris database is used to 

evaluate the performance of our segmentation algorithm. The UBIRIS v1 database is public and is 

one of the most famous databases used to test iris recognition and segmentation algorithms. The 

database has 1877 iris images which were collected from 241 different eyes. These were especially 

collected to simulate unconstrained imaging conditions. The proposed algorithm is compared with 

another five iris segmentation algorithms (namely, Daugman [123], Martin–Roche [87], Fourier 

spectral [92], Camus–Wildes [128] and Wildes [91]). The experiments were conducted on an HP 
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Pavilion computer with the Windows 10 operating system. The processor of the PC is core i5 with 

4 GB RAM. Figure 3.7 shows some true segmented images with different iris occlusion situations. 

As seen in the figure, the proposed algorithm can accurately localize the pupil in the first step, and 

then the iris boundaries are searched for in the reduced iris candidate area, as explained in the 

previous section. In addition, the results show that the non-iris regions are deleted from the iris 

regions perfectly without affecting the important parts of the iris. 

  

 

 

Figure 3.7:  Sample selected images before and after applying the proposed segmentation algorithm from 

the UBIRIS v1 database [31] 
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Figure 3.8, shows some original iris images chosen from Ubiris1 database are shown in the first 

row while the second row shows the same images after using CHT (Canny-Hough Transform) and 

reflecting correct results. The third row shows the same iris images after removing non-iris reign 

like the eyelids, eyelashes, reflections and pupil noises. Canny edge detection and Hough 

transform gives better results. Using the CHT method, most of the noise and other affects (such as 

light and camera movement in the iris image) can be removed. 

 

Figure 3.8:  Sample images before and after applying the proposed segmentation algorithm steps 
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Table 3.1 shows a comparison between our proposed pupil-based segmentation algorithm and the 

other five state-of-the-art iris segmentation algorithms. The segmentation of each iris is considered 

to be correct if the following two conditions are satisfied: firstly, the iris and the pupil should be 

localized correctly by detecting the two circles that fall exactly into the iris and the pupil borders; 

secondly, the upper and the lower eyelid regions should be correctly determined to be eliminated 

from the iris image. The segmentation is considered to be wrong if one of these two conditions is 

not satisfied. The results show that our proposed algorithm can significantly outperform a number 

of segmentation algorithms and is competitive with other algorithms. Specifically, our algorithm 

outperforms the well-known segmentation algorithm of Daugman, since it is designed for near-

infrared iris images which can more simply be segmented. The Daugman algorithm faces many 

difficulties when dealing with unconstrained images such as those from the UBIRIS v1 database. 

On the other hand, the performances of our proposed segmentation algorithm and Wildes 

algorithm are very close, since both of them use mechanisms that can deal with noisy eye images 

such as the circular Hough transform. 

Table 3.1: Performance comparison between the proposed iris segmentation algorithm and the other five 

algorithms 

  

Segmentation Algorithm Accuracy 

Daugman 95.22% 

Martin–Roche 77.18% 

Fourier spectral 94.47% 

Camus–Wildes 96.78% 

Wildes 98.68% 

Proposed 98.75% 

 

The proposed pupil-based iris segmentation algorithm cannot deal with small cases when 

segmenting noisy images. One such case is when eyelids or eyelashes cover a large part of the iris 

region. We noted that when the upper eyelid covers more than 50% of the iris region, our proposed 

algorithm might fail to accurately segment iris. Another case is when the lower or the upper eyelids 

of the eye cover parts of the pupil; this is because our segmentation algorithm mainly depends on 
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the pupil region to segment the iris. Figure 3.9 shows some examples of iris images that our 

segmentation algorithm fails to segment because one of the previous causes.  

 

 

Figure 3.9:  Sample images from falsely segmented iris images after applying the proposed segmentation 

algorithm 

 

 

Figure 3.10:  Sample images from falsely segmented iris images after applying the proposed 

segmentation algorithm 
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Figure 3.11 shows the rest images (11 images) with incorrect segmentation. These images have 

the correct detection of outer circles while all inner circles are incorrect. The total of incorrect 

segmented images are only 17 out of 1205 images, thus the error rate is only 1.4%. 

 

 

 

Figure 3.11:  Sample images from falsely segmented iris images after applying the proposed 

segmentation algorithm 

 

 

3.5 REVIEW OF THE CHAPTER 

In less constrained environments, the sources of noise in eye images are significantly increased, 

which leads to the severe degradation of iris images. As a result, the iris segmentation step becomes 

a major issue, since most of the traditional iris segmentation techniques fail in such challenging 

conditions. In this chapter, a new segmentation algorithm has been proposed for handling iris 

images acquired in visible wavelength environments. It has been shown that the proposed 

segmentation algorithm can decrease the degradation and noise sources by starting to search from 
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the pupil, which is the most easily distinguishable region of the iris. The iris has been localized 

accurately using a fast circular Hough transform. In addition, other convenient methods have been 

used to isolate the upper and lower eyelids and eyelashes from the iris region. The proposed 

algorithm has been compared with a number of state-of-the-art segmentation algorithms using the 

UBIRIS database, and the results validate the effectiveness of the proposed algorithm against the 

others. 
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4. THE NEW PROPOSED IRIS RECOGNITION SYSTEM BASED ON 

CCT-LIKE MASK FILTER BANK 

Recently, several methods have been developed for iris recognition. Most of those methods were 

designed for frontal and high-quality iris images. Among them, the most widely known is 

Daugman’s approach, which is still used in most commercialized iris recognition systems [96]. 

After the work of Daugman, many other research papers are presented to deal with many 

challenges of the iris recognition systems. In this chapter, a new personal identification method 

based on unconstrained iris recognition is presented. We apply a nontraditional step for feature 

extraction where a new circular contourlet filter bank is used to capture the iris characteristics. 

This idea is adopted from a new geometrical image transform called the circular contourlet 

transform (CCT). The CCT transform provides both multiscale and multi-oriented analysis of iris 

features. In the proposed recognition system, only five out of seven elements of the gray level co-

occurrence matrix are required in the creation of the feature vector, which leads to a further 

reduction in computations. In addition, the highly discriminative frequency regions due to the use 

of circular-support decompositions can result in highly accurate feature vectors, reflecting good 

recognition rates for the proposed system. The proposed system has encouraging performance in 

terms of high recognition rates and a reduced number of elements of the feature vector. This 

reflects reliable and rapid recognition properties. In addition, some promising characteristics of 

the system are apparent since it can efficiently be realized with lower computation complexity. 

The proposed iris recognition method is a modified version of the classical iris recognition method, 

which usually consists of four steps: segmentation, normalization, feature extraction and coding, 

and matching. A new identification method is achieved by applying a nontraditional step for 

feature extraction (where a new filter bank of CCT filters is used to capture the iris characteristics). 

It is known that 2D filters are widely used for various types of image processing and analysis. 

Although the classical 2D discrete wavelet transform(2DDWT)is known to be a powerful tool in 

many image processing applications such as compression, noise removal, image edge 

enhancement, and feature extraction, 2D DWT is not optimal for capturing the 2D singularities 

found in images and often required in many segmentation and compression applications. In 

particular, natural images consist of edges that are smooth curves, which cannot be captured 

efficiently by the classical 2D wavelet transform. Thus, more effective methods for 2D singularity-
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capturing transforms have been developed. One of the most recent transformation methods is the 

2D elliptical-support wavelet transform (2DESWT), which was efficiently used as the main feature 

extractor in a recent method for iris recognition [106]. Another attempt at a geometrical image 

transform is the 2D circular-support wavelet transform (2D CSWT) [129] which can efficiently 

represent images using circular split 2D spectral schemes (circularly decomposed frequency 

subspaces). The designed 2D filters using circular-support schemes can function as a 2D wavelet 

filter bank. One of the main benefits of circular-support schemes is that they can possess better 

performance than rectangular-support schemes when it is desired to extract as much low-frequency 

information as possible in a 2D low-pass filtering channel (or as much high-frequency information 

as possible ina2D high-pass filtering channel)[130]. It was shown in [129] that the 2D circular-

support decomposition scheme can effectively improve the operation of extracting both 

approximation and detail coefficients from original images using 2D circular filters instead of 

using the traditional two-stage 1D filter decompositionintheclassical2Ddiscretewavelettransform. 

Therefore, it is believed that a new type of multiscale decomposition can be achieved in this thesis 

using 2D circular support frequency decomposition regions, which can serve as highly 

discriminated regions, while the iris features will accurately represent all iris image contents at the 

right scale. The filters of the 2D circular-support wavelet transform can be simply realized by 

frequency-masking filters with shapes just like the 2D circular-support regions in different scales. 

This reflects simplicity in realizing the processing system in addition to its accuracy. Nevertheless, 

wavelets may not be the best choice for representing natural images (such as those of the iris). This 

is due to the fact that wavelets are blind to the smoothness along the edges commonly found in 

images and always lack texture orientation information. Hence, the use of the contourlet transform 

[131, 132] is preferred in this paper to identify iris features as it offers both the important properties 

of anisotropy scaling and directionality. The contourlet transform is often used in image processing 

(such as image denoising, compression, etc.) [133–31]. In the classical contourlet transform (CT), 

a double-stage filter bank structure is usually considered: a stage of subband decomposition 

followed by a directional transform. A Laplacian pyramid (LP) is employed for the first stage, 

while directional filter banks (DFBs) are used in the second stage of angular decomposition. A 

comparison between the contourlet shows the improved edge contours due to both the multiscale 

and multi orientation decompositions of the latter [132]. 
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Figure 4.1: Iris image after segmentation step 

 

 

4.1 FEATURE VECTOR EXTRACTION AND CODING STEP  

As mentioned before, the CCT is applied in the feature extraction stage of this iris recognition 

system. A simple frequency-masking filter bank can be used to realize the CCT with circular 

contourlet-like shapes simulating the CCT’s two filtering stages of multiscale and multidirectional 

decompositions. This reflects the simplicity of realization of the processing system. In addition, 

the new type of multiscale decomposition can be achieved by the use of circular-support 

decomposition regions, which can serve as highly discriminative frequency regions, giving some 

accurate features of the iris image by the correct representation of all its contents at the right scale 

and the right orientation. This can result in high accuracy values for the proposed less-complex 

iris recognition system. 

In the previous section, iris segmentation with de-noising and normalization stages was detailed. 

By performing de-noising, the unimportant black pixels of the segmented image were deleted in 

order to reduce the number of processed pixels, thus increase the processing speed. In this section, 

feature extraction and coding is discussed. A 2-D FFT is applied on the normalized image. A block 

diagram of the proposed system is shown in Figure 4.2. The time-frequency conversion in Figure 

4.2 is accomplished by using a 2-D FFT after the normalization step. Before that, in the 

normalization step itself, the well-known rubber sheet model was applied to convert the isolated 

radial area into a rectangular area. 
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Figure 4.2: Block diagram of the proposed system 

 

As shown in Figure 2, eight filters with frequency masks (FM 1–FM 8) were multiplied with the 

2-D FFT of the image; thus, eight resulting components were obtained. For each component, seven 

features were calculated by using the following formulas of the GLCM [136]. 
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𝐸𝑛𝑒𝑟𝑔𝑦 =  ∑ ∑ 𝑃(𝑖, 𝑗)2

𝑗𝑖                                                                                                    (4. 𝟏)   
 
                                                                                  
 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  ∑ 𝑛2 [∑ ∑ 𝑃(𝑖, 𝑗)‖𝑖 − 𝑗‖
𝑁𝑔

𝑗=1
= 𝑛

𝑁𝑔

𝑖=1
]                                                    (4. 𝟐)   

𝑁𝑔−1

𝑛=0   

 

                                   

 

   𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
 ∑ ∑ (𝑖𝑗)𝑃(𝑖,𝑗)− 𝜇𝑥𝜇𝑦𝑗𝑖

𝜎𝑥𝜎𝑦
                                                                             (4. 𝟑)          

                                                                

 

 𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
1

1+(𝑖−𝑗)2 𝑃(𝑖, 𝑗)𝑗𝑖                                                                       (4. 𝟒)           

 

                                                         

𝐴𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =  ∑ ∑ (𝑖𝑗)𝑃(𝑖, 𝑗)                                                                        (4. 𝟓)   𝑗𝑖        

                                          

                  
𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  ∑ ∑ |𝑖 − 𝑗|𝑃(𝑖, 𝑗)𝑗𝑖                                                                          (4. 𝟔)      

                                                              

                                   
𝐼𝑛𝑒𝑟𝑡𝑖𝑎 =  ∑ ∑ (𝑖 − 𝑗)2𝑃(𝑖, 𝑗)                                                                                   (4. 𝟕)   𝑗𝑖                                                                            
 

 

The physical values in the formulas (4.1)–(4.7) are usually calculated for each of the eight outputs 

of all circular multiscale and multi-orientation mask filters. Instead, in this research, the following 

algorithms represent both processes of the iris image feature extraction and bit-coding of features. 

A) Algorithm for constructing features from an iris image: 

1- Read image after completing the segmentation step. 

2- Remove the boundary around the iris. 

3- Convert iris from polar coordinates to rectangular coordinates. 

4- Perform the 2-D Fast Fourier transform (FFT). 

5- Perform the FFT shift to center all the frequencies on the 2-D spectrum sheet. 

6- Convert filter masks into binary. 

7- Multiply (pixel-based) the 2-D spectrum sheet of the iris image by the filter mask. 
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8- Apply the inverse FFT shift. 

9- Perform the inverse Fourier transform. 

10- Execute a feature extraction step. 

 

Figure 4.3 shows the flow chart for constructing features from iris images. Many tests were 

performed in order to choose a good combination (concatenation) of useful outputs of different 

filter masks among the group of eight filter masks shown in Figure 2. Fortunately, filter mask FM 

4 is the only one that displayed the best feature characteristics. Figure 4.4 shows the block diagram 

of a reduced-complexity system using the single filter mask FM 4, resulting in a single component 

with only five required elements, rather than all seven elements of the GLCM, described by 

Equations (1)–(7). These elements are energy, autocorrelation, dissymmetry, inertia, and contrast, 

as shown in Figure 4.4. The five outputs from these elements are coded and concatenated to form 

the final feature vector representing the input iris image characteristics. 

 

B) Algorithm for binary-bit coding and feature vector creation: 

1- Read all elements. 

2- Normalize all element values to match 10-bit codes. 

3- Remove the least significant bit (LSB) from all coded features to form reduced-length features. 

4- Concatenate the reduced-length feature bits resulting from using five out of the seven elements 

of the calculated GLCM matrix. The elements are 

- Energy (repeated twice) 

- Autocorrelation (repeated twice) 

- Dissymmetry 

- Inertia 

-         Contrast (repeated twice) 

5- Generate a final feature vector with code length (9*5) + (9*3) = 72 bits. 

 

Figure 4.5 shows the flow chart for binary-bit coding and feature vector creation with reduced 

length. 
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Figure 4.3: Flow chart for constructing features from iris images 
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Figure 4.4: Block diagram of a reduced system 
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Figure 4.5: Flow chart for reduced-length bit-coding and feature vector creation 

 

 
Over many experiments, what code number is better for greater accuracy was tested while 

keeping the vector length as short as possible. To accomplish this, tests were performed on the 

iris images of the UBIRIS V1 dataset [32]. Some samples of results before the standard 

normalization of values are shown in Table (4.1), while Table (4.2) shows the same results 

after the standard normalization of all values. Table (4.3) shows the decimal values 

corresponding to 10-bit implementation (from 0 to 1023) of the normalized values from Table 

(4.2). 
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match 10 bits 
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End 
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Table 4.1: Some samples of UBIRIS V1 images before standard normalization 

 

 

 

 
Table 4.2: Some samples of UBIRIS V1 images after standard normalization 

 
 

UBIRIS V1 
images Energy Autocorrelation Dissimilarity Inertia Contrast 

1c1 
0.483013 0.623229 0.275148 0.276718 0.392763 

2c1 
0.301924 0.342782 0.158636 0.135048 0.259907 

3c1 
0.226875 0.270072 0.541797 0.547284 0.626975 

4c1 
0.495109 0.346534 0.578425 0.561076 0.440935 

5c1 
0.758223 0.80929 0.294493 0.274607 0.154496 

 
 

 

 

 

 

 

BIRIS V1 
images Energy Autocorrelation Dissimilarity Inertia Contrast 

1c1 0.00018 4022660 41399.09 2077427 1585.313 

2c1 0.000189 2643074 32358.39 1515701 1475.183 

3c1 0.000214 5746313 62089.54 3150226 1779.461 

4c1 0.000247 6678443 64931.67 3204912 1625.245 

5c1 0.000212 4750258 42900.11 2069054 1387.804 
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Table 4.3: Decimal values corresponding to 10-bit implementation of the normalized values 

 

UBIRIS V1 
images Energy Autocorrelation Dissimilarity Inertia Contrast 

1c1 483 623 404.4 406 393 

2c1 302 343 194.1 173.8 260 

3c1 227 270 401.3 394.4 627 

4c1 495 347 640 677.2 441 

5c1 758 809 692.7 753.4 154 

 

 
From Table (4.3), it appears better to repeat the bits of energy twice, autocorrelation, and contrast, 

resulting in a final 72-bit-length feature vector. Table (4.4) shows the 72-bit codes resulting from 

concatenating individual codes representing the decimal values of energy (repeated twice), 

autocorrelation (repeated twice), dissimilarity, inertia, and contrast (repeated twice) for each 

sample of UBIRIS V1 images in Table (4.3).   
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Table 4.4: Final 72-bit-length feature vectors of UBIRIS V1 images of Table (4.3)  

UBIRIS V1 
images  

Final 72-bit-length feature vector 

 
1c1 011000100011000100001010100001010100010100101010001001010001010010001010 

 
2c1 010000010010000010001110100001110100001000101001001111001000011001000011 

 
3c1 100111001100111001011001111011001111100011101100001111100010001100010001 

 
4c1 011011100011011100101001001101001001101011110100100001100011000100011000 

 
5c1 001001101001001101011001000011001000011011000010010011010001001010001001 

 

  
The Hamming distance (HD) matching algorithm was used to simulate the iris feature vector 

matching. This matching algorithm is shown by the flow chart in Figure 4.6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
Figure 4.6: Flow chart of the HD matching algorithm 
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In Figure 4.6, the inter- and intra-class Hamming distances (HDs) were computed between the 

feature vectors of the input irises and the feature vectors of the database irises for 2000 iris images. 

Figure 4.7 shows both the inter-class and intra-class distributions, appearing with a threshold 𝑇ℎ 

= 0.46. For the recognition phase, the following rules were applied: 

 

 

𝐼𝑓 𝐻𝐷 ≥  𝑇ℎ , 𝑡ℎ𝑒𝑛 𝑡ℎ𝑒 𝑖𝑟𝑖𝑠 𝑖𝑠 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑 𝑎𝑛𝑑 𝑖𝑚𝑎𝑔𝑒 𝑖𝑠 𝑚𝑎𝑝𝑝𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒; 
 
𝐼𝑓 𝐻𝐷 <  𝑇ℎ , 𝑡ℎ𝑒𝑛 𝑡ℎ𝑒 𝑖𝑟𝑖𝑠 𝑖𝑠 𝑛𝑜𝑡 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑. 

 
 

 
   

 

(a) Inter-class distribution. 
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  (b) Intra-class distribution. 

 
Figure 4.7: inter-class and intra-class distributions 

 

4.2 RESULTS AND DISCUSSION 

A comparative study between different methods of iris recognition is summarized in Table (4.5). 

This comparison is based on the kind of utilized dataset, the applied method for feature extraction, 

the resulting feature vector length (in bits), the type of matching algorithm, and the achieved 

percentage rate of accuracy. 

  

From Table (4.5), it can be seen that the resulting recognition rate of the proposed method is of the 

same order compared to those of the other illustrated methods, whereas the system is superior in 

the sense of the feature vector length (72 bits), reflecting a rapid recognition process. In addition, 

a single sub-band out of eight is needed in constructing the CCT, while five out of seven elements 

of the GLCM are sufficient for feature vector creation. Both reductions imply a less complex 

recognition system with fewer computations. In addition, an important thing to remember is that 

the tested UBIRIS V1 dataset is of the type containing iris images captured in an unconstrained 
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environment, which means that the proposed system is an efficient unconstrained iris recognition 

system. 

 

Table 4.5: Comparison of the proposed methods with some known methods 

 

Method Dataset 
Feature Extraction 

Method 

Feature Vector 

Length (Bits) 

Matching 

Algorithm 

Rate of 

Accuracy % 

 

Daugman [96] 

 

UBIRIS v1 

 

Gabor wavelets 

 

2048 

 

HD 

 

        95.2  

Martin-

Roche[138] 
UBIRIS v1 

Gabor 

wavelets 
2048 HD         77.81 

[137] CASIA v1 NSCT with GLCM 490 SVM          96.3 

Our proposed UBIRIS v1 

CCT    (using Single 

Sub-band)  with 

GLCM (with 5 out 

of  7 Elements) 

72 HD          96.2 

 

 
 

4.3 CHAPTER CONCLUSIONS 

An efficient unconstrained iris recognition system has been proposed in this thesis using the 

circular contourlet transform (CCT) to extract 2-D anisotropic oriented features from degraded iris 

templates rather than using classical methods based on textural analysis wavelet transform or even 

the classical contourlet transform (CT). Multiscale characteristics are usually noticed in iris images 

due to the improper alignment of eyes in front of cameras, while multiphase characteristics are 

noticed from the differently oriented curves in iris images. CCT sub-band decomposition has been 

proposed because of the multiscale and multidirectional properties of the iris feature vectors. CCT 

decomposition has been applied to UBIRIS V1 iris images (the iris image is treated as a pattern 

that is rich with multiphase and multiscale characteristics). While performing matching, the 
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resulting feature vectors has been proved to give a comparable recognition rate with rapid 

recognition, since only a reduced feature vector length of 72 bits has been required. In the phase 

of constructing the CCT filter bank, a single sub-band out of eight has been considered enough to 

cover most feature characteristics of iris images, while only five out of seven elements of the 

GLCM have been required for feature vector creation. Both reductions result in a less complex 

recognition system with fewer computations. This reflects a reduced-complexity implementation 

of the whole recognition system. Also, the required CCT sub-band filter has been easily realized 

by masks, again highlighting a greater reduction in the realization requirements of the whole 

recognition system. Finally, in the process of simplifying the whole system, it has been noticed 

that due to the multiscale characteristics of the CCT, no highly accurate segmentation process is 

needed. 
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5. CONCLUSION 

In this thesis, we focused on enhancing the iris recognition systems by considering the problems 

of the unconstrained iris recognition problems. These problems cause that high error rate due to 

increasing number of noise sources in eye images, which leads to a degradation in the segmentation 

and feature extraction processes. As a result, the iris segmentation and feature extraction steps 

have become major issues in unconstrained iris recognition systems, since most of the traditional 

iris segmentation techniques fail under such challenging conditions. Firstly, a new segmentation 

algorithm has been proposed for handling iris images acquired in visible wavelength environments. 

It has been shown that the proposed segmentation algorithm can decrease the degradation and 

noise sources by starting to search from the pupil, which is the most easily distinguishable region 

of the iris. The iris has been localized accurately using a fast circular Hough transform. In addition, 

other convenient methods have been used to isolate the upper and lower eyelids and eyelashes 

from the iris region. The proposed algorithm has been compared with a number of state-of-the-art 

segmentation algorithms using the UBIRIS database, and the results validate the effectiveness of 

the proposed algorithm against the others.  

Secondly, an efficient unconstrained iris recognition system has been proposed in this thesis using 

the circular contourlet transform (CCT). It is main idea is to extract 2-D anisotropic oriented 

features from degraded iris templates rather than using classical methods based on textural analysis 

wavelet transform or even the classical contourlet transform (CT). CCT decomposition has been 

applied to UBIRIS V1 iris images (the iris image is treated as a pattern that is rich with multiphase 

and multiscale characteristics). While performing matching, the resulting feature vectors has been 

proved to give a comparable recognition rate with rapid recognition, since only a reduced feature 

vector length of 72 bits has been required. Finally, in the process of simplifying the whole system, 

it has been noticed that due to the multiscale characteristics of the CCT, no highly accurate 

segmentation process is needed. 

In future work, we are planning to apply our proposed segmentation and feature extraction methods 

on more databases. Moreover, enhancing the proposed algorithms to be able to deal with more un-

constrained scenarios is another open research topic [139]. Recently, there are many new biometric 

based recognition systems proposed such as [140], [141], [142], and [143], we are planning to use 

them to enhance our recognition system. 
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