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The data is increasing day by day in a large amount in this time of the world. Data preprocessing 

in Machine learning has big role to solve the data problem, Getting the information knowledge 

from large data sets now plays a big and significant role in different kind of businesses. Data 

analysis of a dataset can be used to extract the hidden pattern to produce useful information. 

Machine  learning  is  powerful  tool  for  predictive  analysis  which  predict  the  direct  variable 

without focusing on complex relationships in the dataset. Data preprocessing is the important factor 

of machine learning which removes the complexity of data set. With these techniques we build 

predictive models based on real life credit card transactions data which allow us to find the new 

transaction is fraudulent or non-fraudulent. The aim and mission of this thesis is to introduce the 

difficult steps in machine learning like Data preprocessing, Real life example will show the 

importance and impact of data preprocessing in the machine learning. Credit card fraud is growing 

each year almost 1 percent of fraud has calculated each year for all the credit card transactions 
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which caused a lot of money to the business owners. Different kind of Machine Learning 

algorithms are used to solve the credit card transaction fraud problem. Main challenge is the large 

data set which contains almost 99.4 percent of data was non-fraudulent. This was a big challenge 

for data preprocessing. Data preprocessing techniques like data cleaning, normalization, feature 

extraction and selection are used to prepare the data for machine learning algorithms such as neural 

networks, decision trees, random forest, under sampling etc. In the result of some algorithms the 

accuracy of our model increases to more than 90 percent. As we introduce the best algorithm for 

each step of data preprocessing to get the high performance of the data set in proposed model. 

 

Keywords:  Machine Learning, Data Preprocessing, Deep Learning, Fraud Detection, Data 

Prepearation
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1.   INTRODUCTION 
 
 

In this chapter I will give a short overview of this topic, In first section we will focus on the 

previous work done on the data preprocessing in machine learning and how it effects real data. 

This chapter will finish the general outline of thesis. 

 

Last couple of decades has experience the revolution in technology and data engineering. Which 

made easy all the work of day to day operations in almost all the departments, we will be 

focusing on the decision-making part of the business and will help to solve the critical problems. 

All the business is producing large amount of raw data in daily basis via social media and from 

any other platforms and that’s why it is very hard to observe this data and make good decision. 

People are investing in the data to use it in the decision-making process and which later turns 

into operational applications. Machine learning can solve complex problem which extract the 

useful points and patterns from the raw datasets and build a relation between variables to create 

useful knowledge or information. 

 

Machine learning becoming more famous in research work and daily life applications and 

software’s. The most important areas where machine learning is more critically used in pass 

decades are weather prediction, ecommerce business, face detection etc. Machine learning is also 

the most interesting area for researchers and most the Universities and research groups are investing 

in machine learning and data preprocessing. As from the name machine learning, it is the learning 

from experience, the process contains observing and analyzing the data and make future 

predictions by learning from the past. This research work will be more focus on the data 

preprocessing techniques in machine learning like supervised learning, Supervised learning models 

expect input and will predict a productive output. 

 

This research work will solve a problem of credit card fraud detection. The credit card transactions 

data is available for research which we will use it in our models. Fraud in credit card credit card 

transactions are increasing day by day, To detect the fraud transactions for the companies will 

impact the profitability of these companies. The process needs to be deal with large amount of 

data that maybe incomplete or inaccurate, Data preprocessing techniques will take care of the 

incomplete or inaccurate data.
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This process will start from data preparation where we will know whether data is clean , reliable, 

sufficient for this process. Data cleaning will deal with the missing data, inaccurate values, or other 

inconsistencies in the dataset. Data selection will deal with two issues like the relative importance 

of each attribute and the other is how to categorize all the attributes in the data. This thesis classifies 

the attributes in to continues and categorical data categories and then develop the algorithm to solve 

the problem based on attributes. Data preprocessing is the step when the clean data is enhanced 

sometime this enhancement involves creating new data from one or more than one fields in dataset, 

sometime replacing several fields with single field which contains more information or sometime 

the data needs to be transformed into a form which is acceptable as input for a specific machine 

learning algorithm. Data representation explains is to present the variable values in such away that 

the neural network can discern the differences between values and tell the relative magnitude of 

differences if that information is available. In model selection the back propagation neural 

network model is chosen to predict the target data, because the nature of prediction task is 

supervised. To fill missing data fields, self-organized-map model is selected  to  cluster  all  the  

data  into  subgroups  where  data  have  the  similar  characteristics. Separate Training and testing 

datasets. For most supervised neural network models, network begins with the training process. To 

obtain the best results, the critical neural network parameters should be set properly, they are 

learning rate, momentum, error tolerance, activation function and learning rule, neighborhood and 

number of cpochs. The criteria for the measure of the success is different in classification and 

clustering, the measure of success in classification problem is the accuracy of the classifier, usually 

defined as the percentage of correct classifications. 

 

In methodology section of this thesis will implement and improve the previous models and 

algorithm of data preprocessing with detection of fraud transactions example. In this example an 

ecommerce business sells books which already sold thousands of books in last book. Now we 

build a fraud detection system which will show us the new transaction is fraudulent or non- 

fraudulent. Data set is explained in this chapter in which our first big problem is the vast majority 

users will  not  be fraudulent  which  made it  harder to  detect  the underlying patterns in  the 

information available which will cause our dataset highly unbalanced. Where we must use some 

sampling techniques and use different metrices to balance the dataset.
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The  dataset  contains  over  three  hundred  thousand  transactions  all  with  their  corresponding 

labels, Each one of the row in the dataset represents a user transactions with all the credit and 

user transaction available. Our goal is to be the classifier that given a new transaction can tell if 

its fraudulent or not with corresponding confidence. For data visualization jupyten nootbook will 

be used to all implementation and loading the dataset. Some important libraries will be used such 

as numpy, pandas, keran and random seed. After loading dataset and libraries the next step will 

be data preprocessing which is an important step in our case, because our data is unbalanced. 

 

Machine learning techniques is the science of where computers are able to work like humans, 

like humans to extract pattern in data and take some action on the findings. Deep learning is the 

machine learning techniques which can be supervised, semi supervised and unsupervised. Here we 

will use supervised learning techniques which means we will need to teach our network with some 

input data and will expect an output as well. In this case the input will be a new credit card 

transaction and the output will be the information which will say whether this transaction is 

fraudulent or non-fraudulent. 

 

The dataset will be split into two sub dataset which will called training and testing dataset. To start 

training our model we will need to call the compile method and will use accuracy to measure 

our results and then we will try to fit the problem, We will also face some overfitting problem in 

our model which we will remove with some algorithms. 

 

The confusion matrix show us the performance of our model. In our case we will need to know 

how many fraudulent transactions we put into non-fraudulent transactions. If we only measure 

the percentage of their correct labels we will get a really high value as most of our transactions 

are known for non-fraudulent. If our model always predicts non fraudulent we will just get the 

majority of them right. 

 

Decision trees is machine learning classification algorithm which will be used to test our both 

datasets (test dataset and train dataset). Under sampling techniques will be used to stabilize the 

dataset by locating our fraudulent transactions indexes in our dataset. 

 

This thesis deals with automatic methods based on data and based on machine learning techniques. 

Practitioners must decide the function to use, strategy (e.g. supervised or unsupervised),  the  

algorithm  (e.g.  decision  trees,  neural  network,  support  vector  machine),
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frequency of update of the model (once a year, every month). or new data is still available) etc. 

We hope that the reader will better understand the design and implementation of an effective 

data-driven fraud detection solution at the end of the thesis.
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2.   LITERATURE REVIEW 
 
 

2.1 MACHINE LEARNING 
 
 

Machine learning is trending in scientific research work and plays an important role in the software 

and other applications in our daily life. Most of the time machine learning is used for weather 

predictions, fraud detection in any kind of bank or credit transactions, face detection software’s, 

product  recommendation  like Amazon  do  in  their software  to  show  the  related products to 

you on your search history or your browser cookies etc. Machine learning is the study of 

learning the knowledge from experience, this process contains observing the problem and 

developing a hypothesis which help the machine learning to predict the future behavior of the 

system. In our case as we are using the machine learning to solve our data problem in this case 

we will be providing data to the machine learning model which will extracts the knowledge from 

raw data set to the useful information. Machine learning is closely related to the pattern 

recognition, data mining and statistics at the same time it is related to the computer science 

where it focusses on those algorithms which are involve in the extraction of information from data. 

The main idea of machine learning is to create algorithms which learn the patterns automatically 

from the data. 

 

This thesis is about data preprocessing and machine learning techniques like supervised learning, 

where system will expect and input and will predict a productive output which is call supervised 

learning.  There is another term called unsupervised learning in which the response or the output 

variable are not available. While supervised learning assumes the availability of an input and an 

output where the machine learning models can compare the predicted output to the original 

output and can check the accuracy and precision. Data preprocessing will contain the data cleaning, 

dealing with missing data, dealing with outliers, data transformation, centering and scaling, data 

reduction and feature extraction, and in supervise learning statistically we will be focusing on 

formalization, classification etc. 

 

We use some real-life problems and try to solve it with data preprocessing techniques and 

supervise learning, Fraud detection problem is the more challenging one where the observations 

of the model will be the transactions which can be either non-fraudulent or fraudulent.
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2.2 DATA PREPROCESSING 
 
 

The real-world data is imperfect and insufficient which means data have a lot of errors missing 

values etc. Data preprocessing is the important step of machine learning which helps to convert 

the raw data into useful information.  Some of the modeling techniques are very sensitive that’s 

why it makes data preprocessing more important, here we will focus on data cleaning, data 

transformation and data reduction which are all the processes of data preprocessing. 

 
2.3 DATA CLEANSING 

 

 

2.3.1   Dealing with Missing Data 
 

 

In the real world it is very common that some data is missing, and sometimes these missing data 

can affect the results of the model. We must be very careful and understand why some data is 

missing. In some cases, the missing data becomes random and refers to a part of the predictive 

models, but the result is not related to missing values or data that is still called population. 

However,  if  some  models  of  the  forecast  model  do  not  contain  any  data,  our  results  are 

unreliable. Some of the proposed procedures for cleaning up data relate to missing data. We will 

focus on two of them. The simplest solution that is proposed is to remove the missing values 

immediately. We can use this technique if the record is very large and the missing data is not 

related to the predictive model and the missing data is random. If we delete the missing data, this 

does not have much influence on the forecast results. If one of them is not there then using 

removing directly missing data can cause some problems in the results. The next solutions 

proposed to the missing data is to fill the missing values related to the given data, we can use 

average of the missing values and fill the missing values and other technique is to use the 

decision trees to find the missing vales.
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2.3.2   Dealing with Outliers 
 
 

The most efficient way to remove the outliers are to visualize the data then we can find out the 

values which are outliers and significantly valid or not, to remove the outliers you must have the 

valid reason, either the values are totally different from main stream data or the values are 

wrong. Instead of deleting the data, there is another way to minimize the effects of outliers. 

 
2.4 DATA TRANSFORMATION 

 
 

Data Centering and Data scaling of data are the simplest technique of data transformation. This is 

the most basic part of the pre-processing data in the analysis. Some machine learning and data 

mining techniques, such as Euclidean Distance, require data to be scaled and centered before being 

entered into the model. The Euclidean distance is the normal straight line between two points of 

Euclidean space. This helps in data transformation to improve the interpretability of parameter 

estimation for interaction in the model. Data scaling scale the data and each prediction value are 

arranged according to the standard deviation by which scale data has unit deviation. Data scaling 

will affect nothing if data has outliers so before data scaling it is important to remove the 

outliers from the data, Data Centering subtracts or suppresses the average value of the predictors 

so that each predictor or dataset has the mean of zero. 

 

Many statistical models assume that all the data are examine in normal distribution but data can 

be positively skewed or negatively skewed. To normalize the data first step should be to resolve 

the skewness with applying transformation. As we know there are more data transformation 

techniques which help is to resolve the skew, for example we can use the inverse transformation, 

square root or log. In current example and in fig 1 you can see how the log transformation solve 

the skew problem.
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Figure 2.1: On left Hand side: a positive-skew data distribution. On right hand side: the 
 

         same data after a log transformation. 
 

 
 
 
 

Box  and  Cox  (1964)  propose  a  set  of  transformations  indexed  by a  parameter  λ  that  can 

empirically identify an appropriate transformation. Eq 2.1                 

 

        
 

 

Equation  (2.1)  can  identify  various  transformations,  such  as  log  transformation,  square  root 
 

(λ=0.5), square (λ=2 ), inverse (λ=-1 ), and other in-between transformations. 
 
 
 
 
 

2.5  NEURAL NETWORK 
 

 

Bishop et al (1995) proposed a network, who then called with the name of the neural network. The 

neural network is a very powerful network that is inspired by the human nervous system, such as 

the brain and the way the brain processes information. The neural network is a nonlinear regression 

technique. The neural network consists of a number of small and interconnected

(2.1) 
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processing elements called hidden layers or hidden units, also called neurons. The linear 

combination is usually transformed by a non-linear function such as a sigmoidal function: 

Eq(2.2),(2.3) 

 

 
 

 

After the hidden layers are determined, another linear combination is applied to connect the hidden 

layers to the results Eq( 2 . 4).  

 

 
 

 

For this kind of neural network models with N number of predictors, the total estimated parameters 

are H(N +1) + H +1. It is obvious that with the increase in number of  N, the number of parameters 

will become high, which proves that the pre-processing data and removing irrelevant predictors is 

an important step to reduce computation time.

(2.3) 

(2.2) 

(2.4) 



10  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.2: Feed forward neural network with a single hidden layer 
 

 
 

The neural network parameters begin with random values and are then imported into some 

important algorithms, e.g. Gradient descent or Bayesian algorithms which are then applied to the 

sum of square residuals. The model of Neural network can not guarantee an authentic solution 

but it can give us optimal solution to the problem. The better way to create several neural networks 

and then combine and compare the results to get more useful prediction. 

 

As we have been discuss that the Neural networks tune the parameters of model before provide it 

to the system, More often it gives us the negative impact on our model. So which proves again that 

data preprocessing is important to help build a reliable and useful model, which also speed up 

the computation problem of the task. 

 

Overfitting refers to a model that models the learning data too well. Overfitting occurs when a 

model learns details and noise in the learning data as the performance of the model is adversely
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affected by the new data. That is the random variation in the training data set which model save 

as the method or concept. To generalize the model these concepts must apply to the new data or 

for example to the testing data set, but in overfitting it does not apply these concepts to the new 

data which is the problem. 

 

Over-fitting more fit for non-linear and non-parametric models which is more diverse to learn a 

specific target method. For example, decision trees are non-parametric algorithm of machine 

learning. 

 
 
 

 
2.6  MULTILAYER PERCEPTRON 

 
 

A multilayer perceptron is a neural network that connects multiple levels in a target graph. This 

means that the signal path through the nodes only runs in one direction. With the exception of the 

input nodes, each node has a non-linear activation function. An MLP uses backward propagation 

as a guided learning method. Since there are different layers of neurons, MLP is a deep learning 

method. A multilayer perceptron (MLP) is a feedforward artificial neural network that generates 

a set of outputs from a set of inputs. Fig (2.3) shows two layers perceptron. 

 

MLP is often used to solve problems that require supervised work, as well as computational 

neuroscience research and parallel distributed processing. Applications include speech recognition, 

image recognition and automatic translation.
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Figure 2.3: A diagram of multilayer perceptron with 2 hidden layers 
 

 
 
 
 

2.7  SUPPORT VECTOR MACHINE 
 

 

SVMs are a set of associated supervised learning methods used for classification and regression. 

They belong to a family of general linear classifiers. Support Vector Machine (SVM) is a 

classification and regression prediction tool that uses the theory of machine learning to optimize 

the accuracy of predictions and automatically avoid data over-adjustment. Support vector 

machines can be defined as systems using a hypothesis space or linear functions in a large function  

space  formed  with  an  optimization  algorithm  learning  algorithm  implementing  a training 

distortion derived from the theory of statistical learning. 

 

Support vector machines are really very effective in large spaces. It's even very efficient for 

datasets  where  the  number  of  dimensions  is  greater  than  the  number  of  samples.  Other 

advantages of support vector machines include memory efficiency, speed, and overall accuracy 

over other classification methods such as the nearest k-nearest neighbours or deep neural networks. 

Of course, they are not always better than e.g. deep neural networks, but sometimes they are always 

better than deep neural networks.
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              Figure 2.4: Support Vector Machine, Best Possible way to split data 
 
 
 

2.8  K-NEAREST NEIGHBORS 
 
 

K-Nearest Neighbors (KNN) algorithm is simple, easy-to-implement algorithm for supervised 

machine learning that can be used to solve both regression and classification problems. The 

KNN algorithms assumes that the similar things exist close to each other.
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                                     Figure 2.5: K Nearest Neighbors Algorithm. 
 

 

In Figure 2.5 most of the time the same data points are close to each other and KNN use this 

assumption to be true for the algorithm to be effective. KNN has been used in statistical estimation 

and pattern recognition already in the beginning of 1970’s as a non-parametric technique. 

 

The k-means algorithm is an unsupervised clustering algorithm. It takes a bunch of unlabeled points 

and tries to group them into “k” number of clusters. It is unsupervised because the points have no 

external classification. The “k” in k-means denotes the number of clusters you want to have in the 

end. If k = 5, you will have 5 clusters on the data set. 

 

The K-nearest neighbor algorithm is intuitive and simple and has a remarkable predictive 

capacity, especially when the answer lies on the local predictor structure. However, the 

calculation  time  is  a  noticeable  problem.  To  predict  a  sample,  the  distances  between  

the observations and all other observations must be calculated so that the calculation with K 

and the size of the data increase considerably. 
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2.9 OVER FITTING PROBLEM AND MODEL TUNING 
 

 

2.9.1 TheProblem of Over Fitting 
 
 

To select best good fit model, it must be in between underfitting and overfitting which is 

difficult to achieve this goal. To understand overfitting, we can look at the performance of 

algorithms of machine learning on training data set and test dataset. With this process 

algorithm will learns the error of the model on training dataset and on test dataset. If with train 

the error of the model on training data decrease and error of the model on test data increases 

which means the model is overfitting and learning the wrong details. The best spot in this 

process where we will this model is good for both data sets, when the error of the model start 

increasing. Overfitting is a problem because the evaluation of machine learning algorithm on 

training data is different from the evaluation of test data on ML algorithm. 

 

2.9.2 Methods 
 

 

There  are  two  important  techniques  for  evaluating  machine  learning  algorithm  to  limit 

overfitting. 

 

• You can manually search the list of features and decide which of the most important 

features you want to keep. A class of algorithms, called model selection algorithms, 

automatically selects  the most  relevant  features.  We will  examine  them  in  the 

next chapters. Although reducing the number of functions solves the problem of 

matching, it is not an ideal solution. The disadvantage is that you are throwing valuable 

information about the problem. 

• Methods of Resampling are following the procedures in such a way that extract 

the sample from dataset and reshaping the model for each sample to learn more about 

the fitness of the model, this process is expensive because it same statistically 

procedures for N number of time for all the samples.
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3.   A SOLUTION TO CREDIT CARD FRAUD DETECTION PROBLEM 
 

 

The task of approving customers for credit, assigning credit limits and detecting credit fraud is a 

labor-intensive and time-consuming process that has significant impact on the profitability of most 

companies [Trippi and Turban, 1996]. How to relieve labors from labor-intensive task and how  to  

find  efficient  solutions  to  reduce  time  complexity become  a  very  challenging  and promising 

field. Furthermore, the process needs to deal with an extremely large amount of data that may be 

incomplete or inaccurate. How to handle such high-dimensional data is very crucial. An artificial 

neural network has demonstrated its usefulness in the analysis of such data sets with a distinctive 

new flavor, which deals with the diversity of input information without requiring that the 

information be restated in a standard form. It can be trained using customer data as the input vector 

and the actual decisions of the credit analyst as the desired output vector. This work uses neural 

network to deal with credit card record sets and develops innovative algorithms to fill missing data. 

The important steps are presented in the following sections. 

 
3.1  DATA PREPARATION 

 

 

This is the first step in data mining process. In most cases, the data used for a data mining operation 

has been just sitting around collecting dust [Bigus, 1996]. There are three important issues need to 

be concerned before mining these raw material: 

 

•  Are these data clean? 
 

•  Are these data reliable? 
 

•  Are these data sufficient? 
 

 

3.2  DATA CLEANSING 
 
 

It is often the true fact that not all operational transactions are correct. They might contain 

inaccurate values, missing data, or other inconsistencies in the data set. Several techniques are
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being used to clean data. These include rule-based techniques for detecting inaccurate or 

inconsistent data, which evaluate each data item against metaknowledge (knowledge about the 

data) about the range of data expected in that field and constraints or relationship to other fields 

in the record [Simoudis et al., 1995]; Visualization can also be used to easily identify erroneous 

and  out-of-range  data.  Another  way  is  to  use  statistical  information  to  replace  missing  or 

incorrect field values with neutral, valid values. Data cleansing in this work focuses on filling 

missing data rather than detecting 24 inaccurate data. Hence, We carefully develop algorithms to 

determine the default value for each attribute. The work first statistically analyzes each attribute 

in the data set and gets the probability distributions for all attributes. Then, designs algorithms to 

determine the default values for all attributes and replaces all missing data with these default 

values. 

 
3.3  DATA SELECTION 

 

 

Data selection concerns two central issues: one is how to determine the relative importance of each 

attribute. The other is how to categorize all attributes. A data set may have M attributes, which 

have the different contribution to the decision-making. How to determine the importance of 

attributes falls into two ways. Sometimes, experts can do this manually. However, this is a kind 

of case-by-case solution. Based on statistical analysis, another method can determine the attribute  

importance  by  comparing  the  similarity between  target  attributes  and  the  uniform distribution 

functions. If the distribution of an attribute is very similar to the uniform distribution, this attribute 

has the less importance. The key point is if the distribution of an attribute is uniform, each 

value has the same probability to appear in a dataset, which makes it useless to predict missing 

data. 

 

Since some attributes in a data set may have ambiguous value, attribute classification is another 

important issue in data selection. For instance, value "19" can be either interpreted as categorical 

data like department number, discrete number value like age or regarded as continuous numeric
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data. This thesis classifies all attributes into two categories: continuous and categorical data and 

develops an algorithm to solve this problem based on attributes' output types. The dataset used in 

this thesis is from UCI Machine Learning dataset [52] library which is freely available for 

researchers. 

 
3.4  DATA PREPROCESSING 

 
 

Data preprocessing is the step when the clean data, which have been selected, is enhanced. 

Sometimes  this  enhancement  involves  generating new data items  from  one or more fields, 

sometimes it means replacing several fields with a single field that contains more information, 

and sometimes the data needs to be transformed into a form that is acceptable as input to a 

specific data mining algorithm, such as a neural network. There are several techniques listed below, 

which are mostly used in the data preprocessing phase: 

 

• Computed attributes: A common requirement is to combine two or more attributes into a 

new attribute. This is usually in the form of a ratio of each combined value, the sum, the 

product or other values. 

• Scaling: Another transformation involves the more general issues of scaling data feeding 

to the neural network. Normally, most neural network models adapt Sigmoid (Sig), 

Hyperbolic Tangent (TanH) or their variants as transfer functions. Equations are: 

(3.1),(3.2) 

 
 

 

The  Sigmoid  transfer  function  requires  the  input  range  [0,1]  while  the  Hyperbolic 

Tangent requires the input range [-1, +1] to avoid "saturation" effect. Thus to scale data 

into the proper range requires another necessary data preparation step. 

 

In   this   work,   all   neural   network   models   such   as   Back-Propagation   (BP), 

SelfOrganization-Map (SOM), etc. use the TanH transfer function; Thus, the original data 

are scaled into the [-1, +1] range.

(3.2) 

(3.1) 
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Normalization: Vectors or tables containing numeric data can sometimes be treated as groups of 

numbers. In these cases, the vectors must be standardized as a group. There are many ways to 

deal with it. The most common vector normalization method is to add the squares or each 

element, take the square root of the sum, and then divide each element by its norm. Another way 

to standardize vector data is to simply add all the elements of the vector and divide each number 

by the sum. In this approach, the sum of the normalized elements is 1.0, and each has a value 

representing the percentage contribution they make. The third method is to divide each vector 

element by the maximum value of the array. 

 
3.5  DATA REPRESENTATIONS 

 
 

Neural networks explore lots of categorical data to do data mining. For categorical data the 

challenge of representation is to present these variable values in such a way that the network can 

discern the differences between values and tell the relative magnitude of the differences if that 

information is available. Various coded data types are used to represent these values. Binary 

code assigns each category a value from 1 to N and represents by a string of binary digits. 

Thermometer code is better used when the discrete values are related in some way, usually by 

increasing or decreasing values. For example, to represent morning, noon and night by 3 bits, 

noon,  morning  and  night  can  be  represented  as  [0.5,  1,  0.5],  [1,  0.5,  0]  and  [0,  0.5,  1], 

respectively. This thermometer encoding scheme not only reveals the difference between 

categories, but also shows the relationship between each other: Noon is next to morning and 

night, morning next to noon but far from night etc 

 

This work designs a different encoding scheme to represent categorical data. The detailed 

procedures are: 

 

1.   Analyze data types in each attribute and calculate each type's percentage. 
 

2.   Divide all data types into 3 parts, the left and right contain data types which percentage is 

the lowest and middle part contains the highest percentage data types
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Subgroup all categories into 3 groups, which are encoded as [-0.355, -0.355, +0.355], [+0.355, - 

 
0.355, -0.355], and [-0.355, +0.355, -0.355], respectively. The 28 reason to choose value +/- 

 
0.355 is to make sure any pair has the Euclidian distance 1, in other words, to normalize the 

distance of each pair. 

 
3.6  MODEL SELECTION 

 

 

There are many different types of neural network models, which can be categorized by the basic 

learning paradigm or the approach they use. Supervised neural network is the most common 

training paradigm, which makes predictions or classifications for a given problem or case. At this 

point, the "desired" results act as a supervisor to indicate what the answer should be and how to 

update network itself to achieve this goal. The unsupervised model is often used for clustering 

and segmentation in data mining, where neural network doesn't have "standard answer", and the 

training goal is to group similar characteristic vectors together. 

 

In this work, the Back-Propagation Neural Network model is chosen to predict the target data, 

because the nature of prediction task is supervised, which means there already have some sample 

cases made by experts in a corresponding field during learning phase. Back-Propagation models 

are just to learn how to deal with these cases, and simulate an expert to predict target data when a 

new case without "answer" feeding into a network. 

 

To fill missing data, Self-Organization-Map (SOM) model is selected to cluster all records into 

some subgroups, where data have the similar characteristics. The key point is if the missing data 

belong to a subgroup, it is very possible for their values to fall into the value range determined 

by the subgroup's complete data records. 

 
 
 

 
3.7  TRAINING AND TESTING THE MODEL 

 

 

Once the data preparation is completed and the neural network model and architecture have been 

selected, the next step is to train the neural network that includes the following two steps:
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1.   Separate training and testing data sets: For most supervised neural network models, 

networks begin the training process with the connection weights initialized with small 

random values. The training control parameters are set and the training data patterns are 

presented to the neural network one after the other. As training progresses, the connection 

weights are adjusted, and the performance of the network is monitored. In order to 

evaluate the performance or to determine whether the target model succeed in data 

prediction or not, implementation needs to test data set, where all weights adjusted at 

training phase are fixed. This work splits the whole data set into testing and training parts 

and set the ratio at 1:3. 

2.   Set important neural network parameters: To obtain the best results, the critical neural 

network parameters should be set properly. They are: 

a.   Learn rate: Control the step size for weight adjustments. Decrease over time for 

some types of neural network. Learn rate is very important because if value is too 

large, the error factor drop very fast but the side effect is easily falling into 

"unstable" state. The whole model could never meet the convergence criteria in 

worst case. On the contrary, whole network will gradually go into a "stable" state 

but take too much time. It is a trade-off. The proper value based on experience 

and practice. In the project BP and SOM both need to set this value. 
 

b.   Momentum: Smooth the effects of weight adjustments over time. BP model need 

to set this value. 

c.   Error tolerance: Specify how close the output value must be to the desired value 

before the error is considered to be zero. In BP, the probe using to determine error 

tolerance usually is Mean Square Root (RMS). 

d.   Activation function and Learning Rule: Select the activation function (transfer 

function), which is used by the neural processing unit. Most common is the 

sigmoid or logistic activation function. As mentioned before, in order to get better 

performance, the project always extend input value range from [-1, +1], so for BP, 

the activation functions usually used are variants of TanH, learning rules are 

Delta-Bar-Delta, Ext DBD and Norm-Cum-Delta. For SOM, the functions are 

logistic or Euclidian.
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e.   Neighborhood: Defines the size or area of units surrounding the winner, which 

get their weights updated. Neighborhood decreases over time. SOM need to 

specify this value. 

f. Number of epochs: determines the number of passes for networks that train 

for a fixed number of passes through the training data. BP and SOM both 

need to set this parameter. 

 
3.8 MEASURES  OFSUCCESS 

 

 

Once a neural network model is selected and trained with data to check whether the model 

is well trained or not. The criteria for the measure of the success is different in the following 

steps: 

 

• Classification: The measure of success in a classification problem is the accuracy of 

the classifiers, usually defined as the percentage of correct classifications. The 

algorithms to determine correctness are various. In this work, there are two evaluators. 

One determines the correctness based on whether the difference between a prediction 

value and desired value's RMS is lower than a specific threshold or not. The other tool 

is more sophisticated by using a classification matrix and a reverse matrix. 

 
Clustering: Since clustering is an unsupervised usage, where there are no "standard" answers 

to verify a model. In most cases, the training regimen is determined simply by the number of 

times data is presented to a network, and how fast the learning rate and the neighborhood 

decay. A network will be trained for the certain number of epochs specified by a user and then 

stop. 

 
3.9  SUMMARY 

 

 

Data mining using Neural Network includes the following four steps: 
 

 

1.   Data Preparation: it involves data preprocessing, data representation, data selection, and 

data cleansing. Data selection is a kind of domain knowledge. The domain expert uses 

his knowledge of a problem and available data to determine attributes' importance and 

classification. Data cleansing in our work focuses on filling missing data. The only 
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purpose of filling missing data in data cleansing step is to gain records vectors, in which 

every element has a valid value and "erroneous" effects caused by missing values are 

minimized. In the data preprocessing phase, 32 this work scales and normalizes 

continuous data, and transforms categorical data into a numeric normalization form 

using a specific encoding scheme. 

2.   Neural Network Selection: Neural network models are selected based on required tasks. 
 

For data prediction purpose, the supervised architecture model BackPropagation Network 

is selected. To fill missing data, the unsupervised SelfOrganization-Map network is chosen. 

3.   Training and testing phase: lists the most important parameters, which directly affect the 

overall performance of neural network, and explains what these parameters are for. 

4.   Evaluation of results from neural network: this work not only uses a common tool such as 
 

RMS, but also designs two evaluators: an accuracy matrix and a reverse matrix.



24  

                                             4. METHODOLOGY 
 

 

This chapter will explain Data preprocessing in machine and deep learning algorithms with real 

world data. Which will evaluate fraud data from credit card transaction data. It will be called credit 

card fraud detection. In this chapter both machine learning techniques will be used to solve our 

problem. Credit card fraud detection is important to any e-commerce business and these companies 

put a lot of investment to prevent fraud because even single fraud can cause them a lot of money. 

 

This chapter will show how data preprocessing and machine learning techniques will help to 

solve this problem. 

 

Ecommerce has changed everything and that’s because it’s important to minimize the fraud from 

ecommerce business. Ecommerce has given business man chance to increase sales but at the 

same time all the business man is exposed to hackers and other kind of fraud. 

 

For this exercise we're supposed to do our own e-commerce store that sells books. We're still not 

Amazon but we have sold thousands of books during the last years. And today we're going to use 

our transaction history to build a fraud detection system. We use a publicly available data set for 

these with real credit card transactions that have been anonymized. One of the biggest problems 

of credit card fraud that action is that anyone can still get 15 or 16 digits of a credit card with a 

security code an expiration date so far. Our store has only use rules based systems to do fraud 

detection but we have seen that this is not enough. Rules can be as simple as, Is this the first 

purchase ever from this user which worth $500 or more complex ones such as credit card 

transaction is from China, The credit card was issued in the U.S. and they user in the U.K. It will 

be our job to tell about those transactions that come from our users that people who actually own 

the credit card that is being used to buy the goods that you are selling from those who have 

stolen credit card. 

 

One of the biggest  issues with this problem is  that the vast majority of users  will not be 

fraudulent. This will make it harder for us to detect the underlying patterns in the information 

available. This will cause our data set to be highly unbalanced. So we need to apply different
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sampling techniques and use different metrics. Aside 99 percent accuracy one being that our 

solution is any good. It is estimated that only point 1 percent of online credit card transactions 

are fraudulent. But given the volume of transactions that occur every day that means a lot of money. 

The estimated cost of fraud in the U.S. last year alone is over nine billion dollars. And this 

number is increasing year over year. 

 
4.1  MACHINE LEARNING VOCABULARY 

 

 

Machine  learning  is  used  to  solve  this  problem.  The  dataset  that  are  going  use  has  real 

anonymize credit card transactions that dataset contains over three hundred thousand transactions 

all with their corresponding labels. You can see that we have only numbers in the columns which 

has been anonymize. 

 

Table 4. 1: Dataset with column names anonymized 

 
 

 
 

Which means from this dataset we don’t understand which the transaction attributes are such as 

user IP location or from how long this is our user. Instead we have numerical values that try to 

represent that same information. We need to protect the users privacy when we're building systems 

like this. If you explore the dataset you will be able to see all the columns which include the 

transaction amount and the class. 

 

Remember each one of the rows represents a user transactions with all the credit and user 

transaction available. Our objective is to be the classifier that given a new transaction can tell if it's 

fraudulent or not with a corresponding confidence.



26  

We're not going to build an expert system or rules based system that could for example say if the 

user IP is from China but that credit card was issued in the U.S. then that transaction must be 

fraudulent. We're going to build both a deep learning network to try to do so and we're going to 

apply more traditional machine learning algorithms such as Random forest. 

 

We will build Deep neural network and we will use a stack dense layer. First, we will need to build 

a classifier which are our classes will determine our network’s output. Given our problem we could 

identify different sort of classes depending on the fraud risk. For example we could cut non 

fraudulent transactions, risky transactions that did manual remission or just plain simple fraudulent 

transactions. In our case we'll just work with two possible labels or classifier we have a zero(0) 

label if the transaction is non fraudulent and on one(1) label if the transaction is fraudulent. 

 
4.2  IMPLEMENTATION 

 

 

Now we're going to prepare everything we need in our computer so we can do this exercise. 

Two of the main tools that we're going to be using are TensorFlow and KERAS TensorFlow will 

implement everything necessary so we can create and train our deep neural networks and Keras 

will just make everything easier for us. So in Keras a few lines of code we will be able to create and 

train our neural network. We will be using both machine learning and deep learning techniques in 

many occasions those techniques will just complement each other, But in our case, we will just be 

doing AB testing to see which model performs best. Once we have our deep neural network 

we're going to just start over using machine learning. For that we're going to be using the Scikit 

Learn library. It is the most popular machine learning library and it is implemented in Python. We're 

going to be using Jupyter notebooks to run our python code that code could be given in Amazon 

Web Services and Google Cloud platform or just your local machine we will be using local 

machine to load credit card dataset in Jupyter Notebook. 

 
4.3  DATA VISUALIZATION 

 

 

In Jupyter Notebook we will load the data set (CSV file) after loading necessary libraries such as 

numpy, pandas, keras and random seed. 

 

In Code below all the necessary libraries and credit card dataset are loaded. You can see the 

figure 1 to visualize the result of this code. 
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import pandas as pd 

import numpy as np 

import keras 

 

np.random.seed(2) 

 

data = pd.read_csv('creditcard.csv') 

 

data.head() 

 

 

Figure 4.1: Load libraries and data exploration 
 

 

We have a total of 28 columns with just numbers that we don't know what they are. This is because  

our  data  set  has  been  anonymize.  We  are  not  allowed  to  have  real  credit  card transactions 

so we can't see that credit card number or where credit card was issued, nor the user IP but that’s 

information are supposed to be in these columns. We also see the amount of the transaction on 

that last label there are zero if the transaction is non fraudulent and   1 if the transaction is 

fraudulently. 

 

4.4  DATA PREPROCESSING 
 
 

Data  preprocessing  is  the  first  and  important  step  in  our  case,  We  have  a  lot  of  data 

preprocessing techniques, In the first step we need to normalize the amount range. In this data set 

the amount column is increasing from zero to any number. 

 

To normalize this column, we fixed the minimum and maximum range, now it is mapped from -1 

to +1, which will be useful for further computation. 

 

In next step we will use the standard scaler function from Scikit learn library to create a new 

column called are called normalized amount which is important to fit and transform our original 

amount column and we're going to reshape that to fit to minus one and plus one range. We will 

also need to drop the original amount column and we are going to use drop function to do that. If 

we can take a look at our dataset we will realize that we don’t have amount column anymore, but 
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we have normalizeAmount column. We are going to drop time column too which we are not 

using that column this moment. 

 

Table 4.2: NormalizeAmount column added and drop Time column 

 
 
 

 
 
 

In next step will have to split our data set into the X and Y into the input information that a new 

transaction will happen which we will try to predict if it’s fraudulent or not and the actual label 

will say if the transaction is fraudulent or not that information is in the last column (class) of the 

dataset. 

 

We will be using some python functions to do this. We will create an X variable which will get 

all columns except from column name class from our dataset variable which is called data. And 

Y variable will contain only class column. 

 

Now X variable have all columns except Class, and Y variable contains only column Class. 

 

4.5  DEEP LEARNING 
 
 

Machine learning techniques is the science of getting computers work just like humans to extract 

patterns from information as human do. We do that by feeding them data and information of the 

world and trying to teach them the underlying patterns and information. Machine can be more 

efficient and outperform in this task. 

 

Deep learning is the part of machine learning it is based on learning the data presentations that’s 

specific algorithms that are part of the broader machine learning. Deep Learning can be supervised, 

semi supervised or unsupervised although we could tackle this problem with some unsupervised 

learning technique, but we will use supervise learning alone, that means that we will need to 

teach our network with some input and expected output as well. 

 

In our case the input will be a new credit card transaction and the output our label will be the 

information that says that the input correspond to a fraudulent transaction or not in order to turn 
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those transactions apart we will do some feature extraction. We're going to try to extract the most 

relevant information to our classification problem. 

 

Those extracted features will be represented with X1 and X2 as shown in Figure 4.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Feature Extraction and Perceptron 
 

 
 
 

X1 and X2 can be the users IP location or others that will be the input perceptron that that's the 

most basic unit in any neural network those numerical inputs will be multiplied by weights 

represented by W1 and W2, B is just a bias and the output of the equation that you're seeing will 

be just assume a zero or one for now. 

 

The idea of training our neural network is to find the optimal W1 and W2 and b those optimal 

values  should not only be the best for a single transaction but for the entire data set and ideally 

twenty new new transaction might come as well. 

 

Just  a  linear  equation  will  not  solve  our  problem  so  that’s  why  we  concatenate  different 
 

perceptron into more complex networks as you can see in Figure 4.3.
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                                                                    Figure 4.3: Dense Layer 
 

 
 

In Figure 4.3 you can see two notations of same architecture, the inputs are always X1 and X2 and 

weight which we need to train are always W11 and W21 etc. Also notice that how we will put 

perceptron’s together at the same level or set them up at different layers. 

 

Connecting one layers output into another layers input we can create really complex architecture 

such as the one on Figure 4.4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

                                                               Figure 4.4: Connecting layers 
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In Figure 4.4 the first layer is called input layer and the last one will be called output layer and all 

other layers will be called hidden layers. 

 

The output of each perceptron should be 0 or 1 that’s why we will be using step function. This 

function returns 0 for negative values and 1 for positive values. The function that determine the 

perceptron output are called activation functions and they are important concept in deep learning. 

 

There is some kind of activation function called SIGMOID activation function, It is similar to 

step activation function but the only difference is that it is softer on the change from 0 to 1 

 

That means that we inject a probability instead of always being certain if our given feature is 

perceptron or not. 

 

We can now say for example I am 80 percent sure of this output. We will be using it as a parameter 

in our network. 

 

Another  popular  activation  function  is  called  RELU  activation  function.  RELU  stands  for 

 

Rectified Linear Unit this function returns a 0 for any negative value and returns same value 

forany positive values. There are also other activation functions, but we will not use it here. We 

will stick to STEP, SIGMOID and RELU activation function. 

 

The process of calculating the output for a given input for our neural network is called feedforward.  

Feedforward  is  the  first  step  of  our  training  process  and  it  will  give  us  the prediction for 

our input. We need to compare that with the expected output. Remember that we are using 

supervised learning techniques. That means that we will have the expected output for any given 

input that we can use to train our network once we have the expected output and the production 

together we can see for prediction was right. If we find any difference between them we come back 

propagate do over through the entire network. That means that we're going to see whose fault was 

it that we didn't get our predictions right. Once we identified the weights that are causing our 

mistake we can update them. So our next feedforward process can get a better result than this one 

we will repeat this process many times until we are satisfied with our results. 
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                                                                    Figure 4.5: FeedForward 
 

 

But when it will be enough we could determine that we will continue training until we get a 

given accuracy. But that's hard to do as we don't know how much time will it take us to get there 

or even if it's possible. So in our case we  train for a given amount of a EPOCHS. For example we 

will iterate over 500 times. This can get to be a really slow process. Suppose we have 1 million 

records We've got to go over the 1 million records 500 times and that takes a lot of time. The best 

way is to define a batch size that is the amount of records that we will feedforward at once before 

doing the right preparation process. That's the slowest part in all the training but we will never 

train our entire dataset. We will split it into a training, validation and testing dataset that the 

training dataset will be the one used to feedforward and back propagate through the network.  

The validation data set will be used to measure objectively results while training. We can use our 

network's performance on our validation dataset to take decisions about updating it on not and 

the testing data set is used to evaluate our model after finished training. Testing and validation 

dataset should be a percentage of training dataset. Which means that if a dataset has 0.1 percent 

data fraudulent we should cut this fraudulent data in same proportion in three subsets. 

 

The training dataset should be the biggest one which will help us to improve our model. Validation 

and testing dataset will split from 10 to 40 percent of entire dataset. The goal splitting our dataset 

is to know how our model will behave with data it never seen during training process. Our model 

performance must be same for all the datasets, if our model shows underfitting the values we will 
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add some more layers to our model to reduce underfitting the model. If our model performance 

show overfitting, then we will use DROPOUT method in which we will remove some random 

layers to reduce overfitting of the model. 

 
4.6  SPLITTING THE DATA 

 

 

Here we will implement our model to split the data and the labels into the training data set and 

the testing data set we will be using the Scikit learn functions to do that. 

 

To import data into train test split function that will produce four outputs which can be label as 

(x_train, x_test, y_train,y_test).  By create X and Y variables for test and train, The size of test 

can be 30 percent of the data and have fixed random state, Use shape function to understand how 

much data we have in our test and train data set. 

 

 

 

 
 
 
 
 
 
 
 

 

Figure 4.6: Check the train and test data set 
 
 
 

 

As shown in Figure 4.6 our training dataset have 199364 rows and 29 columns while our testing 

dataset have 85443 rows and 29 columns after splitting the data. 

 

After splitting the data all the datasets will need to transform in to numpy arrays which is useful 

and we will need the data in arrays. Figure 4.7 will show the data transformation from dataframes 

to numpy arrays. 
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Figure 4.7: Data transformation to Arrays 
 

 
 
 
 
 

4.7  DEEP NEURAL NETWORK 
 

 

In  this  section  we  will  create a deep  neural  network,  that  will  help  us  predict  if  the new 

transaction is fraudulent or not. To do that we will have to import the sequential model from Keras, 

Dense layers and dropout layers. 

 

Our model will be a sequential model, that means that one layer will come after the other and we 

will also define the stack of layers. We will also use a bunch of dense layers and dropout layers 

in the middle to avoid over fitting as we explain earlier. How many dense layers we must create 

to a stable result. We will do our first attempt as shown in Figure 4.8 and will measure our results, 

If we need more complex model we will iterate and create a new model and train the model once 

more and measure the results again. 

 

We will be using RELU activation function for all dense layers except for the last one, We have 

SIGMOID activation because we are doing binary classification problem. We will need to tell 

our deep neural network that how many columns to expect in the first layer that’s the input 

dimension and it must match to the number of columns in our dataset. In our case its 29 so the 

expected input will be 29. 

 

We will also have a single output node in our last layer of our deep neural network which is the 

probability of the transaction whether it is fraudulent or not. 

 

We can add as many nodes in all the other layers which we see necessary. We will pass a unit 

parameter. For the Drop out layer we will add 0.5 probability to dropping each node. 
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Figure 4.8: Run simple model for first time 
 

 
 

Now we have our model defined check the model with model summary function. Check the 

summary result in Figure 4.9 below. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                                  

 

                                                                Figure 4.9: Model Summary 
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From Summary function we can see that every parameter we define before are matches. We have 

almost 2000 parameters to train in our neural network. 

 
4.8  TRAINING 

 

 

To start training our model we need to call the compile method and use “Adam” optimizer and 

binary cross entropy loss function and will use accuracy to measure our results and then we will 

just try the fit method. 

 

We need to pass x_train and y_train variables in to our training method and we need to define a 

batch size and also define EPOCHS. 

 

In Figure 4.10 we will show the training model results. We will be trying to measure the results 

of test data in Figure 4.11 and will measure the results and check the performance. 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

                                                           Figure 4.10: Train data results 
 

 
 

Now that our network has finish training now we are able to measure the results. As we split our 

data set in to train and test datasets. Now we will use the x_test and y_test with the evaluate method 

from Keras. We need to pass the X test and Y test and labels as well so when model predicts the 

labels we will be able to compare them with the actual expected labels from this input. 
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Figure 4.11: Test Results 
 

 

We now have the score which means that we 99.94 accuracy in our dataset. 

 

   4.9  CONFUSION MATRIX 
 

 

The confusion matrix show us the performance of our model. In our case we need to know how 

many fraudulent transactions we did that correctly if we only measure the percentage of their 

correct labels we will get a really high value as most of our transactions are known for non- 

fraudulent. If our model always predicts non fraudulent we will just get the majority of them 

righ
t. 

 

 
 
 

Table 4.3 Confusion Matrix 

 

We are going to see how many true positives we have which means how many fraudulent 

transactions we predicted as fraudulent. Also with confusion matrix we will measure how many 
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true negatives we have which means how many non-fraudulent transactions we predicted as non- 

fraudulent. How many false positive which means how many fraudulent transaction as non- 

fraudulent these are the users which will be able to steal from us, those are the ones which we 

will not be able to detect and that’s the number which want to be as low as possible. For last, 

how many false negative we have that’s how many we predicted as fraudulent although they 

were good users, that’s for sure be unsatisfied users as they were willing to pay but we didn’t 

allow them. In our given problem  we will try to get as many true negative and true positive as 

possible and also try to reduce as much as possible the number of false negative and false 

positive.  In our application we will prefer to increase the number of FP as long as we decrease 

the number of FN. This might be different in other applications. 

Besides the confusion metrices we can use other metrics to try to measure the behavior of our 

 

model. The most frequent metrices is accuracy)4.1), precision(4.2),specificity(4.3) and 
recall(4.4). 

 

 
     

      

                                      TP + TN 
     Accuracy Metric   =  

                                       TOTAL 
 
 

                                                   TP 

     Precision Metric =     

                                  TP + FP 
 
 
 

                                                  TN 

    Specificity Metric = 

                                      FP + TN 
 
 
 

                                        TP 

     Recall Metric = 

                                TP + FN 
 

 
 
 
 
 
 

That would mean that the amount of transaction that we could correctly detect as fraudulent 

and we will try to increase this number as much as possible. 

(4.1) 

(4.2) 

(4.3) 

(4.4) 
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When we start training we will try to increase our Recall as much as our Accuracy that 

would mean that our model is performing well. 

To try the confusion matrix in the code and to check our model how our confusion matrix is 

behaving, we will use standard code for this from Scikit Learn library which is already 

available and is shown in Figure 4.12. To plot the confusion matrix from scikit learn library we 

will need to import Matplotlib.pyplib library too. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.12: Confusion matrix code 
 

 
 
 

For plotting our confusion matrix for our model, first we will be going to need the prediction for 

our x_test input and we will use the predict method and will applied to our model. We will also 

need to transform our y_test variable to a panda dataframe that’s the needed input for our confusion 

matrix. We will be able to create our confusion matrix. We will need to pass the y_test expected 

output and the predictions y_pred values to the confusion matrix function. Now we can print the 

confusion matrix. In figure 4.13 we will create the confusion matrix and you can see the results in 

figure4.14.
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                                                                        Figure4.13: Create confusion matrix 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                                        Figure 4.14: Confusion matrix results 
 

 
 
 

As we can see in Figure 4.14 that almost every non-fraudulent transactions we detect correctly 

and we got a lot of fraudulent transactions but we still have a lot of fraudulent transactions that we 

mark as non-fraudulent which is 36 which means 36 out of 111 users were able to steal from us . 

 Lets plot the same confusion matrix but for entire data set later we will apply some different     

sampling techniques and will get some objective measures that how our model is performing. 

See figure 4.15 confusion matrix for entire dataset
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Figure 4.15: Entire data set confusion matrix results 
 

 

We come over with more than 100 fraudulent transactions that got an incorrect label. 
 

 
 

4.10 MACHINE LEARNING CLASSIFIERS 
 

 

Here we will try to solve our classification problem with different machine learning algorithms. 

We are using classification because we are not dealing with continuous bias. Instead we are dealing 

with discreet bias which is fraudulent and non-fraudulent transactions. The most popular 

algorithms is SVM Support vector machines. SVM will try to answer which is the best line to 

split the two classes. The best line would be the one which maximize the probability of getting a 

new point and label it correctly. 

The other algorithm we will use is Decision trees which is very commonly use in machine learning 

to solve classification problems. If we apply decision trees to our specific problem the output  

would  be  the  fraudulent  transactions  or  non-fraudulent  transactions,  we  would  be analyzing 

the transactions features such as user IP location or home address etc. Decision trees can get to be 

very efficient, they will stop analyzing once they found the terminal node, the key to build a good 

decision tree is to find a good feature to analyze in each decision node. Decision trees can solve 

classification and regression problems which means they can work with discreet and continuous 

bodies. Trees also build recursively and they use cost functions to do that. Cost functions is trying 



45  

to find the best path to split the data at each node, so they can get faster to the solution and not 

waste time asking questions that won't get us any closer to reaching termination node. There is 

also a technique called Pruning that is used to avoid the overfit. 

 

Another technique we could apply is called random forest. This is the usage of more than one 

decision trees combine at once. The same input is run over different decision trees that are 

created randomly as we already know the expected output, We can see which decision trees get 

to the best solution from the expected answer from all their randomly created once. If we have a 

new input that's not in our training data we can go over the same decision trees we found very 

important to find prediction. This can be really naive but it has proven to have really good 

experimental results. 

 

Another popular algorithm is called KNN K Nearest Neighbors. This algorithm is simple and can 

solve the problems with multiple dimensions. We have seen so far some of the most frequent 

classification algorithms and following this we will apply just a couple of them to try to solve 

our problem. 

 
4.11 RANDOM FOREST 

 
 

Using Random forest algorithm, we are trying to import our result which we will show in the 

confusion matrix. We will need to import this algorithm RandomForestClassifier from sciket 

learn library which is already programmed. We will need to indicate on parameter that’s the 

number of estimators in a way how complex our random forest would be. We will also call that 

fit method which is for training where (x_train) and (y_train) variables will be used and will need 

to transform y_train into a valid input. We also define y_pred variable and use random forest to 

train to predict on test variable. 

 

We will also calculate the score for the accuracy we will need the x_test and y_test variable for 

that. Now will plot the confusion matrix to see the results. 

 

Figure 4.16 have random forest algorithm code and figure 4.17 will show the confusion matrix. 
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Figure 4.16: Random Forest Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                           Figure 4.17: Random Forest results in confusion matrix 

 

As we see from random forest confusion matrix result that we have a really low amount of confuse 

items but still we can improve. Let’s try this algorithm with entire dataset and check the results in 

figure 4.18. 
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                            Figure 4.18: Random Forest Entire data set Results 

  

 

Now we have only 34 mis label transactions from entire data set.
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4.12 DECISION TREES 
 

 

Now we're going to go over the same problem. We're going to be using the same first part of the 

Jupiter notebook we used in tests we're going to apply decision trees. That's another possible 

machine learning classification algorithm. We will first import that decision tree classifier that is 

already implemented for us in the Scikit Learn library. We will also create a new decision tree 

classifier and put that into a variable called Decision Tree. We will also trying using fit method 

same as before for this we will need the x train y train variables. We will need to transform the Y 

train variable into a valid input. We will define y_pred variable using the predict method in the 

decision  tree.  We  will  apply  this  to  the  x  test  variable.  We  can  do  this  to  measure  our 

performance in our test dataset. We will use the score method that will need the X test and y test 

variables but we will also want to see our confusion matrix. We just use the same code as before 

to get the prediction for the entire data set using the same predict method. We will get the expected 

y in pandas dataframe then we will create the confusion matrix with this information we also 

need to round our predictions just always and after this we can call our plot confusion matrix 

function. As you can see in figure 4.19. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                     Figure 4.19: Decision Tree Results 

 

It  seems  that  we  got  really  good  results  only  47  out  of  the  almost  500  transactions    

were incorrectly label.
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4.13 UNDER SAMPLING TECHNIQUES 
 
 

We going to apply some under sampling techniques. We'll start by locating our fraudulent 

transactions indexes in our dataset will also be interested in counting how many fraudulent indexes 

we have. Now we will do the same for the non fraudulent transactions. Everything will be the 

same except for the class that we will be searching. Now from the non-fraudulent indexes will just 

select random sample matching the same amount of fraudulent transactions that we have. We 

also need to transform into a numpy array now to verify we'll check the length of the new non-

fraudulent transactions selected. We just create a new array with all the indexes of fraudulent and 

non-fraudulent transactions just by concatenating both indexes to verify we will check the length 

of the entire new array, now we have the selected indexes for under sampling we just select the 

corresponding rows will do the same as before just to split our data into x and y variables. We'll 

also split our data into train on test data sets. Now will transform everything to numpy arrays.  with 

just verify that our model remains unchanged. We can do that with summary function same as 

before. 

 

We will plot our confusion matrix on entire dataset to check the performance of the model after 

under sampling. Check figure 4.20 to see the result in confusion matrix after under sampling. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                Figure 4.20: Under sampling technique 
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4.14 SMOTE 
 
 

We get the idea that sometime losing data to train is not the best way to go.  What we're going to 

do is to apply some over sampling techniques such as SMOTE. First, we need to install smote 

before going forward. To use SMOTE X and Y variables will be needed to give it as input to fit 

function. We will need to transform the output of this function in to pandas data frames which 

we will use it later. Same split function will use to split our dataset in to test and train datasets. We 

will retrain our model with the new data. 

 

Now we will plot our confusion matrix for our train dataset and then for the complete dataset. 

Figure 4.21 will show the confusion matrix of the entire data set. 

 

 

 

 

 

 

 

 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                Figure 4.21: Smote confusion matrix 

 

Notice that with this technique we have no non-fraudulent transactions which label as fraudulent. 

Which means that we don’t have false positive which reduces the amount of work for fraud 

department in ecommerce business.
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5.   CONCLUSION AND FUTURE WORK 
 

 

5.1 CONCLUSION 
 
 

In this section we will conclude the whole work we done on data preprocessing and on real life 

ecommerce business problem. We proposed several models and check the behavior of the model 

and then compare the results of different datasets to check the importance of data preprocessing. 

Without data preprocessing or not focusing that much on data preprocessing can have huge effect 

on the results. As we seen in our last model we have the high accuracy after we remove the missing 

values and remove the outliers from the datasets which are the main important parts of machine 

learning. 

 

In this thesis we start focusing on importance of data preprocessing in machine learning which is 

nowadays trending in the scientific research work and companies all over the world invest a lot 

of money on data. There are some phrases like “The data will be the next oil in the world”. Most 

important issues in the recent era is the credit card fraud which we tried to prove it with machine 

learning  techniques  focusing  on  data  preprocessing  which  the  first  step  of  data  mining  or 

machine learning. We studied about missing data in the large data sets, It is very common that 

most of the large datasets have some missing values which sometimes effect the results of the 

models, as we explain in chapter two how to take action on missing data which is called data 

cleaning, we proposed two solutions one is to just remove the missing data if the data is too big 

in that case some data removal will not effect the results and other solution is to take the average 

of the data and fill the values. We also find that we have some outliers in our data which also 

very important to deal with outliers, the techniques like data scaling and data centering is the 

most routine solution in data transformation which helps to remove outliers from the data. 

 

We use python programming language for all our computation in this thesis. Some important 

libraries we imported to make our work easy and authentic. 

 

We tried to solve our classification problem with different machine learning algorithms. Like 

decision trees, random forest and Under sampling. We train and test our models with these different 

techniques and in the end,  we compare the results.
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In random forest, we run this algorithm on our train and test data sets and we find that in the 

result of this algorithm we found the confuse values are become decrease to 33. 

 

We run the same tests on the decision tree algorithm and we found the confuse values are 37 in 

this case the random forest algorithm is more efficient on our dataset. 

 

In last algorithm we preprocess our data which was the main objective of this thesis, by 

preprocessing the data I mean we split the fraudulent transactions equally in both our data sets train 

and test dataset in same ratio and this time we use some over sampling techniques like SMOTE 

and our results were very impressive. In our last test we found there was no confuse values in 

confusion matrix. Which means that we reduce the big amount of work for the fraud department 

in any ecommerce business. 

 

All our experiments results show that our initial hypothesis about data preprocessing role is true 

and as we see in our last experiment after data preprocessing for the model give us high accuracy 

from all other experiments. This thesis explains all the structure of the process how to build the 

model and prepare data and how to build a model to perform data analysis which I believe it can 

be easily put into practice. 

 
5.2  FUTURE WORK 

 

 

Future developments can be possible in data preprocessing techniques and create a model with 

more features, the results will be more effective and real. We also need to work on the 

computational time of preparing the data and passing data through the model. Normally in our 

case our credit card fraud data was taking to much time to give us the results, In future work we 

will need to reduce the time. 

 

It will be more interesting that we apply this model and data preparation technique in market on 

larger dataset to see the performance. For example, we can apply this to any ecommerce business 

online who accept the credit card transactions to have a check on the fraudulent transactions.
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