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OZET

OZELLIL SECiMi SIRALAMAALGORITMALARINI KULLANMA

Afaf Abdulhamed Omar Elraheibi

Yiiksek Lisans Bilgisayar Miihendisligi Béliimii, Altmbas Universitesi
Danigman: Prof. Dr. Oguz Bayat
Tarih: Agustos,2019

Sayfalar: 57

Giinitimiizde veriler birgok bi¢imde ve inanilmaz boyutta saklanir, bu kadar veriyi analiz etmek
icin ve Verilerin makine tarafindan anlagilabilir kilinmas1 i¢in yeni yontemler ve algoritmalar
gelistirilir, Orijinal verileri “Ozellikler” bigiminde gosteren daha basit bir forma
doniistiiriilmelidir. Verilerin dzelliklere déniistiiriildiigii siirece “Ozellik Cikarma” islemi denir.
Ancak bir ¢ok 6zellik var ve problem i¢in en verimli olan1 kullanmak gerekiyor, bu yiizden 6zellik
secim stlireci onemli. Kaur ve dig. [7] arastirmalarinda, 6zellikleri siralamak ve ¢aligsmalarina en
uygun 6zellik grubunu se¢gmek i¢cin Cok Kriterli Karar Destek Yontemleri “MCDM” den biri olan
AHP-topsis algoritmasini kullandilar, Bu aragtirmada caligsmalarina daha fazla MCDM algoritmasi
uygulanarak devam edilecek, 6zellikleri siralamak i¢in sonra da bu sonuglar1 karsilagtirmak icin

karsilagtirtyoruz. Kullanilacak en uyumlu 6zellikler seti

Anahtar kelimeler: Ozellik c¢ikarma, Ozellik secimi, MCDM, ANP, VIKOR, ELECTRE,
PROMETHE
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ABSTRACT

FEATURE SELECTION USING RANKING ALGORITHMS

Afaf Abdulhamed Omar Elraheibi

M.Sc. Information Technologies, Altinbas University,
Supervisor: Prof. Dr. Oguz Bayat
Date: August, 2019

Pages: 57

Nowadays the data is stored in many forms and with incredible size, new methods and algorithms
are developed to analyze such amount of data, to make the data understandable by the machine, it
should be converted to a simpler form that represents the original data in the shape of “Features”.
The process in which the data is converted to features is called the “Feature Extraction” process.
But there are a lot of features and just the most efficient to the problem should be used, therefore
the features selection process is important. Kaur et al. in their research [7] used the AHP-topsis
algorithm which is one of the Multi Criteria Decision Support Methods “MCDM?” to rank the
features and select the most appropriate features group to their work, in this research their work
will be continued by applying more MCDM algorithms, to rank the features then we compare this

results to extract The most compatible set of features to be used.

Keywords: Feature extraction, Feature selection, MCDM, ANP, VIKOR, ELECTRE,
PROMETHE
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1. INTRODUCTION

As a result of the large amount of text data produced by the Social Media platforms, an urgent
need for increasing the research to extract the knowledge from these data appeared; with high
precision of the artificial intelligence algorithms, Which have become widely used, and lead to
appear many applications in this field such: as emotion analysis, text classification, text synthesis,

plagiarism...

All of these applications have been followed through a common approach, with sequential steps
as figure (1.1) shows: [1]

machine
learning

feature :
algorithm
axtractor EENEEEE g

feature classifier
extractor model label

Figure 1.1: Text mining model [1]

This research will held in the feature extraction step, which the process that reduces dimensions
[2]. When an algorithm's income is too large to be easily manipulated, and is expected to constitute

a surplus in data, which rise the computing, processing costs, and the use of computer memory
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without a corresponding return to that cost. The data is then converted to a simpler form that
represents the original data in the shape of “Features”. The process in which the data is converted

to features is called the “Feature Extraction” process.

Inside this step there a sub process called “Feature selection” , which is a technique used
extensively in machine learning to select a subset of features for a data set in order to build a stable
learning model [3]. The features selection process used when we have a lot of features and we just
want to use the most efficient to our problem. According to Bermingham et al. “The central
premise when using a feature selection technique is that the data contains some features that are
either redundant or irrelevant, and can thus be removed without incurring much loss of
information” [5]; For example if there is a tweet, and his author want to be known to detect the
“plagiarism”, just the features related with the author style from previous tweets is selecting, in
order to teach the machine to be able to predict the real tweet author. this research will focus on
the “Feature selection” in the Authorship Attribution problem, which is a famous problem in the
text mining appeared in 1887 when Mendenhall first invented the idea of Counting Features to

indicate the personality of the author [4]

There are many methods to select the features, Guyon et al. suggested “The simplest algorithm is
to test each possible subset of features finding the one which minimizes the error rate” [6], that if
we are working in just one measure “Error rate”, but what if we are working in many measures:
Precision, Recall, F -score, False Rejection Rate (FRR), False Acceptance Rate (FAR), and Co-
efficient of Variance (CV) like in Kaur et al. article [7] who used the AHP-topsis algorithm which
is one of the Multi Criteria Decision Support Methods “MCDM?” to rank the features and select
the most appropriate features group to their work, this research will continue their work by
applying more MCDM algorithms, to rank the features then comparing the results to extract The

most compatible set of features to be used.
1.1 LITERATURE REVIEW

Benevenuto et al. in their research to detect spammers in twitter, used information gain and x2
(Chi-Squared) to select the most effective features , the two methods are exists in WEKA tool, the
ranking for the features by using the two methods are nearly, so the authors omitted the information
gain method and used just the ¥2 (Chi-Squared) method. In the table (1.1) the top ten ranking

2



features according to the used method [8] the authors used 62 features so they divided the features
to groups each one contains 10 features according to the y2 (Chi-Squared) method ranking, then

they calculated the classifier according to each group [8].

Table 1.1: Ranking using %2 (Chi-Squared) method [8]

Position X2 ranking

1 Fraction of tweets with URLs

2 Age of the user account

3 Average number of URLS per tweet

4 Fraction of followers per followees

5 Fraction of tweets the user had replied
6 Number of tweets the user replied

7 Number of tweets the user replied a reply
8 Number of followees

9 Number of followers

10 Average number of hashtags per tweet

Criado et al. in their research about authorship attribution on Facebook dataset, Criado et al. used
five feature sets: Structural, POS, Semantic, Category, Style feature sets, to make the features
selection the information gain (1G) technique have been used, the information gain technique are
used frequently in machine learning algorithms especially the decision tree algorithm; and the
feature which got the higher 1G are considered than the other features; Criado et al. calculated the
IG for all the features and they trained the classification algorithms SVM and J48 by using the top
250 features which got the highest 1G from 650 features (the total of all the features from the five
sets), the table (1.2) shows the top ten features [9].



Table 1.2: The top ten features [9]

Feature Type Feature description IG

Structural Av. Influence 0.68
Structural Messages 0.48
Semantic General and Abstract Terms 0.37
Semantic Measurement 0.36
Semantic Social Actions, states and processes 0.35
Semantic Money generally 0.34
POS Base from of lexical verb (e.g., give) 0.34
Semantic Degree (i.e., intensifier terms) 0.34
Semantic Quantities 0.33
Style Av. Typing 0.32

Ma et. Al, in their research focused in selecting the optimal attributes for the decision making
problems, where these attributes are objective and subjective, to do that attributes analysis
framework from two step screening procedure using Grey Relational Analysis “GRA” theory and

multi-objective optimization method suggested, as figure (1.2) shows [10]:
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Figure 1.2: “GRA” Theory and Multi-Objective Optimization Method [10]

Peng et. Al, suggested many steps features selection schema as figure (1.3) shows [9]; where many
datasets from many fields and sizes selected; second applying 10 fold cross validation on the
datasets, then three techniques used to select the feature: WrapperSubsetEval, CfsSubsetEval, and
ConsistencySubsetEval, which engaged in WEKA tool; third step apply MCDM methods to
evaluate the previous three techniques and choose the best one from them; fourth using the selected
features in classification; finally the classification result compared with the traditional model to
examine the prediction accuracy improvement [11]. The proposed schema used the rank features
not feature groups, also the MCDM methods here used to rank the techniques not the features.
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Figure 1.3: Peng et. Al, Suggested Schema [9]

Singh et al. in their research minimize the number of extracted features from the processed packets,
which consume process and time, used one of the MCDM methods called “TOPSIS” by MATLAB
tool, to rank ten features selection techniques used to analyze the famous dataset “KDD network”

[12]. The used research methodology shown in figure (1.4):
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Figure 1.4: Singh et al. Methodology [12]
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Kaur et al. in their research tried to verify the author of a specific tweet, by extracting feature
groups from the tweets, and use these features to learn the machine, to detect the new tweet’ author,
Kaur et al. used many group features as alternatives and ranking them using one of the MCDM

methods called "AHP-TOPSIS” according to many measures or criteria [7].

In this research we will continue Kaur et al. works by using other MCDM methods to rank the

features groups that will help us to compare the ranking result to get best accuracy.
1.2 THE PROBLEM DEFINITION

Kaur et al. in their research tried to verify the author of a specific tweet, by extracting feature
groups from the tweets and learn the machine on these features, to detect the new tweet’ author,
Kaur et al. used many measures to detect their prediction accuracy; table (1.3) shows the accuracy

matrix of each features groups [7]:

Table 1.3: The Accuracy Matrix of Each Features Groups [7]

TRUE RATE ACCURACY FALSE RATE ACCURACY Co-efficient of
Variance
F R P FAR FRR cVv
C 87.50 84.00 91.30 7.41 16.00 88.46
u 90.57 96.00 85.71 1481 4.00 90.38
B 86.27 84.61 88.00 10.71 15.38 87.04
L1 79.36 100.00 65.78 48.14 0.00 75.00
T 83.02 88.00 78.57 22.22 12.00 82.69
S 77.55 76.02 79.16 18.52 24.02 78.85
N 84.74 100.0 73.53 33.33 0.00 82.69

The items in the lines are the features groups : Char n-gram “c”, Unigram “U”, Bigram “B”,
SPATIUM-L1 “L1”, tfidf “T”, Stylometric “S”, NMF “N”; which represent the alternatives that
we want to rank by using the MCDM methods



The items in the columns: F —score “F”,Recall “R”,Precision “P”, False Acceptance Rate “FAR”,
False Rejection Rate “FRR”, Accuracy “A” which represent the criteria that according the

alternatives will select.

The ranking of these alternatives will done through six criteria, the above table shows the
evaluation degree for each feature group according to each criteria; the table obtained from a
previous study (Kaur et al. 2018). This table will be used in each MCDM method to rank the
alternatives. Ranking these features help us to select the features which can achieve the highest

accuracy, and the lowest error rate.

1.3 WHAT ARE THE FEATURES?

Kaur et al. classified the features that can be extracted from the text as figure (1.5) shows [7]:

And Using the following features [7]:

Features

Textual Non-textual
Features Features
Content Specific Content-free
|
Style based
n-grams BOW model Folkgonomy (Stylomctric)
| . o l 1 |
Predefined enerate
Char POS e s e from User's ‘ Lexical Syntactic | | Structural
level taggers
Word Digit (Bit I_I_‘
level Level)
Idiosyncratic Char Word
(misspellings) Based Based

Figure 1.5: Features Hierarchy [7]



e Char n-grams: considering each n-gram character as a unit to process them, for example the
sentence “we are” :

29,09 9,40 9.0 %

The char 1-gram will be ‘w’,’e’,’a’,’r’,’¢e
The char 2- gram will be ‘we’,’e °,” a’,’ar’,’re’

e Unigram: equal to char 1-gram

e Bigram: equal to char 2-gram

e SPATIUM L1: according to Kaur et al. “Efficient unsupervised authorship verification
technique was proposed by Kocher and Savoy (2017) using a simple distance comparison
measure called SPATIUM-L1 for the extracted k-most frequent words as features. The
proposed technique used statistical analysis and did not involve a learning step to train and
define the values of parameters. Threshold values were varied to compute the values of different
performance parameters.” [7]

e TF-IDF: is an acronym for “term frequency/inverse document frequency “ the term frequency
mean how many a term accrued in the text, and the inverse document frequency represent the
number of texts that the term is in .

o Stylometric features : are content free features, contain many features group:

o Lexical features: a set of items related with word in the text

o Syntactic features: a set of punctuations and function words which are important because

its describes how the words grammatically related together in the sentence
o Structural features: the format and organization of a text
e NMF: is an acronym for Non-Negative Matrix Factorization, which used in topic modeling
1.4 WHAT ARE THE MEASURES?
The author used the following measure to detect the classification accuracy [7]:

e Precision: the percentage of “True Positive” occurrences on the sum of the “True Positive”+”

False Positive” occurrences in eq (1.1)

Precision = TP/(TP+FP) (1.2

10



Recall: the percentage of “True Positive” occurrences on the sum of the “True Positive”+” False

Negative” occurrences in eq (1.2)

Recall = TP/(TP+FN) (1.2)

F —score: it’s a measure depend on the “Precision” and “Recall” measures occurrences in eq

(1.3)
F-measure = 2 * ((precision * Recall) / (precision + Recall)) (1.3)

False Rejection Rate (FRR) : the percentage of “False Negative” occurrences on the sum of the

“True Positive”+” False Negative” occurrences in eq (1.4)
FRR = FN/(FN + TP) (1.4)

False Acceptance Rate (FAR): the percentage of “False Positive” occurrences on the sum of the

“True Negative”+” False Positive” occurrences in eq (1.5)
FAR = FP/(FP + TN) (1.5)

Co-efficient of Variance (CV): “computed using the standard deviation and mean values of

respective performance parameter of all users as follows” in eq (1.6)

CV= G/},l (16)

11



2. THEORITICAL FRAMEWORK
2.1 WHAT IS MCDM?

Jahan and Edwards define it as following “MCDA is an acronym that stands for Multiple Criteria
Decision Analysis/Aiding, and it is sometimes referred as MCDM (Multiple Criteria Decision
Making). It is a sub discipline of operational research. Operational research is often considered to
be a subfield of mathematics that applies advanced analytical methods to get optimal or near-optimal
solutions in complex decision-making problems. Operational research is focused on practical
problems in marketing, manufacturing, transportation, information technology (IT) and other fields.
Therefore operational research overlaps with other disciplines, particularly operations management
and engineering science. MCDA is a sub discipline of operational research that explicitly deals with

decision problems that use multiple criteria to determine the best possible solution” [13]
The MCDM include the following steps: [14]

e Identify alternatives:
The alternatives are the group of suggestions that the decisions will built on them, and represent
all the possible solutions. Where formatting the alternatives group done due to the decision goal,
for example in building a university the alternatives are the locations. And the alternatives most
be clear and each one represent an entity by itself. The alternatives in this research are the
“features” which will ranked.

o Define criteria:
The criteria represent all the viewpoints that effect on the suggested decisions; which represent
the needs and the goals which should be in the alternative; defining the criteria is the process of
collecting the enough and necessary information about the expected performance for the
alternative, the criteria should be formulated by quantitative or qualitative mathematical forms;
and should not be incomplete or repeated in many names under the same meanings. The criteria
in this research are the “measures” which used to rank the features.

e Define the criteria’s weights:
Each criteria has a different importance and effect on the decision making, for that a weight

should be given to each criteria to represent its importance, the weight can be a percentage or

12



number. In fact giving the weight on of the complex challenge in the MCDM, because of the self-
preferences and the self-impact of the evaluator.

o Selection the method to evaluate alternatives:
There are many methods used in the MCDM: (AHP, ANP, TOPSIS, ELECTRE, PROMETHEE
and VIKOR)

e Evaluate alternatives against criteria:
The MCDM methods help to rank the alternatives and give the decision makers a viewpoint about
the appropriate of each alternative according criteria

e Validate solutions against problem statement
2.2 METHODS

As mentioned above MCDM method using to get the optimize solution for a decision problems with
multiple criteria, actually MCDM a ranking approach, where it helps to rank group of alternatives
based on multiple criteria values due to the most ability of this alternative to do the task; the criteria
values (or weight) put by the experts in the field where not all of the criteria have the same

importance.

In following the fourth most important MCDM methods (ANP, ELECTRE, PROMETHEE and
VIKOR) will be explained to understand the mechanism of each method and how can we use it to

rank the alternative to solve our problem later.
2.2.1 ANP Method

The Analytic Network Process a more generalized model of the Analytic Network Process (AHP).
Invented by Thomas L.Saaty in 1996. [15]

The method of network analysis is one of the multivariate analysis that uses the structure of network

to model the problem and the pairwise comparisons to make the relationships in the structure.

The ANP ranks the alternatives group which have number of criteria. There are a preferences
established between the criteria and alternatives done by the pairwise comparisons. The alternative

which ranked as the best by this method is the most suitable one for the DM.

13



The structure of ANP consists of clusters and nodes, each cluster contains many nodes which
connected together in the both directions as seen in the figure (2.1); each cluster includes one of the
problem elements: problem goals, alternatives, and criteria. Where grouping the nodes in a cluster
is one of the differences between ANP and AHP. [16] Helps not just to compare priorities between

nodes but also between clusters.

The ANP network are representing in a Matrix contains all the nodes vertically and horizontally and
each non-zero element of the matrix represent the weight and connection from a node horizontally
to other node inside the network vertically, this matrix after preparing are called super matrix, which
contains all the related important for node to other nodes or cluster other clusters.

cntenon T \
o ole o O 9
Clusterlj;’r Guterdﬁ“ﬂeﬂdence J Cluster2
ol

/

Clusterd

LO O O
g _
Cluster3 E_H

/”
alternative <~ \O

Clusters

Figure 2.1: The Structure of ANP [16]

As in AHP method the nodes or clusters’ pairwise comparison and calculation of local priorities are
the same. Local priorities result from the pairwise comparison matrix’ Eigen vector, found priorities
are then structured in the super- matrix as column vectors. Un-weighted Super Matrix got after all
the comparisons have done. From here and by squaring the matrix the alternatives ranking as the
AHP method can got, the alternatives impact on the criteria importance should be take into

consideration to transfer to the ANP, the matrix normalizes to get the weighted Super Matrix. Then

14



calculating the limit matrix to synthesize the model, which is converges weighted super matrix, the

final result is alternatives ranking. (More details in the algorithm implementation)
ANP algorithm involves the following steps [16]:

e Step 1 - Determination Problem: here the current problem is identified. Criteria of decision

making problem sub-criteria and alternatives are determined.

e Step 2 - Determination of Relations with criteria: The interactions of the specified criteria
with each other, the internal and external interactions of each criteria, and the existing
feedback are associated with this step. The opinions of experts are taken and the literature

about the current problem is searched.

e Step 3 - Performing Binary Comparisons between Criteria: As in the Analytic Hierarchy
Process, pairwise comparison is made between each Criteria that is considered to be related

to each other. These pairwise complements are aggregated into a resultant matrix.

e Step 4 - Checking Whether the Comparison Matrices Are Consistent: A consistency analysis
is performed to see if the comparisons made in this step are meaningful. After the comparison

values are given, the consistency rate symbolized as CR for each matrix is calculated.

e Step 5 - Generating Super Matrices in Order: In this step, inter-criterion evaluations are
summarized under a large matrix under the name non-weighted super matrix. Then,
multiplying the resultant super-matrix with the weighted values for corresponding clusters

in the super-matrix. Taken to the (2K+1) power, (K is arbitrary number)

e Step 6 - Determination and Selection of the Best Alternative: It is possible to make a
comparison between the limit mathematical alternatives to see best alternative. Greatest

value here represents the best alternative.

The AHP is a kind of network, it follows the up down model, where the work start from the goal
cluster to the alternatives according to criteria, so its downward hierarchy, in contrast the ANP

method is going in the two ways, where it not just study the criteria impact on alternatives, but
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also it take on the consideration the alternative impact on the decision making .which represent

the real case which faced in the real life as seen in the figure (2.2).

Critir’izy

A
_ Alternatives

Figure 2.2: Difference in Structure between AHP (left) and ANP (Right). [17]

(  Criteria

Alternatives

% Advantages

As mentioned above one of t the ANP method’ advantages is that the two directions links from
the nodes to the clusters, which help to deal with complicated problem in the real life. Also it

helps to understand our problem and the interactions between the elements better. [17]

% Disadvantages

1. In the ANP method a n(n-1)/2 pairwise comparisons are performed, which in turn make the
comparison process more complicated and power consuming, for that a limited alternatives numbers
and criteria should use; recommended number in cluster is less than five alternatives and criteria.
[17]

2. Users tend to make the decision according the importance, it’s hard to conceive the DM to make
another pairwise comparison between items to reconsider their inputs, especially if the consistency

index for the alternative ranking is too high. [17]

3. it’s hard to apply the ANP method in Excel, so its needs a special software to implement the
method. [17]
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2.2.2 ELECTRE Method

ELECTRE means the elimination and selection that reflects the truth. Developed in 1966 by Roy
and his friends. As a response to existing decision-making methods developed. In fact, it is not just
a solution method is a debated philosophy. The main concept of the ELECTRE method; for each
criterion is to use dual comparisons between alternatives. For each rating factor, it is based on binary
superiority comparisons between alternative decision points. Where two alternatives are compared
in atime and selects the one which is better in most criteria and not acceptably worse in other criteria.

ELECTRE method a multi-purpose decision making technology used. [18]
The method steps are: [19]

o Step 1 - Preparation of Decision Matrix

o Step 2 - Calculate the normalized decision matrix.

It will be normalized using the following formula in eq (2.1).

Xy = =12, M =12

ij = =12,......M j=12,......n (2.1)
n 2
i=1"ij

The normalized matrix will be as following in eq (2.2)

11 r12 .aa Lin
a1 I22 .. T2n
X =
| Tml Tm?2 ceo Imn (2-2)
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o Step 3 - Calculate weighted normalized decision matrix in eq (2.3).

w11l W22 ... WpTin
w121 W22 ves WnL2n
Yij =
(2.3)
| W1Tm1  W2Tm2 .. WpTmnp |

o Step 4 -Determine the concordance and discordance set.

Y matrix used to determine the concordance sets. Decision points are compared with each other in
terms of evaluation factors. Net weighted normalized matrix data is compared for every pair and
results are evaluated as below: If alternative is better than or equal to other element of pair it is
considered under concordance set and defined by C. sets is determined by the relationship shown in
the form in equation (2.4).

Cu = {4, urj = w5} (2.4)

The formula is based on the size of the line elements relative to each other based on comparison.

If alternative is worse than the other element of the pair for relevant criteria it is considered under
discordance set and defined by D. The discordance set can be calculate as following in

equation (2.5).

D(pa Q) = {J& Um < va} (2.5)
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o Step 5 -Calculate the concordance matrix.

Concordance matrix is the matrix generated by adding the values of weights of Concordance set

elements in equation (2.6) and (2.7).

_ . 2.6
Clog = E w; (2.6)
ja
[ — €12 €13 ... Cim|
C21 - Ca3 ve. Comp
C—

2.7
| Cml  Cm?2 Cm3 - ( )

o Step 6 -Calculate the discordance matrix.

Discordance matrix is prepared by dividing discordance set members values to total value of

whole set in equation (2.8) and (2.9).

(Zj°|‘fpf ~ U )

pq (2.8)
(32,0 — vail)
[ —  dia di dim |
dzl - d23 d?m
D= |~ '
' : (2.9)
dm] d-m2 dm3 -
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o Step 7- Make calculations of advantage Averages of concordance and discordance values are
taken. In the Concordance matrix any Cpq value bigger than or equal to C average it is stated as

yes. In the discordance matrix any value less than or equal to D average is stated as No.
o Step 8 -Calculate net concordance and discordance matrix
The best alternative is the one that dominates all the other alternatives in this manner.

To rank alternatives we calculate the net concordance and net discordance values, we use the

following formulation in equation (2.10) and (2.11).

™m m
Cr = IZ Crl — ; Cll (210)

I#k I#k

d = Z dyy — de (2.11)
= =1

I#k I#k

2.2.3 VIKOR Method

VIKOR (VliseKriterijumsa Optimizacija | Kompromisno Resenje) method has been proposed by
Serafim Opricovic in 1998 to deal with very complex decision problems. The method used in many
fields. [20]

Offers compelling solutions for problems with contradictory criteria, focusing on sorting and
selecting alternatives. To reach final decisions. Best alternative solution is the most close solution

to ideal, and best alternative is reaching agree on mutual acceptance. [21]
In the following the VIKOR method steps: [20]

o Step 1 - for each criterion (i = 1,2, ..., n) ,alternatives (J = 1, 2, ..., J) we need to calculate the

worst and the best alternative for each criterion:
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If the i criterion represents utility we calculate as following in equation (2.12).

fi=maxf; f = m}n fij (2.12)

If the i criterion represents cost we calculate as following in equation (2.13).

fi= ml!_in fis fi = max fij (2.13)

o Step 2 - to each alternative, the following formula used to calculate the ideal value Sj (or benefit

measure) and the negative value Rj (or regression measure) in equation (2.14).

S, :lz:‘a)t ((jr?;;]{:{)) R, =m:dx[a)t- (fﬂ: _ﬁj)}wherej= 1,..,m and

i=1 o (2.14)
wi: Expresses criteria weights indicating relative importance. The sum of the weights will be equal

to 1.

o Step 3 - Calculate the synergy value Qj for each alternative using the following equations in eq
(2.15).

o, :v(S’ S*)+(1—v)(Rf R*) Rt . A wherej=1,..,m
: ‘S -8 ) (R -R ) R =max, R, R =min, R,
andi=1, ..,n (2.15)

v expresses the weight of the maximum group benefit, 1-v the weight of personal regret [21]. v is

generally taken as 0.5

o Step4- S, Rand Q are sorted from small to large. S, R, and Q values are sorted in their own

order to obtain three different orders
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o Step 5- The alternatives A (1) represents the best ordered solution in the order of decreasing

order by the measured values S, R and Q and then Q (minimum).
When the proposed solution is proposed, the following conditions should fulfilled

o a. Acceptable advantage in equation (2.16).

Q(A®) —Q(A") < DQ where DQ = ml_ : (2.16)

* A (2) indicates the second best alternative, m: the number of alternatives

b. Acceptable stability when making a decision - the recommended alternative (1) should be ranked
by S and / or R best.

If one of these two conditions cannot be met, then the agreed-upon common best solution set is

proposed as follows:

Alternatives (1) and A (2) if condition (B) is not met. (A) are not fulfilled, the alternatives A (1), A

(2)... A (m); A (m) is the maximum for the relationship to M, is determined in equation (2.17).
Q(A(M}) - Q(A(”) <DQ (2.17)

2.2.4 PROMETHEE Method

PROMETHEE (Preference Ranking Organization METHods Enrichement Evaluation) the method
suggested by Jean-Pierre Brans in 1998.

considered from Partial Aggregation Methods, This method is able to evaluate a large set of
alternatives based on a large set of criteria as a classification of these alternatives according to the
priority and importance, and it was classified as one of the most efficient MCDM methods. The goal
of the PROMETHEE method is to classify the alternatives from the most important to the least, so
that each standard has a quantitative weight and each alternative has its own evaluation for this
criterion; weights and ratings are used to calculate this compound preference index that determines

how preferable one alternative is to another. [22]
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The PROMETHEE built on three axioms: [22]

1) Examination: if tow alternatives have the same estimation for each criterion, then the decision

maker see the neutrality between these alternatives.

2) Cohesion: if alternative a better than alternative b for each criterion, then a is better than b in the

final result

3) Non-Redondance: a criterion is non-redondance if deleting it prevented the criteria group from

achieving the previous axioms

The procedure of the PROMETHEE method consists of several steps: [22]

o Step 1 - The pairwise comparison for each tow alternatives according to each criterion:

In general there are four relations types between alternatives: [22]

v
v

v

Indifference: there are a clear reasons explain the neutrality between two alternatives.
Preference Stricte: there are a clear reasons explain the superiority for one alternative
comparing the other.

Poor preference: there are a clear reasons eliminate the superiority for one alternative
comparing the other.

Incomparability: there are none of the previous relation exists we take this relation.

The evaluation table is represent the main base in PROMETHEE method, where it contains the

alternatives, criteria, weights, thresholds, as in the following table (2.1) (the table is taken from the
main interface for “visual PROMETHEE” application) : [23]

23



Table 2.1: The Evaluation Table [23]

Criteria Gl G2 | Gn

preferences

Weights w1 w2 | Wn

Preference

function

Thresholds P1 P2 JMFr Pn
Q1 Q2 | ... Qn
Sl S24NF . .Y Sn

Alternatives

Al Gl (al) G2 (al) Gn (al)

Am Gl (am) | G2 (am) Gn (am)

Criteria and alternatives discussed previously
Weights: are the importance of each criterion according others
Thresholds: determined by the decision makers, where there are three types: P, Q, and S

v"Indifference threshold “Q”: it’s the max value that keep the decision maker neutral from
choosing one between two alternatives.
v" Preference threshold “P”: the min value that make the decision maker prefer one alternative

between two.

min |dj (a, b)| < q < p < max |dj(a, b)|
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Where:
sidj@a,b) <Q=Pj@b)=0
sidja,b) >P=Pj@b)=1

dj(a, b) represents the difference between two values a, b according to criterion g

where:

djca, b)=gj @) - gi(b)

gj (@): represent the estimation for the alternative a according to criterion g
gj(b): represent the estimation for the alternative b according to criterion g

dja, b): the difference function which represent the preference between a and b

accordingto g

v Gaussian threshold “S”: If the difference between evaluating two alternatives is greater than

this threshold, the decision-maker avoids the alternative that contributed to this neutrality

To select the preference function, there are six criteria as seen in the following table (22) shows [22].
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Table 2.2: Preference Functions Criteria [22]

Type of genera- lazed Analytical definition Shape Parameters fo
criteria define
M Hidy
T\_pe] _ U, d =U', 1
Usual criterion A= {1, | |=0.
—_—
4
A Hid)
Type IL. 0 ld | L
Quasi-criterion Hd)= {1, otherwise. 9
q :I
A Hid)
Type 111 14| a5 p: L
Criterion with linear Hidh=q p AN /;’ r
preference L, |d|=0. \\3 / -
P d
Hid)
Tope IV 1 Id =g, |
ype IV. _ - I
Level-criterion Ad) 1’12’ qﬂ?d l__p’ —L 4 P
. otherwise
q p d
Td)
<oy
Type V. \d Il, Idl=g, 1
Criterion with linear - . T
Hidy=9—= <|d =
preference and () r-q’ g <ldf=p 4.r
indifference area 1 atherwise.
q p d
Hid)y
Type VI =l d° . P
Guassian criterion (d)=1-expi- ?} ¢
ANV
-] d

o Step 2 - For each couple of actions a, b E- K, a preference index n should define for a with
regard to b over all the criteria. Suppose every criterion has been identified as being of one of
the six types considered so that the preference functions Pn(a,b) have been defined for each h =
1,2, .k

Supposing that all the criteria have the same importance. If it is not the case, one can introduce a

weighted preference index. As following in equation (2.18). [24]

k
m(a,b) = % > " Py(a,b) (2.18)
h=1
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©)

Step 3- calculate the flows: [24]

v Outgoing flow in equation (2.19).

phi'(a) = ! Z m(a, z) (2.19)

v Incoming flow in equation (2.20).

phi” (@) = —— 3" n(z,a) (2.20)

n—1 reA

v" Net flow in equation (2.21).

phi(a) =phi®(a) —phi~(a) (2.21)
Step 4- ranking alternatives [22]

v PROMETHEE I ranking: alternative a preferred if phi+(a) is large and phi-(a) is small
v' PROMETHEE Il ranking: alternative a preferred on b if phi (a) > phi (b)
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3. METHODOLOGY
3.1 RESEARCH GOAL

In this research problem, there are eight features groups, which regard as alternatives should be
ranked to choose the most important between them to use in the our classification problem to
improve the accuracy prediction, these features will ranked according to six famous measures which

will regard as criteria.

Kaur et al. research, who used the "AHP-TOPSIS” which is one of the MCDM method to rank the
feature groups [7]; this work will continue Kaur et al. research by using other MCDM methods
(ANP, ELECTRE, PROMETHEE and VIKOR), each one of these method will be implemented on
the Kaur et al. research dataset mentioned in table (1.1), and the result of them will be compared to

show the most features group agreed by them
3.1.1 Alternatives

Seven features groups will be used as alternatives, as following:

Char n-gram “c”, Unigram “U”, Bigram “B”, SPATIUM-L1 “L1”, TFIDF “T”, Stylometric “S”,
NMF “N”.

3.1.2 Criteria

Six measures will be used as criteria, as following:

F-score “F”, Recall “R”, Precision “P”, False Acceptance Rate “FAR”, False Rejection Rate “FRR”,

Accuracy “A”
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We have the following table (3.1) from the Kaur study:

Table 3.1: Accuracy Table [7]

TRUE RATE ACCURACY FALSE RATE ACCURACY Co-efficient of
Variance

F R P FAR FRR cVv
C 87.50 84.00 91.30 7.41 16.00 88.46
U 90.57 96.00 85.71 14.81 4.00 90.38
B 86.27 84.61 88.00 10.71 15.38 87.04
L1 79.36 100.00 65.78 48.14 0.00 75.00
T 83.02 88.00 78.57 22.22 12.00 82.69
S 77.55 76.02 79.16 18.52 24.02 78.85
N 84.74 100.0 73.53 33.33 0.00 82.69

3.2 PROBLEM SOLVING

3.2.1 Solution of Problem with ANP Method

Super Decisions V2 software was used to construct the relationships of internal networks among the
criteria and alternatives, internal dependencies and external dependencies, to make binary

comparisons and to calculate weights.

The following Figure shows the network structure defined between the criteria and alternatives set

out for the problem of selecting feature group.

An internal dependency between F-score “F”, Recall “R”, Precision “P”, within the TRUE RATE

ACCURACY set is defined.

An internal dependency is defined between the False Acceptance Rate “FAR”, False Rejection Rate

“FRR”, within the False Rate Accuracy.

There is a relationship between each criterion and all other criteria in other clusters.
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The figure (3.1) shows the network relations between the alternatives and the criteria:

=] &[5 g cel = [
% - BE0

- L
0800
0

FAR]  FRR

g )
B e (D i I

sltamatives

Figure 3.1: Network Structure Defined Among the Criteria and Alternatives

The figure (3.2) shows the output of the super reconciliation program screen, where the solution

priorities of the alternatives identified for the feature group selection problem are based on the ANP

method.

€ New synthesis for: Super Decisions Ma... — =
Here are the overall synthesized priorities for the o
alternatives. You synthesized from the network Super
Decisions Main Window: 1.sdmod

Name Graphic ldeals Normals Raw
I | 0.828388(0.138017|0.029575

C | 0.805201(0.134154|0.028747

L1 I 0.916128(0.152635|0.032708

N | 0.802255(0.133663|0.028642

S I 1.000000|0.166609|0.035702

T I | 0.290008(0.148283|0.031775

U | 0.760100(0.126639|0.027137

Figure 3.2: Super Decision Screen Display of Priorities of Alternatives
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The following table (3.2) shows the result of the ANP method application, where features group are

ranked according to their ability to achieve the goal, Stylometric feature group “S”takes the first

order.
Table 3.2: ANP Ranking Result
Graphic | Alternatives Total Normal Ideal Ranking
B 0.0296 0.1380 0.8284 4
C 0.0287 0.1342 0.8052 5
L1 0.0327 0.1526 0.9161 2
N 0.0286 0.1337 0.8023 6
S 0.0357 0.1666 1.0000 1
T 0.0318 0.1483 0.8900 3
U 0.0271 0.1266 0.7601 7

3.2.2 Solving the problem with ELECTRE method

After normalizing the base matrix by applying the following formula in eq (3.1).

Tij = ———— (3.1)

We get the R matrix table (3.3).

Table 3.3: Normalized Original Matrix

F R P FAR FRR CV
0.3618 | 0.3901 | 0.3284 | 0.1085 | 0.4448 | 0.3674
0.3745 | 0.3662 | 0.3753 | 0.2168 | 0.1112 | 0.3754
0.3567 | 0.3760 | 0.3308 | 0.1568 | 0.4275 | 0.3615
0.3281 | 0.2810 | 0.3910 | 0.7046 | 0.0000 | 0.3115
0.3432 | 0.3357 | 0.3440 | 0.3252 | 0.3336 | 0.3435
0.3206 | 0.3357 | 0.2972 | 0.2711 | 0.6677 | 0.3275
0.3504 | 0.3142 | 0.3910 | 0.4878 | 0.0000 | 0.3435

ZlwnHdCDlmclo
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The weights of each criteria are then multiplied by the normalized matrix (R matrix) as follows in
equation (3.2).

T11- W1 T12. Wg,. o Tin- Wn
T21. W1 T99. Wg. . Tan. Wn

Vij-RzW =
. : . (3.2)
|Tml-W1 Tm2- W2 rmn-pvn
The V matrix has been got table (3.4).
Table 3.4: Weighted Normalized Matrix
F R P FAR FRR CV
C 0.1197 | 0.0351 | 0.0761 | 0.0211 | 0.0476 | 0.0231
U 0.1239 | 0.0402 | 0.0714 | 0.0423 | 0.0119 | 0.0236
B 0.1181 | 0.0354 | 0.0733 | 0.0306 | 0.0457 | 0.0228
L1 0.1086 | 0.0418 | 0.0548 | 0.1374 | 0.0000 | 0.0196
T 0.1136 | 0.0368 | 0.0655 | 0.0634 | 0.0357 | 0.0216
S 0.1061 | 0.0318 | 0.0660 | 0.0529 | 0.0714 | 0.0206
N 0.1160 | 0.0418 | 0.0613 | 0.0951 | 0.0000 | 0.0216
By applying the next formula on the V matrix in equation (3.3).
Cab = {jlTaj = T} (3.3)
We get:
Cl2 = {3,5} C34={1,2,4}
C21={1,2,4,6} C43 ={3,5,6}
C13={1,3,5,6} C35={1,3,5,6}
C31={24} C53 ={2,4}
Cl14 = {1,3,5,6} C36 ={1,2,3,6}
C41 ={2,4} C63 = {4,5}
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C15={1,35,6} C37={1,35,6}
C51={2,4} C73={24}
C16 = {1,2,3,6}
C61 = {4,5} C45={2,4}
C17={135,6} C54 = {1,356}
C71={24} C46 = {1,2,4}
C64 = {3,5,6}
C23={1,2,4,6} C47 = {2,4,5}
C32={3,5} C74={13,6}
C24={1,3,5,6}
C42={2,4} C56 = {1,2,4,6}
C25={1,2,3,6} C65 = {3,5}
C52 = {4,5} C57 = {3,5}
C26 = {2,3,6} C75={1,2,4,6}
C62 = {1,4,5}
C27={1356} C67 = {3,5}
C72={2,4} C76 = {1,2,4,6}

And by applying the next formula on the V matrix in eq (3.4).

Doy = {jlTaj < pj} = j — Cap (3.4)
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We get:

D21 = {3,5}
D12 = {1,2,4,6}
D31 ={1,3,5,6}
D13 = {2,4}
D41 = {1,3,5,6}
D14 = {2,4}
D51 = {1,3,5,6}
D15 = {2,4}
D61 = {1,2,3,6}
D16 = {4,5}
D71 = {1,3,5,6}

D17 = {2,4}

D32 = {1,2,4,6}
D23 = {3,5}
D42 = {1,3,5,6}
D24 = {2,4}
D52 = {1,2,3,6}

D25 = {4,5}
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D43 = {1,2,4}
D34 = {3,5,6}
D53 = {1,3,5,6}
D35 = {2,4}
D63 = {1,2,3,6}
D36 = {4,5}
D73 = {1,3,5,6}

D37 = {2,4}

D54 = {2,4}
D45 = {1,3,5,6}
D64 = {1,2,4}
D46 = {3,5,6}
D74 = {2,4,5}

D47 = {1,3,6}

D65 = {1,2,4,6}
D56 = {3,5}

D75 = {3,5}



D62 = {2,3,6}

D26 = {1,4,5}

D72 = {1,3,5,6}

D27 = {2,4}

Cab — E “lUj

D76 = {3,5}

D57 = {1,2,4,6}

D67 = {1,2,4,6}

Next, we use the previous result to construct the matrix C; the elements are calculated as follows in
equation (3.5) table (3.5).

j'::—{-_"wb
weights | 0.331 0.195 0.107 0.195 0.107 0.063
Table 3.5: C matrix

0 0.577634 1 1 1 0.46526 | 0.120181

1 0 1 1 1 1 0.11529
0.200575 | 0.337477 0 1 1 1 1
0.419376 | 0.174726 | 0.438667 0 0.494247 | 0.865737 | 0.218167
0.288339 | 0.459246 | 0.313501 1 0 0.288336 | 0.867231
0.46526 | 0.211954 | 0.491124 1 0.288336 0 1
0.658996 | 0.230578 0 1 1 1 0

dﬂ.b —

mMax|vg;—Up;|

JeDy

max |J'-:'r1'n‘;.i —Tnj |

jeJ,mnel

35

And then we form the matrix D, which calculates these elements as follows in equation (3.6)
table (3.6).




Table 3.6: D matrix

0 0.214 0.608 0.608 0.608 0.696 0.608
0.784 0 0.784 0.608 0.696 0.696 0.608
0.39 0.214 0 0.608 0.608 0.696 0.608
0.39 0.39 0.39 0 0.39 0.721 0.497
0.39 0.302 0.39 0.608 0 0.784 0.277
0.302 0.302 0.302 0.277 0.214 0 0.214
0.39 0.39 0.39 0.803 0.784 0.784 0

And next, we need to calculate ¢ from the following formula in equation (3.7).

T

ZIZ ¢(a,b)/m(m — 1) 37)

Which equal to (0.416416), so we compare each element of C matrix with this value to get E matrix
which its elements calculated by the following formulation in equation (3.8) (3.9).
e(a,b) =0; if(a,b) <c (3.8)

e(ab) =1; if (ayb) >=c¢ (3.9)

So, we get E matrix as seen in the following table (3.7):

Table 3.7: E matrix

R OO0 |IO0O|Fr|O
OO0 |0O|O0|O|F

O O0|0O|Fk |k

=
==
S == =)
ORIk IO|IFRr|IO|O
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And then -in the same way-, we form the matrix F from matrix D as seen in the following table (3.8):

Table 3.8: F matrix

A = =)
R|lolo|r|lolo|lo
R olRr|klo|k|k

= =

R |oo|kRr|Fk|k|k

N = I I I e

ololo|r|Fk|k|k

And in the last step we use the C and D matrices to derive the final result according to these two
formulas in equation (3.10) and (3.11). table (3.9):

Tm s
Cr = E Cli — E Cik
=1 =1

(3.10)
I#k I#k
T i
dy = Z dy — Zduc (3.11)
o 17k
Table 3.9: Ck and Dk values
C1 1.13053 | D1 0.696
C2 3.123677 | D2 2.364
C3 1.294759 | D3 0.26
C4 -3.38908 | D4 -0.734
C5 -1.56593 | D5 -0.549
C6 -1.16266 | D6 -2.766
C7 0.568704 | D7 0.729
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The final result is shown in table (3.10):

Table 3.10: ELECTRE Ranking Result

Top Value Top Ranking Lowest Value | Bottom Value Order
C 1.13053 4 0.696 4
U 3.123677 1 2.364 1
B 1.294759 7 0.26 5
L1 -3.38908 3 -0.734 3
T -1.56593 2 -0.549 2
S -1.16266 5 -2.766 6
N 0.568704 6 0.729 7

3.2.3 Solution of Problem with VIKOR Method
For each criterion f*. and f~, values calculated as seen in the following table (3.11):

Table 3.11: F+1 and F- I' values

criteria fr f;
F 90.57 77.55

R 100 76.02

P 91.3 65.78

FAR 48.14 741

FRR 24.02 0

CcVv 90.38 75

For each alternative Sj and Rj values calculated in equation (3.12) and (3.13) table (3.12):.

Sij=> 1“’?(

= fi) /(£ = 17) (312)
R; —max[ (f =1

— fii)/ ( )] (3.13)
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Table 3.12: Sj and Rj Values

Alternatives Sj Rj
C 0.446746 0.195
U 0.304718 0.159572
B 0.479671 0.179201
L1 0.561985 0.284985
T 0.552035 0.191939
S 0.765939 0.331
N 0.432123 0.148213

Then Qj values by using the following formula calculated in equation (3.14) table (3.13):.

(1 -)(R; — R")
(R” - R")

. ’U(Sj — S+)
W=15 5

(3.14)

Table 3.13: Qj ' Values

Alternatives Q
C 0.281952
U 0.031071
B 0.274428
L1 0.653029
T 0.387721
S 1
N 0.138117

Table 3.14: VIKOR ranking result

After that we rank the alternatives as seen in the following table (3.14):

Alternatives Q ranking
C 0.281952 3
U 0.031071 1
B 0.274428 4
L1 0.653029 6
T 0.387721 5
S 1 7
N 0.138117 2
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3.2.4 Solution of Problem with PROMETHEE Method

The "Visual PROMETHEE Academic” program used to build the solution, the program interface as
in the figure (3.3). Eight columns added representing each criterion, in the cluster line each two
criteria together have been combined which represented by the same shape; in the Min/Max line
Min selected if want to minimize this criterion or Max if want to maximize it; the weight extracted
from the weight matrix which used previously; the appropriate preference function selected for each

criterion in the preference function line; threshold selected according to the preference function

selected ; the other statics measure extracted from the original matrix.
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Figure 3.3: Visual PROMETHEE Academic"” Program Interface
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In the following table (3.15) the alternatives ranking result:

Table 3.15: PROMETHEE Ranking Result

Alternatives Total Normal Ideal Ranking
U 0.3402 0.6679 0.3295 1
N 0.3251 0.6112 0.2862 2
L1 0.1747 0.5567 0.3820 3
T -0.0011 0.4702 0.4713 4
B -0.0539 0.4289 0.4828 5
C -0.1216 0.4001 0.5217 6
S -0.6634 0.1437 0.8071 7
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3.3 COMPARISON

Due to the previous implementation for the four MCDM methods to choose the most appropriate
feature group to our case study, a different estimation has been got for the different feature groups,
for that there is a need to compare the methods implementation’ results to choose the ranking which
most methods agreed on it. The following table contains the feature group ranking according to all
the used MCDM algorithms, the table shows a contradictory between the ranks, we need such a

process to extract the features ranking from the table (3.16).

Table 3.15: Methods Ranking Results

Features group names | ANP ELECTRE VIKOR PROMETHEE
C 5 4 3 6
U 7 1 1 1
B 4 7 4 5
L1 2 3 6 3
T 3 2 5 4
S 1 5 7 7
N 6 6 2 2

The previous implementation shows the ranking for the features group according to the MCDM
algorithms, where it’s seen that more one algorithms are agreed on the priority of the Unigram “U”
features took the first priority according to three algorithms (PROMETHEE, VICOR, and
ELECTRE).

To extract the ranking for all the used MCDM algorithms, at first the feature which has the greater
compatibility among the algorithms will be selected here is “U” feature, the second feature is “N”
feature, the third feature is “L1”, the fourth feature is “B”, the fifth features is “T”, the sixth is “C”
and the seventh is “S”, the following table shows the feature ranking for all the features which have

the greater compatibility among the algorithms as seen in the following table (3.17).
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Comparing with Kaur et al. research, it’s clear that their ranking result is more near to the result of
VIKOR method, where the ranking of the features are near, where the preferences order for Kaur et
al.” works was as following: Folksonomy features — Unigram - Char n-gram - tfidf
- Stylometric - NMF - SPATIUM-L1 . Where they gave more importance to the Folksonomy
features, in contract to our research which gave more important to the Unigram feature as three
algorithms: ELECTRE, VIKOR, PROMETHEE agreed on the first preference for the Unigram

feature.
Table 3.17: Feature Ranking after Filtering
Features group ANP ELECTRE VIKOR PROMETHEE Kaur et al. [7]
names
C 5 4 3 6 3
u 7 1 1 1 2
B 4 7 4 5 1
L1 2 3 6 3 7
T 3 2 5 4 4
S 1 5 7 7 5
N 6 6 2 2 6
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4. CONCLUSION

This research discussed the ability to select one from the exist textual feature groups to use them in
extracting the author style from the tweets, in order to detect the tweet authorship; there are a lot of
textual features could be extracted, in this study a comparison done between seven textual feature
alternatives; differentiated according to six criteria represented the measures which detect the
prediction accuracy for each alternative.

Within the scope of the study, a textual features selection problem is one of the MCDM problem;
four MCDM methods used to discover the most appropriate feature (ANP, ELECTRE,
PROMETHEE and VICOR methods), all the methods have been explained from the theoretical side

and implemented on our case using a different tools.

Consequently, to compare between the ranking results, all the ranking results for the four algorithms
are aggregated in one table to extract the feature which has the greater compatibility among the
algorithms, the Unigram “U” features took the first priority according to three algorithms
(PROMETHEE, VICOR, and ELECTRE), which make it the preferred one among the other
features. And the other features are ranked according to their appropriate to our problem; which take

off the ambiguity facing the researcher in sufficient features selecting.
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