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ABSTRACT  

AN INTELLIGENT SYSTEM FOR EXERCISE PLANNING AND PHYSICAL 

ACTIVITY RECOGNITION USING MOBILE TECHNOLOGIES  

Kalem, Güler 

PhD, Software Engineering Department 

Supervisor: Asst. Prof. Dr. Çiğdem Turhan 

July 2017, 107 pages  

 

Intelligent guidance in the healthcare domain using mobile technologies is an 

important development since users can benefit from the individual exercise plans that 

are specifically designed for their purpose, demographic information and health 

background. Furthermore, with the system continuously tracking their activities, the 

users are motivated and guided to complete their daily specified exercises. The 

developed system determines the specific exercise program suitable to the user with 

case-based reasoning. With the help of the accelerometer and gyroscope facilities of 

a mobile phone, users' activities are recognized and classified using KNN (K-Nearest 

Neighbors) algorithm. Based on their individual exercise routine and the performed 

activities in the current day, the rest of the exercises are calculated and presented to 

the user as a message to guide and encourage them. For the evaluation, the system is 

tested by users, and a questionnaire is conducted. The results show that the system is 

found to be beneficial and effective by all the participants. 

Keywords: Mobile technology, healthcare, classification, activity recognition, 

intelligent system, case-based reasoning, Multiclass SVM (Support Vector 

Machines), KNN (K-Nearest Neighbors), LDA (Linear Discriminant Analysis) 
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ÖZ 

MOBİL TEKNOLOJİLERİN KULLANILMASIYLA AKILLI BİR 

EGZERSİS PLANLAMA VE FİZİKSEL AKTİVİTE TANIMA SİSTEMİ  

Kalem, Güler 

Doktora, Yazılım Mühendisliği Bölümü 

Tez Yöneticisi: Yrd. Doç. Dr. Çiğdem Turhan 

Temmuz 2017, 107 sayfa 

    

      Mobil teknolojilerin kullanılmasıyla sağlık alanında akıllı rehberlik, 

kullanıcıların amaçları, demografik bilgileri ve sağlık durumlarına göre özel olarak 

tasarlanmış olan bireysel egzersiz planlarından fayda sağlamaları açısından önemli 

bir gelişmedir. Ayrıca, sistemin sürekli olarak fiziksel aktivitelerini izlemesiyle, 

kullanıcılar motive olurlar ve belirlenen günlük egzersizlerini tamamlamaya 

yönlendirilirler. Geliştirilen sistem, vaka tabanlı çıkarım ile kullanıcı için uygun olan 

kişiye özgü egzersiz programını belirler. Cep telefonunun ivmeölçer ve jiroskop 

özelliklerinin yardımıyla, kullanıcıların fiziksel aktiviteleri KNN (K-En Yakın 

Komşu) algoritması kullanılarak algılanır ve sınıflandırılır. Egzersizlerin kalan 

kısımları, kullanıcılar için belirlenen bireysel egzersiz rutinleri ve gerçekleştirilen 

aktivitelere dayanarak hesaplanır ve kullanıcıyı yönlendirmek ve teşvik etmek için 

mesaj olarak sunulur. Değerlendirme için, sistem kullanıcılar tarafından test edilmiş 

ve anket uygulanmıştır. Sonuçlar, tüm katılımcıların sistemin faydalı ve etkin 

olduğunu düşündüğünü göstermektedir. 

Anahtar Kelimeler: Mobil teknoloji, sağlık hizmeti, sınıflandırma, aktivite tanıma, 

akıllı sistem, vaka tabanlı çıkarım, Çok Sınıflı SVM (Destek Vektör Makineleri), 

KNN (K-En Yakın Komşu), LDA (Doğrusal Diskriminant Analizi)    

      



vii 
 

 

  

 

 

 

 

 

 

To My Lovely Family, who encouraged and supported me throughout this process… 

  

 

 

 

 

 

 

 

 

 

 

 
  



viii 
 

 

 

 

 

 

ACKNOWLEDGMENTS 

 

 

I express sincere appreciation to my supervisor Asst. Prof. Dr. Çiğdem Turhan for 

her guidance and insight throughout the research. Thanks also go to Prof. Dr. Ali 

Yazıcı who encouraged me from the beginning of this period, and the Thesis Follow-

up Committee members of Asst. Prof. Dr. Erol Özçelik and Asst. Prof. Dr. Tolga 

Pusatlı Additionally, I offer sincere thanks to Asst. Prof. Dr. Gökhan Şengül, Seda 

Çamalan and Hande Eryılmaz who helped me during the thesis period with their 

valueable remarks. To my lovely family, I offer sincere thanks for their continuous 

support and patience during this period.  

  

  

  

  

  

  

  

  

  



ix 
 

  
TABLE OF CONTENTS 

 

 

 

ABSTRACT............................................................................................................. v 

ÖZ ........................................................................................................................... vi 

DEDICATION ...................................................................................................... vii 

ACKNOWLEDGMENTS  ................................................................................... viii 

TABLE OF CONTENTS ....................................................................................... ix 

LIST OF TABLES ................................................................................................ xii 

LIST OF FIGURES .............................................................................................  xiv 

LIST OF ABBREVIATIONS ............................................................................... xv 

CHAPTER 

     1. INTRODUCTION .......................................................................................... 1 

 1.1. Research Problem .................................................................................. 2 

        1.1.1. Statement of the Problem ............................................................ 2 

 1.2. Organization of the Thesis .................................................................... 4 

     2. LITERATURE SURVEY ............................................................................... 5 

 2.1. The Utilization of Mobile Devices in Healthcare ................................. 5 

 2.2. The Example Applications in the Healthcare ....................................... 7 

 2.3. Approaches Used for Activity Recognition and Reasoning ............... 13 

     3. DESIGN AND IMPLEMENTATIN OF THE SYSTEM EXERCISE  

         PLANNER SYSTEM ................................................................................... 16 



x 
 

 3.1. Design of the System .......................................................................... 16 

        3.1.1. Research Methodology ............................................................. 17 

 3.2. Implementation of the System ............................................................ 18 

        3.2.1. Integration of the System .......................................................... 19 

        3.2.2. Technical Specification of the System ..................................... 20 

     4. ACTIVITY RECOGNITION ...................................................................... 23 

 4.1. Data Collection ................................................................................... 23 

 4.2. Data Analysis ..................................................................................... 27 

        4.2.1. Feature Extraction .................................................................... 28 

        4.2.2. Classification............................................................................ 30 

        4.2.3. Validation................................................................................. 33 

        4.2.4. Results of Experiments ........................................................... 35 

  4.2.4.1. Group Based Results ....................................................... 35 

  4.2.4.2. Person-based Results ...................................................... 39 

  Young subset ............................................................................... 42 

     5. REASONING ............................................................................................ 45 

 5.1. Case-Based Reasoning ..................................................................... 45 

 5.2. Implementation of Case-Based Reasoning ...................................... 47 

           Age Ranges ................................................................................... 48 

           Gender of Users ............................................................................ 49 

           Ranges of BMI .............................................................................. 49 

           Existence of a Health Problem ...................................................... 50 

           Purpose of Using the System ........................................................ 51 

 5.3. Combination of All Features ........................................................... 51 

 5.4. Calculation for Similarity Measures ............................................... 58  



xi 
 

     6. EVALUATION ......................................................................................... 63 

 6.1. Testing the System ........................................................................... 63 

 6.2. Validation of the System ................................................................. 69 

        6.2.1. The Questionnaire ................................................................. 69 

     7. CONCLUSION ........................................................................................ 72 

 7.1. Limitations ...................................................................................... 74 

 7.2. Future Work .................................................................................... 75        

REFERENCES .................................................................................................. 76 

APPENDICES ................................................................................................... 86   

     APPENDIX-A .............................................................................................. 86   

 Physical Trainers' Information ............................................................... 86 

     APPENDIX-B .............................................................................................. 88   

 All Possible Test Cases and Generated Solutions ................................. 88 

 The Questionnaire Grading Table ......................................................... 90 

   

 

 

 

 

 
 

  



xii 
 

LIST OF TABLES 

 

 

TABLES  

  

1.  Example of Participant Information .............................................................. 24  

2.  Data Record Dates and Weather Conditions ................................................ 26 

3. K Values of KNN Method and Respective Performances ............................. 32 

4. The Comparison of Classification and Validation of Three Activities .......... 36 

5. The Comparison of Classification and Validation of Two Activities  

    (Walking Regularly and Running) ................................................................. 37 

6. The Comparison of Classification and Validation of Two Activities 

    (Quick Walking and Running) ....................................................................... 38 

7. The Comparison of Classification and Validation of Two Activities 

    (Walking Regularly and Quick Walking) ...................................................... 39 

8. The Comparison of Classification and Validation of Three Activities on  

     Person-Based Results with Accelerometer Data .......................................... 40 

9. The Comparison of Classification and Validation of Three Activities on  

      Person-Based Results with Gyroscope Data ............................................... 40 

10. The Comparison of Classification and Validation of Three Activities on  

      Person-Based Results with Accelerometer and Gyroscope Data ............... 41 

11. The Comparison of Classification and Validation of Three Activities on  

       Person-Based Results with Accelerometer Data ....................................... 42 

  



xiii 
 

12. The Comparison of Classification and Validation of Three Activities on  

       Person-Based Results with Gyroscope Data ............................................ 43 

13. The Comparison of Classification and Validation of Three Activities on  

       Person-Based Results with Accelerometer and Gyroscope Data ............. 43 

14. Age Ranges ............................................................................................... 48 

15. Gender of Users ........................................................................................ 49 

16. BMI Ranges .............................................................................................. 50 

17. Existence of a Health Problem .................................................................. 51 

18. All Cases and Suggested Exercises for the Purpose of  

      Losing Weight ........................................................................................... 54 

19. All Cases and Suggested Exercises for the Purpose of  

      Active Lifestyle ........................................................................................ 55 

20. Used Cases and Suggested Exercises for the Purpose of  

       Losing Weight .......................................................................................... 57 

21. Used Cases and Suggested Exercises for the Purpose of  

       Active Lifestyle ....................................................................................... 57 

22. Differences of Age Feature ...................................................................... 58 

23. Differences of BMI Feature ..................................................................... 59 

24. Selection of Gender Feature ..................................................................... 59 

25. Selection of Health Problem Feature ........................................................ 59 

26. Selection of Purpose Feature .................................................................... 59 

27. Weights of Features .................................................................................. 60 

28. Weights of Feature Categories ................................................................. 60 

29. The Possible Cases and Solutions ............................................................ 88 

30.The Questionnaire of the Exercise Planner System ….........................…. 69 



xiv 
 

31.The Volunteers' Grading Table of the Exercise Planner System  

      Questionnaire ........................................................................................... 90 

32. The Average Values of Grading ............................................................. 70 

 

 



xv 
 

LIST OF FIGURES 

  

 FIGURES 
 

1.  The design of the system .............................................................................. 16  

2.  The Waterfall Model ..................................................................................... 18 

3. The User Interface of the Exercise Planner ................................................... 21 

4. The Activity Recognition Procedure ............................................................. 23 

5. Small Part of a Data File ............................................................................... 28 

6. The Graphical Representation of K Values of KNN Method and  

     Performances ................................................................................................ 33 

7. The CBR Cycle ............................................................................................. 46 

8. The User Interface of the Exercise Planner Desktop Application ................ 64 

9. An Example of a Test Data .......................................................................... 65 

10. The Solution Number Screen Shot with the Example Data ....................... 66 

11. The Corresponding Advice Screen Shot with the Example Data .............. 67 

12. The Actual Activities and Remaining Exercises Screen Shot  
       with the Example Data .............................................................................. 68 

 

 



xvi 
 

LIST OF ABBREVIATIONS  

 

ACC  -     Accelerometer 

ANN  -     Artificial Neural Networks 

BMI  -     Body Mass Index 

CBR  -     Case-Based Reasoning 

CGM  -     Continuous Glucose Monitoring 

CLT   -     Central Limit Theorem 

ECG  -     Electrocardiographs 

FFT  -     Fast Fourier Transform 

GPS  -     Global Positioning System 

GUI  -     Graphical User Interface  

GYR  -     Gyroscope 

HMM  -     Hidden Markov Model 

IBC  -     Intelligent Biomedical Clothing 

IDE  -     Integrated Development Environment 

KNN  -     K-Nearest Neighbors 

LDA  -    Linear Discriminant Analysis 

LIF   -     Less Important Feature 

MOPET -     Mobile Personal Trainer 

PC   -     Personal Computer 

PCA  -     Principal Component Analysis 



xvii 
 

PDA  -     Personal Digital Assistants 

SMS  -     Short Message Service  

SVM  -     Support Vector Machines 

VIF   -     Very Important Feature  

 



 

1 
 

  

CHAPTER 1 

 

INTRODUCTION 

 

 

With the increase of the usage of mobile devices in recent years, new solutions in the 

vast area of healthcare emerge which include mobile technologies to fulfill 

requirements or suggest better solutions to existing problems. Attractive advantages 

of wireless technology accelerated the rapid development of mobile applications. 

Similar to other sectors, in the healthcare industry, mobile applications can provide 

better personalized healthcare, disease management and services for patients and 

their relatives, as well as presenting a more useful and flexible way of 

communicating among physicians and patients.  

 

The main goal of this research is to develop an intelligent system which offers 

exercises suitable to the user, then provides guidance according to his/her purpose by 

performing physical activity recognition. In the study, data was collected from 

participants via the accelerometer and gyroscope components of a mobile phone to 

classify the different exercise activities; such as regular walking, quick walking and 

running. Offering an exercise plan is achieved with a reasoning method which is 

developed according to the advice of three professional physical trainers, by 

considering the user's demographic information such as age, height, weight, gender, 

existence of a health problem and the purpose of using this system. The system is 

executed to collect the data of the user's activity behavior along with durations of the 

activities during the day, with the help of the accelerometer and gyroscope properties 

of a mobile phone in order to guide and motivate the user to perform the rest of the 

specified activities for that day.   
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This research and the end product is expected to be useful for different types of users 

such as users who wish to lose weight or who wish to pursue an active lifestyle. In 

addition, the proposed system is expected to be helpful in disease management and 

treatments such as the treatment of high cholesterol, osteoporosis, etc. which requires 

patients to walk regularly.    

 

 

1.1. Research Problem 

 

The existing mobile applications implement step counting, activity tracking, tracking 

the route the user has created and measuring pace, distance and time. These 

applications generally have limited capability in terms of offering advice to the users. 

They offer guidance to all the users in a standard way. For example, since everyone 

should walk 10,000 steps every day for their health, the steps that the user has taken 

is traced during the day by the application, and an alert is issued about the number of 

steps left to reach his/her goal for that day. With these systems, all users are 

motivated to improve their progress in walking regularly or running from beginner 

level to higher level day by day with the help of the alert mechanisms. Yet, according 

to our investigation, in all of these applications the guidance provided are standard to 

all types of users regardless of their age, gender, height, weight, state of health or 

purpose. 

 

 

1.1.1. Statement of the Problem 

 

Healthcare consumers prefer to use medical mobile applications to have more control 

over their disease management or wellness. In addition, healthcare providers have a 

tendency to use medical mobile applications in order to obtain clinical information 

more efficiently and correctly from the user. 

 

The investigation of the most popular mobile applications in the market according to 

the customer ratings have shown that none of them offer an intelligent system to the 

users. According to our evaluation, all of these systems offer the same package to all 

users, disregarding their individual characteristics. Since guiding the users 

http://tureng.com/en/turkish-english/osteoporosis
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individually should be an important part of such applications to achieve better 

results, the main goal of this research is to develop an intelligent system that offers 

suitable exercises based on individual characteristics and track the progress of the 

users to provide guidance. 

 

As stated above, the main objective of this developed system is to offer users 

appropriate exercises according to their needs based on their demographic 

information. To track the execution of the suggested exercise, physical activities are 

recorded continuously by a mobile device such as a cell phone that works in the 

background mode. The system relies on device’s sensors and processing capabilities 

to estimate significant movements. Sensors collect data with the help of the 

accelerometer which is a device that senses changes in speed along its axis and the 

gyroscope which is a device containing a rotating wheel attached to a stable axis 

which allows the wheel to maintain its absolute direction regardless of the movement 

of the surrounding parts.   

 

The suggested exercises are planned according to the needs of users' different 

characteristics, and have to be determined conforming with the adaptive rules using 

case-based reasoning. These rules are determined by consulting three professional 

physical trainers for different types of users with different attributes and purposes. 

 

As stated before, the main goal of the system is to help patients who suffer from 

excess weight, or an illness such as hypertension (high blood pressure) to shorten 

their recovery period. Additionally, for the users who take care of their wellness, this 

system will motivate them to follow their exercise plan continuously.  

 

The research questions of the study are as follows: 

 

1. Can a mobile application provide a suitable exercise routine to a user 

based on demographic information, purpose of using this system and 

health background? 

 

2. Can a mobile application track the progress of the user in the execution 

of a recommended exercise routine using activity recognition? 
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Hopefully, with such an intelligent mobile system that guides and motivates a user to 

exercise and follows up with its recommendations, more people will choose a more 

active lifestyle and therefore improve their health. 

 

 

1.2. Organization of the Thesis 

 

The organization of the thesis is as follows: 

 

Chapter 2 provides the literature review about the thesis. Additionally, a background 

information about current mobile applications in the healthcare domain with some 

examples are provided. Moreover, this chapter gives related information about the 

approaches used for activity recognition and reasoning systems. 

 

Chapter 3 presents information about the design and implementation of the system, 

the integration of the modules and the technical specifications of the system. 

 

In Chapter 4, the activity recognition implementation of the application is presented. 

The experiments, results and the performance comparisons of tested classification 

methods and validation techniques are presented. 

 

In Chapter 5, implementation of the reasoning is described. The cases and their 

corresponding solutions, the calculation process and the similarity measure are also 

presented.  

 

Chapter 6 includes the evaluation of the overall system supported by a questionnaire 

and the results. 

 

Chapter 7 concludes the thesis with suggestions and also provides the limitations of 

the study along with possible future work. 
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CHAPTER 2 

 

LITERATURE SURVEY 

 

 

2.1. The Utilization of Mobile Devices in Healthcare 

 

The development of technology has increased the usage of mobile devices, and as a 

result, individuals and companies try to develop new mobile applications to help 

people in their daily lives. Since human factor is the main focus in the healthcare 

area, and since people's satisfaction is of utmost importance, the new technological 

changes can be used in healthcare with the overall objective of ensuring a higher 

quality of life (Kalem and Turhan, 2015-A; Shoaib et. al., 2015; Mosa et. al., 2012). 

 

In the last years, many healthcare organizations and companies have evolved their 

plans to develop new healthcare models such as context-aware systems for patients 

(Chen and Kotz, 2000; Hong et. al., 2009). The reason for this is the dramatically 

rising healthcare costs, followed by the increasing population of aged people in the 

society as well as to improve the quality of healthcare. At this stage, disease 

management issues are being heavily emphasized, and patient's self-care efforts are 

significant for the populations (Fish and Richardson, 2013).  

 

With an improved quality of life expectancy, stakeholders interest in disease 

management or self-management and programs for reducing health care costs and 

improving quality of life as well as patient/user satisfaction, is increasing (Denning 

et. al., 2009). Additionally, with the fast developmental changes in the sensors and 

the improvements of the mobile technologies, the technological development periods 

of 3-4 years are reduced to 6-8 months, and there is also a significant reduction in 

cost as well (Atluri et. al., 2015).  
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The development of mobile technologies steered both the manufacturers to compete 

with the existing firms, and the solution developers to produce new and talented 

applications using mobile technologies (Price and Summers, 2006; Dee et. al., 2005).  

In the healthcare environment, using mobile technologies and mobile devices have 

proven to be effective (Kalem and Turhan, 2015-A). While developing such 

applications, patient requirements and the level of patient acceptance of technology 

on their health care and disease management should be considered (Siau and Shen, 

2000). It is a must to balance the cost of deployment, the use of device and 

fulfillment of patients’ requirements. 

 

The acceleration of medical applications and the increase in the usage of mobile 

devices in all areas of people’s life have convinced the healthcare professionals such 

as physicians and nursing staff to use the applications in mobile technology is 

discussed by Scordo et. al. (2003) and by Lapinsky (2007). 

 

A summary of some of the recent studies presenting literature reviews in this area is 

given as follows. Stevens et. al. (2015) have conducted a study of review aiming to 

examine the range of applications available on the market and the prevalence of 

healthcare professional input. In the study of Kumar et. al. (2013), they bring three 

concepts together; namely, a) evaluating assessments; b) evaluating interventions; 

and c) reshaping evidence generation using mHealth, and review the evaluation 

standards, discuss future possibilities, and set a grand goal for the emerging field of 

mHealth research. In the first part of Georga et. al.’s (2014) study, they review the 

state of the art in wearable medical devices for monitoring and controlling blood 

glucose levels with special emphasis on Continuous Glucose Monitoring (CGM) 

devices and insulin pumps. The second part of the study discusses mobile self-

management support interventions in diabetes care, additionally they state that the 

advances in mobile computing and wireless communications have enabled the 

development of efficient mobile applications for self-monitoring diabetes, providing 

feedback. Furthermore, in the study by Mizouni et. al. (2014), they suggested a novel 

framework to build context aware and adaptive mobile applications. Han et. al. 

(2014) also suggested a context-dependent search engine that represents user context 

in a knowledge-based context model, and implemented in a hierarchical structure 

with granularity information. Another rare type of study belongs to Conroy et. al. 
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(2014) in which, the behavior change techniques represented in online descriptions 

of top-ranked applications are characterized for physical activity. 

 

In the clinical area, there are applications that have been developed, used and tested; 

and valuable and acceptable results have been reached most of the time. These 

applications are reviewed and examined, and their advantages and disadvantages 

from different points of view are presented in the next section. 

 

 

2.2. The Example Applications in the Healthcare 

 

The recent studies for mobile applications in the healthcare domain are given as a 

summary. In the research of Azhar and Dhillon (2016), they have reviewed the 

influencing factors of the effective use of mHealth applications for self-care. In a 

study by Cojocarlu et. al. (2013) the design and implementation of a novel wireless 

electrocardiography device that is expected to be user-friendly, low cost and low 

power consumer, and has a high degree of interconnectivity with terminals such as 

smartphone, laptops and tablets, is presented. In the study of Azar et. al. (2013), the 

aim is the evaluation of diet/nutrition and anthropometric tracking application based 

on incorporation of features consistent with theories of behavior change. 

 

In their study, Patrick et. al. (2014) aim to review the clinical trial of a two-year 

weight control intervention for young adults deployed by social and mobile media. 

An adaptive intervention is used for the patterns of usage of the system and user 

feedback which is better than standard intervention similar to our intelligent system, 

but the measures of body mass index, sedentary behaviour, physical activity, etc. are 

performed only in six-month periods. The results are promising since all participants 

have been recruited. 

 

Burke et. al. (2016) have a study which aims to identify self-monitoring diet only 

using a PDA (Personal Digital Assistant) with daily feedback, and the results show 

that it was superior to using a paper diary on weight loss and maintenance. As it is 

observed in this study, the usage of mobile device such as PDA help during weight 

loss. In this study, the participants receive standard behavioral treatment for losing 
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weight. However, it would be more helpful if personalized treatments would be 

offered according to participants’ specifications. 

 

Abbas et. al. (2015) conducted the study of evaluating the effect of mobile phone 

Short Message Service (SMS) on glycemic control in type 2 diabetes in Saudi 

patients. The standard messages are prepared by specialist in diabetes and diabetic 

educators to increase the level of awareness. This shows the different approaches to 

including mobile phones for a healthier life for diabetic patients. As a result of this 

study, significant improvement of patients' knowledge have been observed, in 

addition, the patients' blood glucose levels have improved. 

 

Moreover, there are some recent studies related to activity recognition as 

summarized below. Arifoglu and Bouchachia (2017) has a study of activity 

recognition and abnormal behaviour detection for elderly people who suffer from 

dementia. Erdaş et. al. (2016), have studied three possible feature sets; time-domain, 

frequency domain and wavelet-domain statistics, and their combinations to represent 

motion signals obtained from accelerometer reads worn on the chest through a 

mobile phone. Ihianle et. al. (2016) suggested a topic model process to recognize 

activities and activity-object patterns from the interactions of low level state-change 

sensors. In another study, Chetty et. al. (2015), have suggested a novel data analytic 

scheme for intelligent activity recognition using smartphone based on information 

theory based feature ranking algorithm and classifiers based on random forests, 

ensemble learning and lazy learning. Imtiaz et. al. (2015), proposed a novel approach 

towards the recognition of human activity using spectral domain feature extraction. 

The study by Bayat et. al. (2014) shows outputs of the recognition of human physical 

activities of certain types using a mobile phone with only accelerometer data. In 

another study by Ayu et. al. (2012) the classification of human activities (walking, 

sitting, standing, jumping, jogging) and comparison of the performances of different 

classification algorithms is performed. In the research by Suarez et. al. (2015), a new 

method is presented to improve the recognition accuracy of physical activities by 

using only the accelerometer data. Bhattacharya et. al. (2014) in their research, 

propose a sparse-coding framework in ubiquitous and mobile computing that 

alleviates the fundamental problems of supervised learning approaches for activity 

recognition. In another study, (Abdallah et. al., 2015), for activity recognition, the 
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researchers suggest a novel phone-based dynamic recognition framework with 

evolving data streams. Moreover, Kaghyan and Sarukhanyan, (2013) introduce an 

approach which allows human activity recognition using smartphone's acceleration 

and positioning sensors.  

 

Additionally, in the study of Reddy et. al. (2010), the transportation modes of 

individuals were differentiated such as walking, running, biking, motorized transport 

or the stationary position of an individual using mobile phones which is a study of 

activity classification only. 

 

Similar studies exist such as Miluzzo et. al. (2008) which performs activity 

classification for walking, running and still position with the help of accelerometer 

data without offering anything to the user. Another study by Zheng et. al. (2008) 

again performed only activity classification of walking, biking and motorized 

transportation using GPS (Global Positioning System) data. Furthermore, Sohn et. al. 

(2006) has the classification study of walking, motorized transportation and still 

position of the user with a mobile phone. As stated before in all of these studies only 

activity classification is performed, but in our study in addition to activity 

classification, an intelligent exercise recommendation system is implemented for 

different type of users with different demographic information. 

 

ITAREPS (Information Technology Aided Relapse Prevention Programme in 

Schizophrenia) (Španiel et. al., 2008) is a program which helps in the prevention of 

schizophrenia using information technology and for this aim, a mobile phone based 

telemedicine solution is provided. With the help of the home telemonitoring system 

by a PC to mobile phone SMS (Short Message Service) platform that recognizes 

prodromal symptoms of relapse, the system warns to take the action before 

hospitalization process which is both costly and stressful for both the patient and 

his/her family.  

 

As another application, during the management of asthma (Ryan et. al, 2005) peak 

flow monitoring is widely recommended and used. This is an observational study 

using handheld electronic peak flow meter monitoring and mobile phone technology. 

Patients with the age ranges of 12 to 55 requiring treatment with regular inhaled 
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steroids and bronchodilators were recruited from nine general practices. As a total of 

74% of the patients have reported that the system has helped to improve their ability 

to manage their symptoms. The most attractive features of the telemedicine system 

were the increased awareness and information about asthma, improved ability to 

monitor and control the condition with the feedback screens on the mobile phone and 

ease of use. 

 

The usage of mobile phone technology for recording and gathering asthma data 

(Cleland, Caldow and Ryan, 2007) is another important study in this field. In this 

study, a qualitative interview study with a purposeful sample of 10 patients with 

asthma and two research staff were conducted. The patients’ diary information was 

collected twice a day with an electronic peak flow meter linked to a mobile phone 

with an interactive screen to record current asthma symptoms and recorded 

information is stored in a server. Both the patients and the research staff believed that 

mobile phone technology would be helpful in clinical practice. Similarly, in another 

research by Cornelius and Gordon (2008), mobile technologies main uses were seen 

as identifying poor manage more quickly and facilitating communication with 

healthcare professionals without the need of face-to-face consultation and there was a 

high degree of acceptability by both patients and staff.  

 

As another application, the IBC (Intelligent Biomedical Clothing) for wellness and 

for disease management (Lymberis and Olsson, 2003) was reported as a revolution in 

the clinical area in 2003 which also shows the promising value of using technological 

improvements in the medical area in those years. The developmental growths in 

microsystems and nanotechnologies as well as in information processing and 

communication technologies allow miniaturization and non-invasive smart 

monitoring of both physiological and physical data. With the multidisciplinary point 

of view, research in textile fibers, biomedical sensors, and wireless technology and 

mobile telecommunications is integrated together with telemedicine. This integration 

aims to develop IBCs that could open the way to support personalized control of 

health and disease management at any time needed. For many purposes such as 

health monitoring, disease prevention and control, rehabilitation, and sports 

medicine, IBC can offer wearable non-obtrusive telemedicine platform for 

individualized services that is readily accessible with good quality. 
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In addition, automated speech recognition (Gröschel et. al., 2004) for time recording 

in out-of-hospital emergency medicine is a medical treatment with emergency 

medical missions and for the resuscitation process. In this study, a software of the 

standard speech recognition was adapted and then installed on two separate computer 

systems. One of these computer systems was a stationary PC (Personal Computer) 

and the other one was a mobile pen-PC. With the results at hand, time recording with 

automated speech recognition seems to be possible when emergency medical 

conditions.  

 

Furthermore, the NICHE pilot study (Faridi et. al., 2008) is about the assessment of 

the impact using mobile phone technology on type 2 diabetic patients' self-

management. This study utilizes information technology, such as Internet and mobile 

phones to further improve the quality in diabetic care. In this study, the purpose was 

to examine the feasibility of utilizing the mobile technology to assist with diabetes in 

self-care in a clinical population as well as its impact on clinical outcomes. At the 

end of the study, with the results it is indicated that, the intervention had a positive 

impact on some of the clinical outcome and self-efficacy.  

 

The FTA (the Few Touch Application) (Årsand et. al., 2012) is another study about 

diabetic patients. It provides support for patients who suffer from diabetes for their 

self-management using a diabetes diary with the help of a mobile phone. This tool 

has different useful opportunities such as transferring of blood glucose data 

automatically, food advice for the patient, and monitoring of physical activity, etc. 

This study is helpful since it provides personalized decision support for personalized 

health goals, with the automatic transfer of human physical activity, sending advice 

to motivate users, and the blood glucose data automatic transfer makes patients feel 

more confident themselves.  

 

Another area where mobile technologies are used by patients very commonly is in 

headache disorders (Hundert et al, 2014). Mobile applications help patients by 

creating a headache diary and health care professionals try to give a name for the 

type of the headache problem.  
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Moreover, the role of mobile phone usage in the prevention and control of mental 

disorders (Proudfoot, 2013) is a promising study as well, because they are 

successfully deployed in the therapeutic situations, and have proven to be useful and 

motivational both for the patient and patient's relatives. 

 

Since phone based interference has shown positive results (Krishna et. al., 2009; Guy 

et. al., 2011), and the applications that are used in the healthcare area are increasing 

by time (Kalem and Turhan, 2015-B; O’Reilly and Spruijt-Metz, 2013), the usage of 

cell/mobile phones and text messages, by offering suitable exercises to individuals, 

will increase user's health and quality of life. As it is known, many chronic diseases 

such as asthma, diabetes, and mental disorders become worse under inactive 

behaviours; encouraging these kinds of patients to do suitable exercises help them to 

overcome symptoms and manage their diseases more easily. It can be stated that, 

mobile applications provide better personalized healthcare, disease management and 

services to patients/users, and in the healthcare environment it is suitable to use 

mobile technology and mobile devices. 

 

Analyzing the medical applications that are developed for smartphones, some studies 

are encountered which summarizes the applications that have already been developed 

(Liebert, 2010; Sherry and Ratzan, 2012; Chomutare et. al., 2011). Some of them 

have disadvantages such as cost, device/platform dependency, and poor user 

interface. Some of them are free but not even preferable, and some of them are not 

aimed for patients, they are developed for physician candidates, etc. Few of them are 

useful but in different areas rather than our scope, such as medical dictionary, 

medical calculator, displaying pill information and their images, etc. Up to this point, 

the existing mobile applications are reviewed and examined carefully considering 

their limitations, advantages and disadvantages, capabilities, etc. The research related 

to intelligent systems and the methodologies used are presented below. 

 

In a study, a wearable system MOPET (Mobile Personal Trainer) was developed by 

Buttussi and Chittaro (2008) which provides better personalized training and 

motivation support for the users who are in the fitness domain. It is a physical fitness 

activity supervising system that is adapted to the user and the context. MOPET 

shows a location-aware map of the trail on the PDA (Personal Digital Assistant) 
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screen, motivates the user telling his/her speed, and trains the user by showing and 

explaining how to perform the exercises in a correct and safe manner. As a 

continuation of this study, with a separate article (Buttussi et. al., 2009), a user 

generated fitness trail database by automatic creation is used in the system. After the 

user preferences are stored in this database, the recommendations to the users are 

given using collaborative filtering based algorithms based on user preferences and 

physical abilities. 

 

Additionally, in the study by Oliver and Flores-Mangas (2006), the MPTrain system 

is described which is a mobile phone based system that uses automatic music 

selection to encourage the users to reach his/her exercise goals. This system has 

physiological sensors of accelerometer and ECG (electrocardiographs) connected to 

a mobile phone wirelessly. The system implements a learning algorithm to determine 

a mapping between the musical features like beat, volume, etc. and the user’s current 

exercise level automatically. Another feature of this system is the availability of a 

virtual race. For the aim of a fair competition, the system automatically matches the 

users based on similarity which is applied by using the k-Nearest Neighbours 

algorithm.  

 

 

2.3. Approaches Used for Activity Recognition and Reasoning 

 

The methodologies and techniques mostly used in activity tracking systems are 

presented below: 

 

 Support Vector Machines (SVM) are supervised learning model with 

associated learning algorithms that analyzes the data and recognizes the 

patterns. It is used for classification and regression analysis. Detailed 

description is given in Chapter 4. 

 

 The k-Nearest Neighbors algorithm (KNN) is a non-parametric method 

used for classification and regression. In both cases, the input consists of 

the k closest training examples in the feature space. The output depends 
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on whether KNN is used for classification or regression. In Chapter 4, 

detailed description is given. 

 

 Linear Discriminant Analysis (LDA) is a classifier with a linear decision 

surface. It is a preferable method since it is inherently multiclass and has 

proven to work well in practice. More detailed description is given in 

Chapter 4.  

 

 The Collaborative Filtering Approach is the process of filtering for 

information or patterns using the techniques that involve collaboration 

among multiple data sources, agents, etc. 

 

 The Naive Bayesian classifier is a technique to construct the classifiers 

based on Bayes’ theorem with independence assumptions between 

predictors. 

 

 Decision Tree algorithm is used to build classification or regression 

models in the form of a tree structure. It breaks down a dataset into 

smaller subsets while at the same time an associated decision tree is 

incrementally developed. 

 

 Artificial Neural Networks (ANN) are used to estimate or approximate 

functions that can depend on a large number of inputs and are generally 

unknown. 

 

Additionally, the reasoning systems are presented below: 

 

 Rule-Based Reasoning systems are used as a technique to store and 

manipulate knowledge in order to interpret information in a useful way 

based on specific rules. 

 

 Case-Based Reasoning systems solve problems in a way similar to 

human thinking and are based on using existing data such as cases and 

experiences in a domain in order to generate a solution to the current 
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problem. More detailed description about Case-Based Reasoning is given 

in Chapter 5.  

 

 Decompositional Reasoning systems break the problem into smaller 

components similar to divide-and-conquer approach, analyze the smaller 

parts and fit them together, resulting in the whole system. 

 

In the study by Martin et. al. (2013), it is stated that determining and logging the 

user's motion for an automated activity recognition system will enable a wide range 

of applications such as personal health, sports training, disease diagnosis and 

treatment, and child or aged people's care using lightweight classification techniques 

such as Naive Bayes, Decision Table and Decision Tree in mobile devices. In this 

study, it is pointed out that; processing the data inside or outside the mobile device 

affects the selection of the algorithm because some of the algorithms require more 

memory and computing capability. For example, Bayesian and Decision Tree 

algorithms are appropriate to use when the data is needed to be classified inside the 

mobile device. However, ANN (Artificial Neural Networks), rule based algorithms 

and SVM (Support Vector Machines) algorithms are appropriate to use when the 

data is needed to be processed outside the mobile device. 

 

After a brief literature review, as the scope of this research, it is decided to develop 

an intelligent system for patients/users offering suitable exercises according to their 

needs within the consideration of their demographic information, and tracking their 

physical activity performances continuously to provide motivation and guidance to 

fulfill the suggested exercise plan. 

 

Chapter 2 presents the literature review about the study including some of the current 

mobile applications in the healthcare domain with a brief introduction about the 

approaches in activity recognition and reasoning systems. 
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CHAPTER 3 

 

DESIGN AND IMPLEMENTATION OF THE                  

EXERCISE PLANNER SYSTEM 

 

3.1. Design of the System 

 

The modules and their interactions in the system are graphically shown in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The design of the system 
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In this system, the user enters his/her demographic information; namely, age, height, 

weight, gender, health condition and purpose of using this system through the user 

interface of the mobile phone and this data is saved into the database. The 

demographic information is then sent to the Reasoning Module and data is processed 

for individual users to find a suitable exercise program based on the individual 

attributes of each of the user. The exercise plan with activities and durations are 

presented to the user with the user interface.  

 

Then, with the help of the accelerometer and gyroscope features of the mobile phone, 

user’s physical activity data is gathered and sent to the Activity Recognition Module, 

and user’s activity data is also saved into the database. In this module, the user’s 

physical activity tracking is implemented. While tracking the activity, the activity 

recognition is continuously executed while timing its duration and saved into the 

database for future use.  

 

In the Processing Module, the tracked and recognized activities and their durations 

are compared against the offered exercise routine, and the user is guided on the 

remaining parts of the exercise plan for that day, or congratulated if he/she has 

finished the routine. During the day, if the suggested exercises are not completed, the 

user is warned with a message for motivational purposes to complete the remaining 

activities for each day in order to reach their objective. The parts of the exercises that 

remain are continuously updated by the Processing Module depending on the activity 

performances of the user during the day. 

 

 

3.1.1. Research Methodology 

 

In this study, after data collection, the data set is statistically analyzed where the 

findings are observable and quantifiable; consequently, this research follows the 

positivist methodology. Positivism1 has accordance with the empiricist approach that 

knowledge depends on human experience as this study implies, and in addition this 

                                                           
1 http://research-methodology.net/research-philosophy/positivism 
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study concentrates on facts as positivism requires (Easterbrook et. al., 2008; Recker, 

2013).  

 

 

3.2. Implementation of the System 

 

The waterfall approach has been used in this study as the software process model. 

Since the waterfall model is a plan-driven model (Sommerville, 2015; Pfleeger and 

Atlee, 2009; Vliet, 2007), it includes separate and distinct phases of specification and 

development steps2 (Berenbach, et. al, 2009; Bourque and Fairley, 2014; 2017; 

Pressman and Maxim, 2014) as given in Figure 2.  

 

 

Figure 2. The Waterfall Model (Sommerville, 2015) 

 

In the requirements definition phase, the real-life cases and corresponding real-life 

solutions to those cases are defined with the help of three professional physical 

trainers by considering the user's demographic information such as age, height, 

weight, gender, existence of a health problem and the purpose of using this system. 

 

In the system and software design phase, the required modules, their input/outputs 

and the interaction between these modules are designed for this system. 

                                                           
2 http://www.sei.cmu.edu 
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In the implementation and unit testing phase, the designed modules are implemented, 

such as the Reasoning Module which offers a suitable exercise routine to individuals 

according to their demographic information. The Activity Recognition Module 

continuously tracks the users' activities and the classification is performed for the 

implementation of activity recognition. The Processing Module receives the outputs 

of the Reasoning Module and the Activity Recognition Module as inputs and 

calculates the remaining exercises and their durations to communicate with the user 

for guidance and motivation. After the implementation of each module, unit testing is 

performed to ensure that each module works well separately. 

 

In the integration and system testing phase, the separate modules are combined to 

construct the whole system. Then system is tested to check if the whole system 

works as planned after the integration of the separate modules. The last phase which 

is the operation and maintenance is left for future work.  

 

Moreover, in this system different parts of the implementation are done in different 

modules such as the Reasoning Module, the Activity Recognition Module and the 

Processing Module. Dividing the system into different components provides high 

cohesion and low coupling and which are important in any software engineering 

application (Sommerville, 2015; Vliet, 2007). Each component/module performs its 

own responsibility and is not be affected by others achieving is high cohesion. All 

modules are connected to each other in a low coupled manner. This phenomenon is 

also important in the testing and maintenance steps of software engineering.  

 

 

3.2.1. Integration of the System 

 

In the Reasoning Module, the demographic information of the users are analyzed 

according to their specifications and a suitable exercise routine is offered. This is 

performed with the implementation of case-based reasoning. The defined real-life 

cases and solutions to those cases along with the implementation details are 

described in Chapter 5. 
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In the Activity Recognition Module, continuous activity tracking and the recognition 

are implemented. The best performance is achieved using KNN (K-Nearest 

Neighbors) algorithm as the classification method and applying Leave One Out 

Cross Validation technique for the validation. The performance rates and the detailed 

experiment results of the comparison of different classification methods along with 

different validation techniques are described in Chapter 4.  

 

In the Processing Module, the offered exercise routine is received as an input from 

the Reasoning Module, and the tracked and recognized activities are gathered after 

the analysis of Activity Recognition Module, as an input. Then, both of those data 

are processed for each individual user to track the user performance regarding the 

suggested exercise. For this purpose, the integration of both systems are combined 

together with a prototype desktop implementation as a simulation of the mobile 

application.   

 

 

3.2.2. Technical Specifications of the System 

 

In this study, we have studied with real data which is collected from people using 

convenience sampling. The data collection is performed using a special software for 

gathering accelerometer and gyroscope data with a mobile phone, namely, Samsung 

Galaxy Note II, GT-N7100. 

 

For the implementation of activity recognition, Matlab R2014a version is selected as 

a tool and, Matlab language is chosen since it has high performance while processing 

huge amounts of data which is described in Chapter 4 in detail. 

 

For the implementation of the case-based reasoning system, C++ programming 

language is chosen. Since it is an object-oriented language, the different cases can 

easily be represented as objects. Dev-C++ 5.4.0 integrated development environment 

(IDE) is chosen for the implementation. The detailed information related to the 

implementation of case-based reasoning is described in Chapter 5. 
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Moreover, these two implementations are integrated using the C# language in Visual 

Studio as a desktop application. This is created as a simulation and prototype of a 

mobile application. The screen shot of the user interface is given below in Figure 3. 

 

 

 
 

Figure 3. The User Interface of the Exercise Planner 

 

 

The details of the developed user interface and the related screen shots are presented 

in Chapter 6. 
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Chapter 3 provides information about the design and implementation of the system 

along with the research methodology. The integration of each of the modules and the 

technical specifications of the system are also presented. 
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CHAPTER 4 
 

ACTIVITY RECOGNITION 

 

 

In the following section, retrieving data through sensors using the accelerometer and 

gyroscope properties of a mobile device that is implemented in the Activity 

Recognition Module will be described. Then, the test results of three classification 

methods along with three validation techniques and the selection of the best 

performances to be utilized in this system are presented.  

 

The activity recognition procedure can be shown schematically as given below in 

Figure 4. 

 

 

Figure 4. The Activity Recognition Procedure (Ayu et. al., 2012) 

 

 

4.1. Data Collection 

 

Data is collected from a group of 111 female and male participations, with the age 

range of 7 to 53. In addition, volunteers' demographic information is recorded, such 
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as gender, height that varies from 110 cm to 192 cm, and weight that varies from 22 

kg to 109 kg. In this study, the participations were selected using convenience 

sampling. In addition, all other necessary contact information is collected such as 

name, activity date, e-mail address, telephone number, etc. so that all volunteers are 

reachable if needed.  

 

The data is collected using a special software aimed to collect this type of data with a 

mobile phone, namely, Samsung Galaxy Note II, GT-N7100. A subset of the 

information recorded is shown in Table 1 below.  

 

 

Table 1. Example of Participant Information 
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242 
Walking 
Regularly 

x x 3.7.1988 M 190 90 kk a@a 22.7.2015 243 Walking Quickly 

244 Running 

6 25 

252 
Walking 
Regularly 

y y 7.3.1990 M 182 69 mm b@b 22.7.2015 256 Walking Quickly 

258 Running 

7 26 

262 
Walking 
Regularly 

z z 31.5.1986 F 159 57 nn c@c 22.7.2015 263 Walking Quickly 

264 Running 

8 27 

272 
Walking 
Regularly 

t t 27.1.1981 F 158 66 pp d@d 22.7.2015 273 Walking Quickly 

274 Running 

9 28 

282 
Walking 
Regularly 

h h 14.10.1976 M 180 77 rr e@e 23.7.2015 283 Walking Quickly 

284 Running 
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mailto:asc.seda@gmail.com
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All volunteers are numbered from 1 to 111 in the Volunteer No column. A Code 

number has been assigned to each of the volunteers in a separate column. Then three 

different numbers (2: walking regularly, 3: walking quickly and 4: running) were 

appended to the code numbers, and this way, the ID numbers are created and used as 

primary keys to specify each volunteer's different activities, namely, walking 

regularly, walking quickly and running. If a volunteer was unable to finish the 

labeled activity successfully, then a consequent number was appended to create a 

new id number for the new recording, and the volunteer was requested to perform the 

same activity again, and this process was repeated until a successful activity 

recording was achieved. For this reason, some of the volunteer's id numbers are not 

consecutively coded like 242-243-244, instead, they have been coded as 252-256-

258. This means that, the volunteer coded 25, has performed walking regularly once 

and received an id for walking regularly as 252, then repeated quick walking activity 

4 times where the last record was accepted as a successful activity and received an id 

number 256 for quick walking, then repeated the running activity twice and received 

an id number 258 for running. 

 

The specifications of the data is as follows; from 111 different volunteers, and from 

each volunteer, a total of 6 minutes of activity data were gathered which includes: 

 walking regularly for 2 minutes 

 walking quickly for 2 minutes 

 running for 2 minutes 

 

Activities were performed both indoors and outdoors, generally during the afternoon, 

and two hours after lunch. In addition, participations have performed the exercises on 

similar paths, and in similar weather conditions in order not to affect the activity 

records. Data were collected in consecutive 7 days, and weather conditions and the 

record dates are given in Table 2.  
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Table 2. Data Record Dates and Weather Conditions 

Activity Date 
Weather 

Condition 

Daytime 

Temperature 

Highest 

Daytime 

Temperature 

Lowest 

21.07.2015 - Tuesday Sunny 36 C 12 C 

22.07.2015 - Wednesday Sunny 34 C 13 C 

23.07.2015 - Thursday Sunny 35 C 13 C 

24.07.2015 - Friday Sunny 37 C 14 C 

25.07.2015 - Saturday Sunny 38 C 17 C 

26.07.2015 - Sunday Few Clouds 35 C 16 C 

27.07.2015 - Monday Few Clouds 35 C 16 C 

 

 

While gathering data from 111 people, some problems were encountered. These 

problems and the solution proposals are described below; 

 While the activity is being done, the volunteer unintentionally touches 

the turn-off button of the application, causing the application to stop. 

Then, the activity must be restarted from the beginning which tires the 

volunteer and consumes time unnecessarily. However, changing the 

application in order to operate at the background mode will solve the 

problem. 

 If the activity is completed and the application has stopped in a normal 

manner, then the code number of the last volunteer remains on the form. 

The volunteer unintentionally touches the start button of the application, 

then the application starts again and it begins to record the new data 

inside exactly the same file that has the same code number. But, this 

happens while the activity is not being done, so wrong data is recorded 

onto the correct data. Then the activity must be repeated from the 

beginning again. For this problem, two solutions are proposed. First one 

is, after the activity is finished and the program stops, an empty form can 

be returned to the screen. The second solution is, if there is a record with 

the same name, another naming convention can be used for the new 

recording. 
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 From time to time, the recorded data is not saved to the file, or 

sometimes it only records half of the data or less. Activity should be 

repeated, or a new volunteer should be found. No solution can be 

proposed for this problem. 

 

Due to such problems, some volunteers’ problematic data (dirty data) have been 

eliminated, and as a result, 100 different volunteers' data have been analyzed.   

 

 

4.2. Data Analysis 

 

After collecting the data, all files were analyzed in a lengthy process since there are 

111 different people's activity records, which are saved in different categories such as 

ACC (accelerometer) data file, GYR (gyroscope) data file, etc. In addition, those 

categorized data files are repeated for each activity of walking regularly, walking 

quickly and running. As a result, there are more than 666 (= 111 * 3 activities * 2 

types of data) different data files. Before the actual analysis, the data have been 

cleaned and grouped together for each different category.  

 

In order to perform the feature extraction, all data are read and stored into matrices. 

Matlab program is selected as a tool since it has high performance while processing 

huge amounts of matrices. At this stage, many problems have been faced, such as 

some of the file's recordings were less than 2 minutes duration which had to be 

discarded, etc. As a result, 100 volunteers' 600 (= 100 * 3 activities * 2 types of data) 

different data files have been analyzed. 

 

In each of the data files, there are x, y and z coordinate data separated by a delimiter. 

The sampling frequency of 50 Hz is used and in 1 second, 50 lines of each of the 

coordinates are recorded to a data file. Since each activity is performed for 2 minutes 

(120 seconds), there are approximately 6.000 (= 50 lines * 120 seconds) lines of 

coordinate data in each file for each person's individual activity. A small part of a 

data file is given as an example in Figure 5. 
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Figure 5. Small Part of a Data File 

 

There are approximately 6.000 lines of data for one activity's accelerometer data and 

also 6.000 lines of data for one activity's gyroscope data, so in total, there exist 

36.000 (= 6.000 * 3 activities * 2 types of data) data lines for each person. This 

means that 3.600.000 (= 36.000 * 100 people) data lines have been recorded for 100 

volunteers’ activity. 

 

 

4.2.1. Feature Extraction 

 

In order to implement feature extraction, each data file is read with sets of 50 lines 

and to each of these data sets, the features of maximum, minimum, average and some 

other functions are applied, and the results are recorded into a new matrix. This 

process is done using raw accelerometer and gyroscope data separately and then 

combined together. This is done because, while recording the raw data, the sampling 

frequency of 50 Hz is used, which means that, at each second, 50 lines of data have 
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been recorded to the data file, and activity recognition and analysis are done for one 

second each time which is an optimum time as stated in Reddy’s study (2010).  

 

Different sets and combinations of features are used and tested separately for this 

data set (Bao and Intille, 2004; Jain et. al., 2000; Rasekh et. al., 2011; Reddy et. al., 

2010). These features are listed below;  

 mean,  

 maximum,  

 minimum,  

 variance,  

 standard deviation,  

 entropy,  

 mode (most frequent values), 

 median,  

 correlation,  

 covariance,  

 percentile of the data which are smaller than 25,  

 percentile of the data which are smaller than 75,  

 energy (sum of the squared discrete Fast Fourier Transform (FFT) 

component magnitudes of the signal), 

 maximum frequency,  

 number of peaks, 

 taking differences of some of the above features, such as, (mean-median), 

(maximum-minimum), (standard deviation-mean), etc. 

 

For each of the x, y, z coordinate axes, the above features are implemented in the 

following ways;  

 powers of each axes one by one (x2, y2, z2),  

 powers together (x2+y2+z2)  

 powers with pairwise combinations (x2+y2, x2+z2, y2+z2),  

 by just using x, y, z axes without any computation one by one (x, y, z), 

etc.  
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All these combinations are used to find and extract the usefulness of these features 

for this data set (Bao and Intille, 2004). 

  

As a result of all the combinations of the above features, a total of 210 features are 

created and tested with different classification methods and validation techniques to 

achieve the best correct percentage result classification for three different activities. 

Related classification methods and validation techniques are explained in detail in 

the next two sections. 

 

For this data set, in order to find the best possible feature subset selection of these 

210 features, the Exhaustive Search is applied until 3rd degree. Exhaustive Search 

(Nievergelt, 2000) is a general problem solving technique that systematically 

enumerates all possible candidates for the solution and checks whether each 

candidate satisfies the problem's statement. 

 

Since there are too many features, it is not possible to finish all possibilities for all 

degrees with Exhaustive Search which may take years using today's technology, and 

is therefore computationally infeasible. Instead, the Exhaustive Search with 3rd 

degree is applied which lasts approximately 14 days, and the results are evaluated. 

Results and the selected feature sets are explained in detail in the Results of 

Experiments section. 

 

 

4.2.2. Classification 

 

In order to correctly classify three activities of walking regularly, walking quickly 

and running with an acceptable performance, the features are extracted and different 

classification methods are tested. 

 

According to the literature (Jain et. al., 2000; Miluzzo, 2008; Ravi et. al., 2005; 

Reddy et. al., 2010; Zhang, 2010; Kalem and Turhan, 2016), the following 

classification methods are used effectively to classify different groups of activities;  
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 KNN (K-Nearest Neighbors) 

 LDA (Linear Discriminant Analysis) 

 SVM (Support Vector Machines) 

 

KNN algorithm works in a manner that, when a new item appears to be classified, k 

number of nearest neighbors are found, and the new item is included in the group 

with more number of neighbors.  

 

LDA algorithm is an advanced coordinate transformation technique of Principal 

Component Analysis (PCA), aiming to find a new coordinate system by minimizing 

the ratio of (distribution within a class)/(distribution among classes) with more than 

one class. While doing this, the data groups' statistical distribution properties such as 

average and standard deviation are checked, and a covariance matrix is generated. 

 

SVM algorithm has a logic that classifies two separate groups by drawing a linear or 

nonlinear line between these groups, so when a new item comes, this algorithm 

calculates the distances to find the largest one. 

 

Since SVM is used to separate two classes and in this study there are three different 

classes to be differentiated, Multiclass SVM with One-Against-All is used for the 

classification of the three classes (Tapkın et. al., 2015; Sharan and Moir, 2015; 

Kumar and Gopal, 2011). 

 

As shown in the Results of Experiments section, all of these methods are tested, and 

based on the results, an acceptable performance is achieved using KNN method. 

Then the data set is tested by applying different k values of the KNN algorithm to 

reach a better performance. For the k value of the KNN method, it is better to use an 

odd number since KNN would check the most number of neighbors. In accordance 

with this idea from 1 to 61, all odd numbers are tested and the corresponding 

performances are recorded in Table 3 below.  
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Table 3. K Values of KNN Method and Respective Performances 

 

k value of KNN method Performance % 

k=1 98.08 

k=3 98.65 

k=5 97.57 

k=7 97.85 

k=9 98.31 

k=11 98.47 

k=13 98.64 

k=15 97.96 

k=17 98.05 

k=19 97.90 

k=21 97.84 

k=23 97.66 

k=25 97.76 

k=27 97.85 

k=29 97.83 

k=31 97.72 

k=33 97.67 

k=35 97.62 

k=37 97.52 

k=39 97.63 

k=41 97.58 

k=43 97.44 

k=45 97.48 

k=47 97.56 

k=49 97.51 

k=51 97.51 

k=53 97.45 

k=55 97.44 

k=57 97.48 

k=59 97.31 

k=61 97.26 

 

 

The graphical representation of Table 3 is given in Figure 6. 
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Figure 6. The Graphical Representation of K Values of KNN Method  

and Performances 

 

 

According to the performances of different k values of KNN method, the k value is 

selected as 3. The combinations of each of the classification methods along with each 

validation technique tested are explained in the Results of Experiments section in 

detail.  

 

 

4.2.3. Validation  

 

With the extracted features, different classification methods are applied and during 

this process, different validation techniques are tested with different combinations. 

According to the literature (Camacho, 2014; Jain et. al., 2000; Sun et. al., 2010; 

Kalem and Turhan, 2016), the most widely used and effective validation techniques 

in the area of activity recognition are listed below;  

 K-fold Cross Validation with the k value of 2 

 K-fold Cross Validation with the k value of 10 

 Leave One Out Cross Validation 
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Generally, the idea behind the validation techniques is feeding a part of the data to 

the system for training, then testing the system using the rest of the data. This process 

is repeated continuously until each part of the data is used as a training data set and 

in the following runs used as a test data set with different set of combinations.  

 

K-fold Cross Validation (Camacho and Ferrer, 2014; Jain et. al., 2000) is a technique 

for estimating the performance of a classifier. It is a way to improve over the holdout 

method. The data set is divided into k subsets, and then the Holdout Method, 

explained below, is repeated k times. At each iteration, one of the k subsets is used as 

the test set and the other k-1 subsets are combined to form a training set. Then the 

average error across all k trials is calculated. The advantage of this method is how 

the data is divided is less important. Every data point gets to be in a training set k-1 

times, and gets to be in a test set exactly once. As the k value is increased, the 

variance of the resulting estimate is reduced. This method has a disadvantage that the 

training algorithm has to be rerun from scratch k times, which means it takes k times 

as much computation to make an evaluation. This method's variant can be used 

which is to randomly divide the data into a test and training set k different times. By 

doing this, it gives an advantage where you can independently choose how large each 

test set is and how many trials you average over. 

 

In the Holdout Method (Jain et. al., 2000; Kohavi, 1995), data set is separated into 

two, called the testing and training sets. The approximator function fits a function 

using only the training set. Then the approximator function is asked to predict the 

output values for the data in the testing set. The errors it produces are accumulated as 

before to give the mean absolute test set error, and it is used to evaluate the model.  

 

Leave One Out Cross Validation (Jain et. al., 2000) technique leaves one value for 

the test data and uses the rest of the data set as training sets. This process is repeated 

until each one of the data values are used as test data, continuously. 

 

In the K-fold technique, if the k value is selected as 2, then it is called 2-fold; if the k 

value is selected as 10, then it is called 10-fold. K-fold Cross Validation technique 

with the k value of 10 works in a manner where, 90% percentage of the data is used 

for training and 10% percentage of the data is used for testing. This algorithm is done 
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iteratively 10 times, and because in each iteration, a different 10% percentage is 

tested, it will trace all data, iteratively. The experiment results with different 

combinations using this method are detailed at the Results of Experiments section. 

 

In this study, all three validation techniques described above are applied and 

according to the experiment results, better performance is achieved using Leave One 

Out Cross Validation technique.  

 

 

4.2.4. Results of Experiments   

 

Experiments are performed in two different ways. In the first one, a group based 

calculation is done on the whole data set with different variations. In the second 

group, person-based calculations are performed. 

 

 

4.2.4.1. Group Based Results 

 

Data is collected from 111 different volunteers' three different activities as stated in 

the previous section. Since some of the volunteers’ data are not recorded correctly or 

due to other problems, data set number is reduced to 100 people. 

 

After the data cleaning process, a total of 210 features are extracted from the 

accelerometer data set and gyroscope data set, together. Then, different classification 

methods and validation techniques are applied to the data set with all possible 

combinations in order to recognize three different activities with the best possible 

performance result.  

 

When KNN is applied for classification method on the 100 volunteers’ data set, 

80.61% performance is achieved using Leave One Out validation technique; 77.53% 

performance is achieved using 2-fold validation technique; and 77.34% performance 

is achieved using 10-fold validation technique. If LDA is applied as a classification 

method, this time 80.43% performance is achieved using Leave One Out validation 

technique; 78.02% performance is achieved using 10-fold validation technique; and 
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77.21% performance is achieved using 2-fold validation technique. The results are 

presented in Table 4. 

 

If SVM is applied as a classification method, the program could not able to calculate 

the result since it gives an error message of "No convergence achieved within 

maximum number of iterations", which means that SVM cannot classify the 

activities since they are so similar to each other. All possible combinations of 

classification methods and validation techniques and their results are summarized in 

Table 4. These calculations are done by using both the accelerometer data set and the 

gyroscope data set. 

 

 

Table 4. The Comparison of Classification and Validation of Three Activities 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

100 

(ACC + GYR) 

KNN 77.53 77.34 80.61 

LDA 77.21 78.02 80.43 

SVM 
No 

convergence 

No 

convergence 

No 

convergence 

 

In SVM, the maximum number of iterations is 15.000 as a default value, and with 

this data set, it could not converge. Then different iteration numbers are tried, and as 

a result it is seen that, using 45.000.000 number of iterations, it is still not able to 

converge with this data set. This shows a significant point that, this data set is too 

complicated to process because the activity groups are so similar, and the activities 

are very much dependent on the volunteer, since someone else's regular walking can 

be similar to another one's quick walking, and also someone's quick walking can be 

similar to another one's running, due to age, weight, gender, etc. Additionally, some 

of the volunteers performed the activities different than normal, because they know 

that the activities are recorded and someone is watching them. This problem affected 

the overall data set and all three activities are mixed together. 
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Because SVM was not able to converge with three activities, to see whether SVM 

converges when the number of activities are reduced, pairwise tests have been 

performed. In the pairwise tests, SVM was able to differentiate between the two 

activities. The results are summarized in Table 5-7 given below.  

 

Activity classification is performed for only the activities of walking regularly and 

running, and as a data set, 100 volunteer's data recordings are used. Then, KNN is 

applied for classification and Leave One Out is used for validation, after that 96.91% 

performance is achieved. When LDA is applied for classification and 2-fold is used 

for validation, 94.20% performance is calculated. If SVM is applied as a 

classification and 10-fold is used for validation, then 98.68% performance is gained 

which are really high outputs that can be considered as acceptable percentages. All 

the calculations' results of different combinations of classification and validation 

techniques are summarized in Table 5 given below. 

 

 

Table 5. The Comparison of Classification and Validation of Two Activities  

(Walking Regularly and Running) 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

100 

(ACC + GYR) 

KNN 96.11 96.03 96.91 

LDA 94.20 93.44 93.82 

SVM 98.19 98.68 98.25 

 

In a similar manner, when the activity classification is performed for only the 

activities of quick walking and running, and 100 volunteer's data is used, 89.35% 

performance is achieved if KNN method is applied for classification and Leave One 

Out is used for validation. If LDA is applied for classification and 10-fold is used for 

validation, 90.17% performance is calculated. And if SVM is applied as a 

classification and Leave One Out is used for validation, then 90.46% performance is 

gained. All the results of calculations are listed in Table 6 given below. 
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As the performance results show, the activities of quick walking and running is less 

distinguished compared to the walking regularly and running activities, because 

some people's running activity were like jogging and consequently those running 

activities are accepted as quick walking by the program. So, person-based 

calculations would be more reliable for this kind of data set.  

 

 

Table 6. The Comparison of Classification and Validation of Two Activities 

(Quick Walking and Running) 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

100 

(ACC + GYR) 

KNN 88.96 89.12 89.35 

LDA 89.30 90.17 89.72 

SVM 90.02 90.06 90.46 

 

For only the activities of walking regularly and quick walking, similar calculations 

are done on 100 volunteers' data set. If KNN is applied for classification and Leave 

One Out is used for validation, 68.84% performance is calculated. If LDA is applied 

for classification and Leave One Out is used for validation, 68.56% performance is 

calculated. In addition, if SVM is applied as a classification and 10-fold is used for 

validation, then 76.07% performance is achieved. All the test results are summarized 

in Table 7 given below. 

 

Similarly, when the performance results of the activities of walking regularly and 

quick walking are analyzed, it is obviously seen that it is very hard to distinguish 

regular walking and quick walking activities since it differs too much person to 

person. During data collection, it is already observed that some of the volunteers' 

regular walking activity were similar to quick walking activity. Repeatedly, person-

based calculations would be much more reliable for this kind of data set.  
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Table 7. The Comparison of Classification and Validation of Two Activities 

(Walking Regularly and Quick Walking) 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

100 

(ACC + GYR) 

KNN 67.71 67.32 68.84 

LDA 68.24 68.09 68.56 

SVM 75.55 76.07 76.06 

 

 

Up to now, all of the above calculations are done using both the accelerometer and 

gyroscope data set. In the next sections, each of these data sets are tested separately 

and the results are compared to each other. Afterwards, both the accelerometer and 

gyroscope data set are used together and tested again to compare the achieved 

results.  

 

Since these three activities are too person dependent, the tests are repeated as person-

based, and the achieved results are compared in the following sub-section.  

 

 

4.2.4.2. Person-Based Results 

 

When the calculations are done on the 100 volunteer data set in a person-based 

manner to distinguish all three activities, the accelerometer data and gyroscope data 

performances are calculated separately and then together, and important clues are 

extracted from this experiment.  

 

With the accelerometer data, 90.05% performance is achieved if KNN is applied for 

classification and Leave One Out is used for validation. If LDA is applied for 

classification and 10-fold is used for validation, 86.43% performance is calculated. 

And if SVM is applied as a classification and 2-fold is used for validation, then 

80.24% performance is achieved. The obtained results are summarized in Table 8 

which is given below. 
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Table 8. The Comparison of Classification and Validation of Three Activities on  

Person-Based Results with Accelerometer Data 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

Person-based 

100 

(ACC) 

KNN 88.68 89.14 90.05 

LDA 85.51 86.43 86.01 

SVM 
No 

convergence 

No 

convergence 

No 

convergence 

 

Next, with the gyroscope data, the same experiments are repeated, and 83.46% 

performance is achieved if KNN is applied for classification and Leave One Out is 

used for validation. If LDA is applied for classification and Leave One Out is used 

for validation, 83.01% performance is calculated. And if SVM is applied as a 

classification and Leave One Out is used for validation, then 78.12% performance is 

achieved. All test results are listed in Table 9 given below. 

 

Table 9. The Comparison of Classification and Validation of Three Activities on  

Person-Based Results with Gyroscope Data 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

Person-based 

100 

(GYR) 

KNN 82.03 81.79 83.46 

LDA 81.62 81.90 83.01 

SVM 
No 

convergence 

No 

convergence 

No 

convergence 

 

 

By using the accelerometer data and the gyroscope data together, the following 

results are achieved. 83.76% performance is achieved if KNN is applied for 

classification method and Leave One Out is used for validation technique. If LDA is 

applied for classification and Leave One Out is used for validation, 82.52% 

performance is gathered. If SVM is applied as a classification it is not able to 

converge . The results of experiments are listed in Table 10 given below. 



 

41 
 

 

Table 10. The Comparison of Classification and Validation of Three Activities on  

Person-Based Results with Accelerometer and Gyroscope Data 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

Person-based 

100 

(ACC + GYR) 

KNN 83.01 83.55 83.76 

LDA 79.50 78.36 82.52 

SVM 
No 

convergence 

No 

convergence 

No 

convergence 

 

 

When the experiment results are examined in detail, it has been observed that, the 

accelerometer data performance is 90.05% and the gyroscope data performance is 

83.46% at best. But if the accelerometer and the gyroscope data are used together, 

the expectation is that their combination would give higher results, but actually it is 

opposite of this case and it decreases the performance. The explanation of this 

performance decrease is; since the volunteers are expected to do the activities during 

a 2 minutes interval, some of the volunteers got tired and slowed down. Generally, 

these slow motion activities occurred during quick walking which is confused with 

regular walking, and during running which is confused with quick walking. 

Additionally, in this data set, the age range varies from 7 to 53 years old, which 

means that, while recording the running activity, a 7 year old child got tired and 

during the last minute, just walked instead of running. 

 

Since a 7 year old child's activity speed and 25 year old young person's activity speed 

are far from each other, and similarly, a 53 year old person's activity speed is very 

different from a young person's activity speed, the disadvantages of such wide range 

of ages should be eliminated. Consequently, a subset is composed with similar age 

ranges from 17 to 30 years old, and this group includes 40 volunteers' data which is 

acceptable according to the Central Limit Theorem (Walpole et. al., 2013) that 

requires 30 samples for normal distribution. In the next section, performances of this 

subset are explained in detail. 
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Young subset 

 

With the age range of 17 to 30, a young group of volunteers are selected and 

analyzed. There are 40 different volunteers' data in this group. The data set of  40 

people is an acceptable number for a sample set according to the Central Limit 

Theorem (Walpole et. al., 2013) which states that there must be at least 30 samples to 

achieve the normal distribution. According to the Central Limit Theorem (CLT), 

regardless of, if the sampled population is finite or infinite, the sampled population's 

approximation for the mean for a given random sample of size n will generally be 

good if n ≥ 30. Moreover, since the data set is not extremely skewed, it can also 

easily satisfy the normal approximation assumption set by the central limit theory, 

respectively. 

 

With the accelerometer data, 92.49% performance is achieved if KNN is applied for 

classification and 10-fold is used for validation. If LDA is applied for classification 

and Leave One Out is used for validation, 90.94% performance is calculated. And if 

SVM is applied as a classification it could not converge. After the experiments, the 

obtained results are summarized in Table 11 given below. 

 

Table 11. The Comparison of Classification and Validation of Three Activities on  

Person-Based Results with Accelerometer Data  

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

Person-based 

40 

(ACC) 

KNN 91.83 92.17 92.49 

LDA 90.42 90.16 90.94 

SVM 
No 

convergence 

No 

convergence 

No 

convergence 

 

 

With the gyroscope data set, 84.41% performance is achieved if KNN method is 

applied for classification and Leave One Out technique is used for validation. If LDA 

is applied for classification and Leave One Out is used for validation, 82.07% 
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performance is calculated. And if SVM is applied as a classification it could not 

converge. After the experiments, the obtained results are summarized in Table 12 

which is given below.  

 

Table 12. The Comparison of Classification and Validation of Three Activities on  

Person-Based Results with Gyroscope Data 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

Person-based  

40 

(GYR) 

KNN 83.78 84.17 84.41 

LDA 80.78 81.55 82.07 

SVM 
No 

convergence 

No 

convergence 

No 

convergence 

 

 

When the accelerometer data and the gyroscope data are used together, the following 

results are achieved. 98.65% percentage is achieved if KNN method is applied for 

classification and Leave One Out technique is used for validation. If LDA is applied 

for classification and Leave One Out is used for validation, 96.96% performance is 

gathered. And if SVM is applied as a classification it is not able to converge. The 

experiment results are listed in Table 13 given below. 

 

Table 13. The Comparison of Classification and Validation of Three Activities on  

Person-Based Results with Accelerometer and Gyroscope Data 

Number of 

volunteers 

Classification 

Method 

Validation Technique (%) 

K-fold (2) K-fold (10) 
Leave one 

out 

Person-based 

40 

(ACC + GYR) 

KNN 96.96 97.02 98.65 

LDA 95.01 95.21 96.96 

SVM 
No 

convergence 

No 

convergence 

No 

convergence 
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As a result of the above experiments, when the age range is limited and person-based 

calculations are performed, it is seen that the results improve significantly with 

accelerometer data performance becoming 92.49% and the gyroscope data 

performance resulting in 84.41% as the best result. Also if the accelerometer and the 

gyroscope data are used together, a higher performance is achieved as 98.65%. 

 

As the calculations are detailed in the previous section, without the limitation of the 

age range, the gyroscope data have decreased the performance of accelerometer data. 

But when a limited age range of people data is used, the gyroscope data have 

increased the performance of accelerometer data. This shows that, with similar aged 

people, the activities would be more distinguishable from each other. 

 

Together with the accelerometer data set and the gyroscope data set, a total of 210 

features are extracted and but this number of features are required to be decreased to 

an acceptable number by using Exhaustive Search. The Exhaustive Search with 3rd 

degree is applied to find the best possible feature subset selection among 210 

features, and some different subsets including only 4 features are obtained such as;  

 [mean, minimum, median, entropy],  

 [mean, minimum, median, variance],  

 [mean, minimum, maximum, (maximum-minimum)], and etc. 

 

The performance of 98.65% is achieved only using 4 features of the given  

combinations instead of using all 210 features, and this decreases the time required to 

differentiate between three different activities, thereby increasing the performance of 

the whole system.  

 

As a result of the calculations and observations, the KNN classification method with 

Leave One Out validation technique achieves better performance for the limited age 

group of data in a person-based calculation. 

 

Chapter 4 presents the activity recognition implementation of the application. The 

experiments, comparisons, results and the selected classification and validation 

techniques are also provided in this chapter. 
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CHAPTER 5 

 

REASONING 

 

 

Reasoning3,4 (Kowalski, 2009) is the process of deriving logical conclusions or 

inferences using given facts or some other intelligible information using logical 

techniques such as deduction and induction. There are many different types of 

reasoning systems, namely Case-Based Reasoning, Analogical Reasoning, Set-Based 

Reasoning, Decompositional Reasoning, Systemic Reasoning, etc. and they are not 

all mutually exclusive techniques where several of them have overlapping areas5,6,7 

(Kowalski, 2009).  

 

Since the prospective users of our system can be categorized into different cases 

dependent on their demographic information, their purpose of using this system, and 

their medical background, among all the above mentioned reasoning systems, the 

most suitable one for this study is the Case-Based Reasoning system.  

 

5.1. Case-Based Reasoning  

 

Case-Based Reasoning (CBR) is an artificial intelligence technique (Richter and 

Weber, 2013) which is based on human problem solving. For every new problem, a 

solution is generated by recalling and adapting the solutions of similar existing 

                                                           
3 http://www.zeepedia.com/read.php?knowledge_representation_and_reasoning_arti 

ficial_intelligence&b=2&c=4 
4 http://web.itu.edu.tr/sonmez/lisans/dogus/come444/REASONING.pdf 
5 https://bittersweetend.word press.com /2012/11/17/what-are-the-different-types-of-

reasoning 
6 http://changingminds.org/disciplines/argument/types_ reasoning/types_reasoning. 

htm 
7 http://library.royalroads.ca/writing-centre/writing/argumentation/building-argument 

/types-reasoning-deductive-vs-inductive  
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problems in the domain (Jalali and Leake, 2015). In other words, it is the act of 

providing solutions to problems by analyzing similarities with other problems based 

on pre-existing solutions (Aamodt, 1994). CBR uses analogical reasoning to infer 

solutions based on case histories. CBR systems are commonly used in 

customer/technical support and call center scenarios and have applications in fault 

diagnosis, industrial manufacturing, agriculture, medicine, law and many other 

areas8,9,10 (Sauer, 2012).  

 

A CBR system consists of four basic steps to generate a solution which is 

summarized  in Figure 7. 

 

 

 

Figure 7. The CBR Cycle (Aamodt and Plaza, 1994) 

 

 

                                                           
8 http://aitopics.org/topic/case-based-reasoning 
9 http://www.cs.indiana.edu/~leake/ papers/p-96-01_dir.html/paper.html 
10 http://www.iiia.csic.es/Projects/cbr 
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The descriptions of these steps are given below (Ontanon and Plaza, 2012); 

 Retrieve: Retrieve from memory the most similar cases to solve the 

target problem. 

 Reuse: Reuse the knowledge with the help of previous cases to map the 

solution. 

 Revise: After having mapped the proposed solution to the target 

problem, test it in real life or environment and if necessary, revise the 

proposed solution. 

 Retain: After the provided solution is generated, retain the resulting 

experience to be reusable for future problems as a new case.  

 

 

5.2. Implementation of Case-Based Reasoning  

 

In order to implement CBR for this system, at the beginning, different real-life cases 

and real-life solutions to these cases were defined. To define these cases and the 

corresponding solutions, three professional physical trainers were consulted. The 

physical trainers; Selvin Çiçek, Efe Can Rübendiz, and Semih Gökalp (personal 

information given in Appendix-A) were contacted to receive feedback about the 

different real-life cases and provide solutions to these cases. According to the 

acquired feedback, the prospective users of the system were categorized into 

different cases based on their demographic information, medical background and 

their purpose of using the system. After the categorization step, the solutions are 

constructed from the physical trainers' suggestions according to their experiences and 

knowledge for each different case.  

 

While deciding on the cases and their corresponding solutions, the following features 

were taken into account: 

 Age  

 Gender  

 Body Mass Index (BMI)  

 Existence of a Health Problem  

 Purpose of using this system  
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The prospective users enter the above listed features to the system using a Graphical 

User Interface (GUI), then the system decides on the solution using CBR and 

suggests an exercise routine. When the user enters his/her height and weight, and the 

BMI is calculated automatically.  

 

According to the different types of features listed above, the data is 

structured/divided into various categories. Thus different cases and solutions to those 

cases are generated which are described in detail in the following sections. 

 

 

Age Ranges 

 

The age range is divided into 7 categories as given in Table 14. Since the sample data 

is collected from different type of users within the age range from 7 to 53, Table 14 

intentionally represents age ranges within this range.  

 

Table 14. Age Ranges 

Age Exercise 

Less than or equal to 7 No regular/systematic exercise suggested 

7 - 11 No regular/systematic exercise suggested 

12 - 16 Exercise-a is suggested  

17 - 30 Exercise-b is suggested 

31 - 40 Exercise-c is suggested 

41 - 53 Exercise-d is suggested 

Above or equal to 54 No regular/systematic exercise suggested 

 

 

If the prospective user's age is less than 12, or above 53, then no regular or 

systematic exercise is suggested without a doctor consultation to that user, because 

the data of the people whose ages are in these ranges can vary in a vast range.  
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However, if the age range is between 12 and 53, different types of exercises are 

suggested after analyzing their other demographic information. 

 

 

Gender of Users 

 

Exercise type and duration differs according to the gender information. Since males 

generally have more muscle than females, they generally burn 5% more energy than 

the opposite sex. In addition, in a normal day, males usually get more calories from 

nutrients than females, so they need to burn more calories. Accordingly, male 

exercises have longer durations than female exercises as given in Table 15.  

 

 

Table 15. Gender of Users 

 

User's Information other 

than Gender 

User's 

Gender 
Offered Exercise 

Age is between 17 and 30, 

BMI>normal,  

does not have 

any health problem,  

and  

wants to lose weight 

Female 

30 minutes Walking Regularly and 

30 minutes Walking Quickly then 

15 minutes Running 

Male 

35 minutes Walking Regularly and 

35 minutes Walking Quickly then 

15 minutes Running 

 

 

 

Ranges of BMI  

 

The BMI range is divided into 5 different categories and the corresponding 

classification is given in Table 16.  
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Table 16. BMI Ranges 

 

BMI Classification 

< = 15,5 Extremely Underweight 

> 15,5  and  < = 18,5 Underweight 

> 18,5  and  < = 25,0 Healthy Weight (Normal) 

> 25,0  and  < = 29,9 Overweight 

> = 30,0 Obese 

 

 

If the prospective user's BMI is less than or equal to 15,5 and if it is higher than or 

equal to 30,0 then no regular or systematic exercise is suggested without doctor 

consultation since these BMI values can indicate a risk in the user's health. However, 

for BMI value between 15,5 and 29,9, several different exercises are suggested after 

analyzing the user's other demographic information. 

 

 

Existence of a Health Problem  

 

In this system, the user is required to enter whether he/she has any type of a health 

problem. If the user inputs the existence of a health problem such as high or low 

blood pressure, heart related problems, diabetes, etc., only one type of standard 

exercise is suggested without checking his/her other demographic information as 

shown in Table 17. This standard exercise is suitable for all users who have a health 

problem, since it is the standard exercise for the heart and circulatory system. 
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Table 17. Existence of a Health Problem 

 

Existence of a  

Health Problem 
Offered Exercise 

Yes 

Standard Exercise:  

30 minutes Walking Regularly or 

30 minutes Walking Quickly 

No 
Exercise differs 

according to users' other information 

 

 

For the type of users with no health problems, different types of exercises and 

durations are suggested by considering user's other demographic information.  

 

 

Purpose of Using the System 

 

The user is expected to enter his/her purpose of using this system. The system is 

designed for two different types of purposes: Lose Weight and Active Lifestyle. For 

the purpose of losing weight, the aim is to reduce BMI to the normal (healthy 

weight) range. To achieve this goal, suitable exercises are suggested. For the purpose 

of active lifestyle, it is aimed to maintain the user's existing state, and accordingly, 

the suitable exercises are suggested.  

 

 

5.3. Combination of all Features 

 

All of the features are analyzed one by one, and are combined together to define 

different cases and possibilities. Then, suggested solutions namely the exercise 

routines are constructed for each case for different types of purposes which are 

shown in Table 18 and Table 19.  
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Table 18 is generated for the purpose of losing weight and Table 19 for the purpose 

of active lifestyle. In both tables, each gender column is grouped into three different 

categories according to the BMI feature. Furthermore, each BMI sub-group column 

is grouped into two for the feature "existence of a health problem".  

 

In Table 18, each cell represents four different features' combinations for the purpose 

of losing weight. Therefore, there are 48 different cases when the age category of 7 

to 11 is excluded in Table 18. Similarly, Table 19 shows different combinations for 

the purpose of active lifestyle, and there are 48 different cases in that table as well. 

As a summary, for different categories of five different features, there are 96 (= 48 + 

48) different cases in this study initially. 

 

The abbreviations and signs used for activities of exercises are: 

 W: Walking Regularly 

 WQ: Walking Quickly 

 R: Running 

 the apostrophe ( ’ ): "minute time" duration 

 the sign ( / ): "or" to denote an alternative 

 

In Table 18 and Table 19, since each cell represents different types of cases, inside 

each cell a suggested exercise is written particularly for that case. For example, a 

user with following information: 

 Gender: Female 

 Age: 15 

 BMI: Normal 

 Health Status: No 

 Purpose: Lose Weight 

 

The exercise offered for that user is: 15’ WQ, 10’ R, 15’ WQ, 5’ W, meaning the 

user is required to do walk quickly for 15 minutes then run for 10 minutes and walk 

quickly for 15 minutes again, and finally walk regularly for 5 minutes.  
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As another example, a user with following information: 

 Gender: Male 

 Age: 36 

 BMI: Normal 

 Health Status: No 

 Purpose: Active Lifestyle 

 

The exercise offered for that user is: 20’ W/WQ, 20’ R, meaning the user is required 

to do walk regularly or walk quickly for 20 minutes, then run for 20 minutes. 
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Table 18 and Table 19 show all possible cases and offered exercise routines for each 

case. As stated before, there are a total of 96 (= 48 + 48) different cases for two of 

the purposes with various exercise suggestions.  

 

But since the scope of this study is narrowed down for the young subset and covers 

only the users of ages within the range of 17 to 30, the tables and cases are shortened 

as shown in Table 20 and Table 21. 

 

After discarding other age ranges, the number of cases are reduced to 24 (= 12 + 12) 

for two of the purposes. Moreover, since some of the offered exercises are similar to 

each other, there are a total of 11 (= 7 + 4) different solutions for all cases.  

 

Table 20 and Table 21 show each case and offered exercise routines for the young 

subset, where case numbers and solutions (offered exercise routines) are noted down 

in each cell separately.  

 

The abbreviations and their explanations/descriptions? used are; 

 c: Case  

 s: Solution 

 

Case numbers and solution numbers are written in the beginning of each cell. For 

example, (c1-s1) represents case#1 and solution#1. Case#1 means that it is related 

with the type of user who is female with BMI which is less than normal and has a 

health problem and her aim is to lose weight. Solution#1 describes the suggested 

exercise of 30 minutes of walking regularly or walking quickly. Similarly, (c23-s1) 

has a meaning of case#23 and solution#1. Case#23 represents a male user with BMI 

value higher than normal and has a health problem with the purpose of having an 

active lifestyle. Then the same solution is offered which is solution#1 to that user 

also, because both of the users have a health problem and standard exercise is 

suggested for all users with health problems. 

  



 

57 

 

T
a
b

le
 2

0
. 

U
se

d
 C

as
es

 a
n

d
 S

u
g

g
es

te
d

 E
x

er
ci

se
s 

fo
r 

th
e 

P
u
rp

o
se

 o
f 

L
o

si
n

g
 W

ei
g
h

t 

A
G

E 

FE
M

A
LE

 
M

A
LE

 

B
M

I <
 n

o
rm

al
 

B
M

I =
 n

o
rm

al
 

B
M

I >
 n

o
rm

al
 

B
M

I <
 n

o
rm

al
 

B
M

I =
 n

o
rm

al
 

B
M

I >
 n

o
rm

al
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

1
7

-3
0

 

(c
1

-s
1

) 
  

3
0

’ 
W

/W
Q

 
 

(c
2

-s
2

) 
  

2
0

’ W
 

2
0

’ W
Q

 
1

0
’ R

 

(c
3

-s
1

) 
  

3
0

’  
W

/W
Q

 
 

(c
4

-s
3

) 
  

1
5

’ 
W

/W
Q

 
3

0
’ R

 

(c
5

-s
1

) 
  

3
0

’  
W

/W
Q

 
 

(c
6

-s
4

) 
  

3
0

’ W
 

3
0

’ W
Q

 
1

5
’ R

 

(c
7

-s
1

) 
  

3
0

’ 
W

/W
Q

 
 

(c
8

-s
5

) 
  

2
5

’ W
 

2
5

’ W
Q

 
1

0
’ R

 

(c
9

-s
1

) 
  

3
0

’ 
W

/W
Q

 
 

(c
1

0
-s

6
) 

 
2

0
’ 

W
/W

Q
 

3
0

’ R
 

(c
1

1
-s

1
) 

  
3

0
’ 

W
/W

Q
 

 

(c
1

2
-s

7
) 

  
3

5
’ W

 
3

5
’ W

Q
 

1
5

’ R
 

  

T
a
b

le
 2

1
. 

U
se

d
 C

as
es

 a
n

d
 S

u
g

g
es

te
d

 E
x

er
ci

se
s 

fo
r 

th
e 

P
u

rp
o

se
 o

f 
A

ct
iv

e 
L

if
es

ty
le

 

A
G

E 

FE
M

A
LE

 
M

A
LE

 

B
M

I <
 n

o
rm

al
 

B
M

I =
 n

o
rm

al
 

B
M

I <
 n

o
rm

al
 

B
M

I =
 n

o
rm

al
 

B
M

I <
 n

o
rm

al
 

B
M

I =
 n

o
rm

al
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

H
ea

lt
h

 
P

ro
b

le
m

 
YE

S 

H
ea

lt
h

 
P

ro
b

le
m

 
N

O
 

1
7

-3
0

 

(c
1

3
-s

1
) 

  
3

0
’ 

W
/W

Q
 

 

(c
1

4
-s

2
) 

  
2

0
’ W

 
2

0
’ W

Q
 

1
0

’ R
 

(c
1

5
-s

1
) 

  
3

0
’  

W
/W

Q
 

 

(c
1

6
-s

8
) 

  
1

0
’ 

W
/W

Q
 

2
0

’ R
 

(c
1

7
-s

1
) 

  
3

0
’  

W
/W

Q
 

 

(c
1

8
-s

9
) 

  
2

5
’ W

 
2

5
’ W

Q
 

1
5

’ R
 

(c
1

9
-s

1
) 

  
3

0
’ 

W
/W

Q
 

 

(c
2

0
-s

5
) 

  
2

5
’ W

 
2

5
’ W

Q
 

1
0

’ R
 

(c
2

1
-s

1
) 

  
3

0
’ 

W
/W

Q
 

 

c2
2

-s
1

0
) 

 
1

5
‘ 

W
/W

Q
 

2
0

’ R
 

(c
2

3
-s

1
) 

  
3

0
’ 

W
/W

Q
 

 

(c
2

4
-s

1
1

) 
  

2
5

’ W
 

3
0

’ W
Q

 
1

5
’ R

 



 

58 
 

5.4. Calculation for Similarity Measures 

 

For the implementation of case-based reasoning, all possible cases and provided 

solutions are constructed as described in the previous sections. For implementation, 

the C++ programming language is chosen and Dev-C++ 5.4.0 integrated 

development environment (IDE) is selected.  

 

To represent each different case, a class is constructed and objects are created for 

each case from this class. All possible cases are written and stored in a text file as the 

simulation of a database for larger studies. In addition to the other required functions, 

a compare function is written to calculate the similarity value of the user entered 

data. Inside the compare function, there are criteria for the selection of features such 

as age, gender, BMI, medical background and purpose. For example, in order to 

decide on the age range or BMI range, for each of the ranges, the median is found 

and the difference is calculated with respect to that median value. The less the 

difference means a more similar feature.  

 

According to the difference values, weights are defined between the values of 0 and 

1 as shown in Tables 21-25 for all the features. For example; the value 0,2 means the 

difference between the current value and the median is large, which means that the 

input value is not similar to that case; accordingly, the weight is close to 0 value. 

However, the value 0,9 denotes that the difference is minimal, namely the user input 

is very similar to that case, thus the weight is close to 1. Therefore, fine-tuning is 

performed very carefully by testing all the cases with all possible input values, 

otherwise the useless solutions can match with a case which is an unexpected 

situation (Kar, Chakraborti and Ravindran, 2012; Ohana, 2012). 

 

Table 22. Differences of Age Feature 

Age Difference 

Lower Limit 

Age Difference 

Upper Limit 
Weight of Age 

0 6 0.9 

7 10 0.5 

11 higher 0.1 
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Table 23. Differences of BMI Feature 

BMI Difference 

Lower Limit 

BMI Difference 

Upper Limit 
Weight of BMI 

lower 2.9 0.9 

3.0 4.9 0.7 

5.0 6.5 0.5 

6.6 higher 0.1 

 

 

Table 24. Selection of Gender Feature 

Gender 

(Female/Male) 

Weight  of 

Gender  

If equal 1.0 

If not equal 0.0 

 

 

Table 25. Selection of Health Problem Feature 

Health Problem 

(Yes/No) 

Weight  of 

Health Problem 

If equal 1.0 

If not equal 0.0 

 

 

Table 26. Selection of Purpose Feature 

Purpose  

(Lose Weight /  

Active Lifestyle) 

Weight of 

Purpose  

If equal 1.0 

If not equal 0.0 

 

 

For the similarity calculation (Serrá, 2012; Villanueva, 2012), the above mentioned 

weights are multiplied with the corresponding features. 
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Additionally, features also have their own weights. For example; in this study, age 

and BMI features are selected as Very Important Feature (VIF), so their weights are 

higher than the other Less Important Features (LIF), gender, health problem and 

purpose. The decision of very important and less important ones are selected based 

on their ranges or categories. The features of gender, health problem and purpose 

have only two states; Female or Male for gender, Yes or No for health problem, and 

Lose Weight or Active Lifestyle for purpose. Because of this reason, they are 

categorized as less important feature and have less effect in the calculation. But the 

features of age and BMI have many ranges, consequently, they are selected as the 

very important feature which are more effective in the selection criteria as given in 

Table 27 and Table 28.  

 

Table 27. Weights of Features 

Feature Weight 

Very Important Feature  6 

Less Important Feature  1 

 

 

Table 28. Weights of Feature Categories 

Feature Category Weight 

Age  6 

Gender  1 

BMI  6 

Health Problem  1 

Purpose  1 

 

 

To calculate the similarity value, for each different case, the following formula is 

used, with the user input values; 

 

S

=
VIF ∗ Wage + VIF ∗ Wbmi + LIF ∗ Wgender + LIF ∗ WhealthPr + LIF ∗ Waim

∑ (𝑉𝐼𝐹m)
1
𝑚=0 + ∑ (𝐿𝐼𝐹𝑛)

2
𝑛=0
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The abbreviations and their descriptions used in the above formula are; 

 S: Similarity Measure 

 VIF: Very Important Feature 

 LIF: Less Important Feature 

 Wage: weight of Age feature 

 Wbmi: weight of BMI feature 

 Wgender: weight of Gender feature 

 WhealthPr: weight of existence of a Health Problem feature 

 Waim: weight of Aim feature 

 

In the above equation, the defined weights of features are multiplied with the 

corresponding features and added together, then the result is divided into the total of 

Very Important Feature and Less Important Feature for optimization. In the above 

formula, the result of all multiplications and summations are divided by 15 as a 

denominator of the fraction, because two very important features that have a weight 

of 6 are used (12 = 6 + 6), and three less important features that have a weight of 1 

are used (3 = 1 + 1 + 1) in the numerator calculation. Therefore, as a total, of 15 (= 

12 + 3) units of weighted features are used, and the summation is divided with this 

value for optimization. (15 = 6 + 6 + 1 + 1 + 1 = Total number of VIF and LIF 

weights).  

 

The Similarity Measure (Sum of Weighted Sum / Sum of Weights) result is gathered 

and each calculation's result is compared with all cases' results in the same manner. 

When the maximum value is found, that case's solution is selected as the offered 

solution (McSherry, 2012).  

 

The Compare Function compares two cases each time, and finds a similarity value 

for each case, then finds the maximum similarity value from a case, and returns the 

matched case as an object. One of the parameters inside that object is the solution 

parameter, so the offered exercise is presented to the user from the interface.  
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To summarize, when a new user starts using the system, the data inputted by the user 

will be mapped to the best suitable exercise plan based on the existing cases using 

CBR (Quijano-Sánchez et al, 2012-A; Quijano-Sánchez et al, 2012-B).  

 

In Chapter 5, the implementation of the reasoning module is presented. The cases 

and their corresponding solutions, the process of calculation and the similarity 

measure are also provided in this chapter.  
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CHAPTER 6 

 

EVALUATION 

 

 

In this chapter, the evaluation results are discussed in detail. The validation 

according to the questionnaire results of the volunteers are examined briefly. The 

evaluation process is performed in two steps by the volunteers; 

 Testing the system by inputting specific data 

 Answering questions of the questionnaire  

 

Then, according to the results of the questionnaire, the users' perception of the 

usability and effectiveness of the system are evaluated.  

 

 

6.1. Testing the System 

 

Convenience sampling is applied for the selection of volunteers in the 17 - 30 age 

range tested the system. The volunteers' age is limited with this range, because as it 

is stated at the Results of Experiments section, a young group of volunteers are 

selected and the analysis is done according to this Young Subset group of people. 

This age range is reflected to the participants of the evaluation also. 32 volunteers 

tested the system and this number of users is enough for a test set according to the 

Central Limit Theorem (Walpole et. al., 2013) which states that there must be at least 

30 samples to achieve the normal distribution.  

 

Before testing the system, a brief introduction about the system with its general 

purpose is presented to the volunteer. The volunteers are first requested to input 

his/her demographic information such as age, gender, height and weight data fields 

as seen on Figure 8.  



 

64 
 

 

 
 

Figure 8. The User Interface of the Exercise Planner Desktop Application 

 

 

Since the volunteers' demographic information is already known, this information is 

not asked again in the questionnaire. The Body Mass Index is calculated 

automatically by the system according to user's inputted weight and height.  

 

Additionally, the volunteer is requested to input two other data fields; namely, 

existence of a health problem and purpose of using this system. These two input data 

and the demographic information data fields are combined together, and used to 

calculate the user's matched group of case to generate an appropriate exercise plan 

according to that case.  
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As an example, the filled form of the Exercise Planner desktop application is shown 

in Figure 9. The user with the demographic information of a 17 year old male with 

the weight of 54 kg and height of 170 cm is used. He does not have a health problem 

and his purpose of using this system is to lose weight as seen in Figure 9.  

 

 

Figure 9. An Example of a Test Data 

 

 

After entering this information to the interface, the user presses the Calculate button 

in order to see the advice where the system shows the matched case's solution 

number on the screen as seen in Figure 10. 
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Figure 10. The Solution Number Screen Shot with the Example Data 

 

 

Then the system calculates the Body Mass Index and shows the advice for each day 

according to the selected exercise plan which is shown as a solution on the Expected 

Exercise area on the screen. In addition, the expected values for each different 

activity is presented at the bottom part of the form as in Figure 11. 

 

In order to validate the case-based reasoning system of this system, 64 different data 

sets are generated and tested to check whether each of the cases matches with the 

correct solution. Since fine-tuning is done in order to generate the correct solutions 

for each case, 100% performance is achieved for the case-based reasoning system 

validation. Table 29 which is given in Appendix-B shows each of the possible test 

case data as well as the solution number for each case. 

 

Additionally, when the input data is entered by different volunteers it is also checked 

whether the correct cases and corresponding solutions are matched with the input 

data. All different test cases and solutions are correctly calculated by the system 

which shows that the case-based reasoning module of the implementation works 

properly for all cases.  
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Figure 11. The Corresponding Advice Screen Shot with the Example Data 

 

  

After this step, it is assumed that the user has done some activity and the data is 

recorded for that user. This part of the system is done as a simulation since the 

system is not implemented as a mobile application but as a desktop application, 

therefore, it was not possible to track the volunteers' activity data. Then, the Matlab 

Interaction button is activated to recognize the user's activities and the corresponding 

time for each activity as a simulation. The results of the Activity Recognition 

Module are shown as the actual values at the bottom part of the form for each 

different activity as seen in Figure 12.  
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Furthermore, for motivational purposes, the remaining exercise is reminded to the 

user after deducting the actual values from the expected values. The remaining 

activity which is required until the end of the day is shown as a motivation message 

at the Remaining Exercise box, and as the remaining values at the bottom part of the 

form for each different activity as seen below in Figure 12.  

 

 

Figure 12. The Actual Activities and Remaining Exercises  

Screen Shot with the Example Data 
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6.2. Validation of the System 

 

Each of the 32 volunteer users tested the system, afterwards a questionnaire was 

conducted to each of them in order to receive their opinions and evaluate the system 

performance.  

 

 

6.2.1. The Questionnaire 

 

The questionnaire can be seen below in Table 30.  

 

Table 30. The Questionnaire of the Exercise Planner System 

Exercise Planner Questionnaire 

Grade Distributions                                                                                        
(1:Very Dissatisfied, 2: Dissatisfied, 3:Ok,  

4: Satisfied, 5: Very Satisfied) 
1 2 3 4 5 

1- Did you find the system to be useful?           

2- Do you wish to use the system in your daily life?           

3- Will you suggest this system to your friends?           

4- Do you think that this system will help people lose 
weight?           

5- Do you think that this system will help people for their 
active lifestyle?           

6- Is the system user friendly?           

7- Is the system easy to use?           

8- Do you think that the system gives acceptable/correct 
advice?           

9- Do you think that the system motivates the people to 
complete the remaining exercise?           

10- Does the system work effectively?           

11- Does the system work efficiently?           

12- Give a grade for the overall satisfaction of the system?           
 

 



 

70 
 

The survey questions are selected carefully to understand the user perception about 

the tested system. In order to let the user to reflect their idea clearly, all aspects of the 

system were evaluated in the questionnaire. 

 

Each of the volunteer's grades for each of the questions in the questionnaire can be 

seen in Table 31 in Appendix-B. When the average values are calculated for each 

question out of 5,00, the following results are obtained shown in Table 32. 

 

 

Table 32. The Average Values of Grading 

Question 
Number 

Averages 

1 4,66 

2 4,28 

3 4,00 

4 4,13 

5 4,38 

6 4,41 

7 4,38 

8 4,25 

9 4,31 

10 4,31 

11 4,22 

12 4,69 

Total Avg: 4,33 
 

 

According to the results of the 32 volunteer users of the Exercise Planner, all of the 

questions are satisfied according to user perception with at least a minimum average 

grade of 4,00/5,00. These results show that, all of the volunteers believe that the 

Exercise Planner System is an effective system to motivate people to exercise daily, 

and also to complete their exercises to reach their purpose.  

 

The overall average of all the questions is 4,33/5,00, showing a high satisfaction rate 

for user perception. 
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Chapter 6 includes the evaluation of the whole system including the reasoning 

module and activity recognition module supported by a questionnaire and the results 

are presented.     
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CHAPTER 7 

 

CONCLUSION 

 

 

Technology is being improving day by day and changing our lives continuously. As 

an example, the usage of mobile devices has increased excessively in the recent 

years. To make people's life easier, mobile devices can be used in the healthcare area 

also. Mobile applications can provide better personalized healthcare, disease 

management and services for patients or individual users who take care of their 

personal healthcare. 

 

The main goal of this research is to develop an intelligent system which offers 

exercises suitable to individual users according to their demographic information, 

purpose and existence of a health problem. Then, by tracking the user’s physical 

activity during the day, the system provides guidance to complete the offered 

exercises in order to motivate and encourage the user. Since the existing applications 

do not exhibit any type of intelligence, this system contributes to research by 

providing intelligence in which users benefit by receiving individual exercise plans 

designed specifically for them.  

 

With respect to the first research question, this study is able to provide a suitable 

exercise routine to a user based on his/her demographic information, purpose of 

using this system and health background.  

 

With respect to the second research question, this study is able to track the progress 

of the user in the execution of a recommended exercise routine using activity 

recognition.  
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The developed system is expected to be useful for users who need to lose weight by 

following an exercise routine, and for people who take care of their personal health 

and wellness and wish to pursue an active lifestyle. Moreover, this system can also 

be useful for disease management and treatments. For example, treatment for high 

cholesterol, psychological disorders, diabetes and physiotherapy require patients to 

walk regularly.    

 

Additionally, both healthy people and patients are considered as healthcare 

consumers, and today most healthcare consumers request mobile applications to be 

included into their daily life for their well-being. Moreover, the providers in the 

healthcare industry also are willing to provide more innovative applications. 

 

In addition, using such kind of applications help to collect and store accurate data of 

users which are really important for this domain to help medical doctors or physical 

trainers to analyze correct data. 

 

As discussed in the literature review, previous studies have used mobile technology 

in healthcare for weight control by checking user information once every six months, 

or monitoring user diets providing daily feedbacks. 

 

However, in our system, personalized exercise plans are offered to each user 

depending on their specific information which promises better weight loss by 

providing continuous encouragement.  

 

Moreover, in the study of Reddy et. al. (2010), the activity classification was 

performed a classification system consisting of a decision tree followed by a first-

order discrete Hidden Markov Model (HMM), achieving a performance of 93.6% 

with the dataset of sixteen individuals. However, in our study, a performance of 

98.65% with the data set of fourty individuals was achieved. Additionally, in Reddy's 

study the activities were walking, running, biking, motorized transport and the 

stationary position of an individual which are not similar to each other when 

compared to our study of similar activities which are harder to differentiate, namely, 

walking regularly, walking quickly and running. 

 



 

74 
 

In the study of Miluzzo et. al. (2008), three activities of walking, running and still 

position of the user were recognized using accelerometer, achieving the performance 

of 78% with eight users. Also, Zheng et. al. (2008) performed activity classification 

of walking, biking and motorized transportation using GPS data and the performance 

of 76% was achieved with sixty five users. In addition, Sohn et. al. (2006) performed 

the classification of walking, motorized transportation and still position of the user 

using a mobile phone and achieved a performance of 85% with three users. In these 

studies, only activity classifications are performed without offering any 

recommendation to the user. With the model that we have developed, we have 

achieved a much better performance of 98.65% in activity classification with the data 

set of fourty individuals along with offering an exercise routine that specifically 

meets the user needs and demographic information. 

 

 

7.1. Limitations 

 

Classifying the users' activities into only three groups is one of the limitations of this 

study, it can be enhanced to recognize more type of activities such as jumping, 

standing, riding a bicycle, etc. Another limitation is, since this system is a prototype, 

it is developed as a desktop application, and can be developed as a mobile 

application that works at the background mode of a mobile phone.  

 

Another limitation is the limited age group, since this system is implemented for the 

young subset of users to achieve better performances for the activity recognition, and 

this can be applied to all users regardless of their age.  

 

Additionally, for the validation of the system, feedback from companies' working in 

this domain can be collected. 

 

Moreover, since this system is developed as a prototype and generated as a desktop 

application rather than a mobile application, while testing the system with the 

volunteers, their real exercise activities could not be collected, and was done as a 

simulation.  
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7.2. Future Work 

 

For future work, heart rate measurement or blood pressure can be incorporated into 

the system. In addition, music and rhythm can be added to increase or decrease 

user’s tempo since they can require a motivation to change from walking regularly to 

walking quickly or to running or vice versa, as well as to encourage them to continue 

with the activity. Additionally, a multi-language system can also be developed to be 

helpful for a wider range of users.  

 

In addition, other available sensors in mobile phones can be used such as GPS which 

can be included in the study to track the position of the user. Moreover, to give the 

comments/advices to the user orally, a microphone can be attached to the system. 

 

Moreover, different types of classification methods can also be tested with this data 

set to compare their performances such as K-means which is a promising algorithm 

while working on the physical activity data set both for giving high performance and 

taking a shorter time period for analysis. Finally, such a mobile application can be 

applied to another area other than healthcare, such as security, entertainment or 

detecting/analyzing the environment, such as when the mobile phone is not answered 

an automatic text message can be sent to the caller such as "driving right now", or 

"running right now", etc. 
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APPENDICES 

 

 

1. APPENDIX-A:  

 

Physical Trainers' Information 

 

 

Selvin Çiçek:  

 

Atılım Üniversitesi Spor Koordinatörü Yardımcısı Selvin Çiçek, Gazi Üniversitesi 

Beden Eğitimi ve Spor Yüksekokulu Antrenörlük Eğitimi Bölümü mezunu olup, 

Yüksek Lisans Eğitimi’ni Gazi Üniversitesi Sağlık Bilimleri Enstitüsü’nde 

Antrenman ve Hareket Bilimleri üzerine yapmıştır. Daha sonra Başkent Üniversitesi 

Eğitim Fakültesi’nden Pedagojik Formasyon Eğitimi tamamlayıp Beden Eğitimi 

Öğretmeni sertifikasını almıştır. Uzun yıllardır basketbol oynayan Selvin Çiçek halen 

lisanslı olarak basketbol oynamaya devam etmektedir. Ayrıca Basketbol 

antrenörlüğü yapmıştır, yüksek antrenördür. 

 

 

Efe Can Rübendiz:  

 

1990 doğumlu olan Efe Can Rübendiz Modern Pentatlon Milli Takım sporcusudur ve 

Pentatlon Türkiye Rekortmeni'dir. Atılım Üniversitesi Endüstri Mühendisliği 

Bölümü'nden 2012 yılında mezun olmuştur. Aynı bölümün yüksek lisans 

programından 2015 yılında mezun olmuştur. 

 

TED Ankara Koleji, 22-23 Ekim 2010 yılında Adana'da yapılan Modern Pentatlon 

Federasyonu Yaz Biatlon Şampiyonasında 1. olmuştur. Ayrıca, 22.Ekim.2010 

tarihinde Adana’da gerçekleşen ve Türkiye’de ilk defa yapılan “At Binme Testi'nde” 

sporcu Efe Can Rübendiz tam puan alarak, Uluslararası müsabakalarda ülkemizi 

temsil etme hakkını elde etmiştir.  
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Lise yıllarında yüzme takımında yer almıştır. Lisans eğitimi süresince içerisinde 

bulunduğu faaliyetler ve topluluklar şunlardır: IESC, Üniversitenin Yüzme, Eskrim, 

Atıcılık takımlarının kurulması faaliyetleri ve üniversitelerarası spor müsabaklarında 

temsil edilmesi. Yüksek Lisans eğitimi süresince ise; Üniversitenin Yüzme, Eskrim, 

Atıcılık takımlarının Antrenörlüğünü yapmıştır. 

 

Efecan Rübendiz de Şanlıurfa’daki Üniversiteler Yüzme Şampiyonası’nda 100 metre 

kurbağalama kategorisinde 8. si, 200 metre serbest kategorisinde ise Türkiye 4. sü 

olmuştur. Ayrıca, Kara Harb Okulu’nda düzenlenen Üniversitelerarası Türkiye 

Atıcılık Şampiyonası’nda 10 metre havalı tabanca atışlarında 44 yarışmacı arasında 

17.’lik derecesi almıştır. 

 

 

Semih Gökalp:  

 

1981 yılında Ankara Üniversitesi Veteriner Fakültesinde Spor Uzmanı olarak göreve 

başlamış ve daha sonra Ankara Üniversitesi bünyesinde öğretim görevlisi olarak 

çalışmasına devam etmiştir. Atılım Üniversitesi Spor Koordinatörlüğüne devam 

etmektedir, 1980 yılı 19 Mayıs Gençlik Spor Akademisi mezunu olup, Gazi 

Üniversitesi Kazaları Araştırma Enstitüsünde Acil Yardım ve Rehabilitasyon üzerine 

yüksek lisansını tamamlamıştır. Ayrıca, profesyonel olarak basketbol kariyerini milli 

takımda da yer alarak geliştirmiştir,  uluslararası antrenör belgesine sahip olan Semih 

Gökalp çeşitli liglerde ve daha sonra Genç-Ümit Milli Takım antrenörlüğünü 

yapmıştır. Ankara Üniversitesi Spor Koordinatörlüğü görevlerini yaptıktan sonra 

2006 yılında emekli olmuştur. 
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2. APPENDIX-B:  

 

The Table of All Possible Test Cases and Generated Solutions 

 

Table 29 presents all possible test cases and corresponding solutions to check the 

correctness of the case-based reasoning system. 

 

Table 29. The Possible Cases and Solutions 
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1 17 40 1,70 13,8408 Y F W     extremely underweight 

2 17 45 1,70 15,5709 Y F W s1 c1 underweight 

3 17 53 1,70 18,3391 Y F W s1 c1 underweight 

4 17 54 1,70 18,6851 Y F W s1 c3 healthty weight 

5 17 72 1,70 24,9135 Y F W s1 c3 healthty weight 

6 17 73 1,70 25,2595 Y F W s1 c5 overweight 

7 17 86 1,70 29,7578 Y F W s1 c5 overweight 

8 17 87 1,70 30,1038 Y F W     obese 

9 17 40 1,70 13,8408 Y M W     extremely underweight 

10 17 45 1,70 15,5709 Y M W s1 c7 underweight 

11 17 53 1,70 18,3391 Y M W s1 c7 underweight 

12 17 54 1,70 18,6851 Y M W s1 c9 healthty weight 

13 17 72 1,70 24,9135 Y M W s1 c9 healthty weight 

14 17 73 1,70 25,2595 Y M W s1 c11 overweight 

15 17 86 1,70 29,7578 Y M W s1 c11 overweight 

16 17 87 1,70 30,1038 Y M W     obese 

17 17 40 1,70 13,8408 N F W     extremely underweight 

18 17 45 1,70 15,5709 N F W s2 c2 underweight 

19 17 53 1,70 18,3391 N F W s2 c2 underweight 

20 17 54 1,70 18,6851 N F W s3 c4 healthty weight 

21 17 72 1,70 24,9135 N F W s3 c4 healthty weight 

22 17 73 1,70 25,2595 N F W s4 c6 overweight 

23 17 86 1,70 29,7578 N F W s4 c6 overweight 

24 17 87 1,70 30,1038 N F W     obese 

25 17 40 1,70 13,8408 N M W     extremely underweight 

26 17 45 1,70 15,5709 N M W s5 c8 underweight 
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27 17 53 1,70 18,3391 N M W s5 c8 underweight 

28 17 54 1,70 18,6851 N M W s6 c10 healthty weight 

29 17 72 1,70 24,9135 N M W s6 c10 healthty weight 

30 17 73 1,70 25,2595 N M W s7 c12 overweight 

31 17 86 1,70 29,7578 N M W s7 c12 overweight 

32 17 87 1,70 30,1038 N M W     obese 

33 17 40 1,70 13,8408 Y F S     extremely underweight 

34 17 45 1,70 15,5709 Y F S s1 c13 underweight 

35 17 53 1,70 18,3391 Y F S s1 c13 underweight 

36 17 54 1,70 18,6851 Y F S s1 c15 healthty weight 

37 17 72 1,70 24,9135 Y F S s1 c15 healthty weight 

38 17 73 1,70 25,2595 Y F S s1 c17 overweight 

39 17 86 1,70 29,7578 Y F S s1 c17 overweight 

40 17 87 1,70 30,1038 Y F S     obese 

41 17 40 1,70 13,8408 Y M S     extremely underweight 

42 17 45 1,70 15,5709 Y M S s1 c19 underweight 

43 17 53 1,70 18,3391 Y M S s1 c19 underweight 

44 17 54 1,70 18,6851 Y M S s1 c21 healthty weight 

45 17 72 1,70 24,9135 Y M S s1 c21 healthty weight 

46 17 73 1,70 25,2595 Y M S s1 c23 overweight 

47 17 86 1,70 29,7578 Y M S s1 c23 overweight 

48 17 87 1,70 30,1038 Y M S     obese 

49 17 40 1,70 13,8408 N F S     extremely underweight 

50 17 45 1,70 15,5709 N F S s2 c14 underweight 

51 17 53 1,70 18,3391 N F S s2 c14 underweight 

52 17 54 1,70 18,6851 N F S s8 c16 healthty weight 

53 17 72 1,70 24,9135 N F S s8 c16 healthty weight 

54 17 73 1,70 25,2595 N F S s9 c18 overweight 

55 17 86 1,70 29,7578 N F S s9 c18 overweight 

56 17 87 1,70 30,1038 N F S     obese 

57 17 40 1,70 13,8408 N M S     extremely underweight 

58 17 45 1,70 15,5709 N M S s5 c20 underweight 

59 17 53 1,70 18,3391 N M S s5 c20 underweight 

60 17 54 1,70 18,6851 N M S s10 c22 healthty weight 

61 17 72 1,70 24,9135 N M S s10 c22 healthty weight 

62 17 73 1,70 25,2595 N M S s11 c24 overweight 

63 17 86 1,70 29,7578 N M S s11 c24 overweight 

64 17 87 1,70 30,1038 N M S     obese 
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The Questionnaire Grading Table 

 

The grading table of the volunteers' are presented in Table 31. 

 

Table 31. The Volunteers' Grading Table of the Exercise Planner System 

Questionnaire 

  Question Number 

Volunteer 
Number 

1 2 3 4 5 6 7 8 9 10 11 12 

1 5 5 4 5 5 5 5 4 4 5 5 5 

2 4 4 4 3 3 4 4 5 3 4 4 4 

3 5 5 5 5 5 5 5 5 5 5 5 5 

4 5 4 3 3 4 5 5 3 5 5 5 5 

5 5 5 5 5 5 5 5 5 5 5 5 5 

6 3 3 3 5 5 5 5 3 4 3 3 5 

7 5 4 5 3 4 5 3 4 3 4 5 4 

8 5 3 3 4 4 3 4 4 5 3 3 5 

9 5 5 3 3 3 4 5 3 4 3 3 4 

10 4 4 5 5 3 5 5 4 4 5 5 5 

11 3 5 4 5 5 4 4 5 5 5 5 5 

12 5 5 5 5 5 5 5 5 5 5 5 5 

13 5 5 4 4 5 4 5 5 4 5 5 5 

14 5 5 5 5 5 5 5 5 5 4 4 5 

15 4 5 4 5 5 5 4 4 5 4 4 5 

16 4 3 4 3 5 3 5 5 4 5 5 5 

17 5 5 5 5 5 5 5 5 5 5 5 5 

18 5 4 4 5 5 5 5 4 5 5 4 5 

19 5 5 5 5 5 4 4 5 4 5 5 5 

20 3 4 3 3 5 3 4 3 3 4 4 4 

21 5 5 5 5 5 5 5 5 5 5 5 5 

22 5 4 3 3 3 3 4 4 4 3 3 4 

23 5 4 4 3 3 5 5 4 5 4 4 5 

24 5 5 5 5 5 5 5 5 5 5 5 5 

25 5 4 2 3 5 5 4 5 5 5 4 4 

26 4 3 3 3 5 4 3 5 5 3 3 3 

27 5 4 4 4 3 3 3 3 3 3 3 4 

28 5 4 3 5 3 4 4 4 5 4 3 5 
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29 5 5 4 5 4 4 3 4 2 4 4 5 

30 5 2 3 3 4 4 3 3 4 4 3 4 

31 5 5 4 3 4 5 5 5 4 5 5 5 

32 5 4 5 4 5 5 4 3 4 4 4 5 

 

 


