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ABSTRACT

A COMPARATIVE STUDY OF NEURAL NETWORK APPROACHES IN
NETWORK ANOMALY DETECTION

Öney, Mehmet Uğur

Computer Engineering

Supervisor : Asst. Prof. Dr. Serhat PEKER

February 2019, 62 pages

Network intrusion detection is an important research field, and artificial neural net-
works have become increasingly popular in this subject. Despite this, the research
concerning comparison of artificial neural network architectures in the network in-
trusion detection is a relatively insufficient. To make up for this, this study aims to
examine the neural network architectures in network intrusion detection to determine
which architecture produces high accuracy and low false positive rate, and what are
the effects of the architectural components such as optimization functions, activation
functions, the momentum of the learning rate. For this purpose, we have generated
6480 neural networks and, we evaluated them KDD99 dataset and, near-real-time
simulation environment. This thesis provides a roadmap to guide future research on
network intrusion detection using artificial neural networks.

Keywords: artificial neural network, network anomaly, attack identification, intrusion
detection
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ÖZ

AĞ ANOMALİLERİNİN TESPİTİNDE KULLANILAN YAPAY SİNİR
AĞLARININ KARŞILAŞTIRILMASI

Öney, Mehmet Uğur

Bilgisayar Mühendisliği

Tez Yöneticisi : Dr. Öğr. Üyesi. Serhat PEKER

Şubat 2019 , 62 sayfa

Ağ saldırı tespit sistemleri günümüz bilişim sistemlerinde kritik bir yer teşkil ederken
önemli bir araştırma alanı olarak yükselmeye ve yapay sinir ağlarının kullanımı bu
alanda giderek daha popüler hale gelmeye başlamıştır. Buna rağmen, bu alanda ya-
pay sinir ağı mimarileri ve bu mimarilerin bileşen parametreleri hakkında kapsamlı
bir karşılaştırmalı çalışmasının eksikliği vardır. Bu çalışmada, ağ saldırı tespit sis-
temleri alanında kullanılan yapay sinir ağları mimarileri ve bu mimarilerin bileşenleri
olan optimizasyon fonksiyonları, aktivasyon fonksiyonları, öğrenme kat sayısı ve mo-
mentum değişiminin doğruluk ve hatalı uyarı üretme oranlarına göre kıyaslayarak
ileride yapılacak olan mühendislik ve akademik çalışmalar için bir temel oluştur-
ması amaçlanmıştır. Bu doğrultuda, 6480 adet yapay sinir ağı oluşturularak kıyaslama
veri kümesi olarak kabul edilen KDD99 ve yakın gerçek zamanlı simülasyon ortamı
yardımıyla her bir yapay sinir ağı değerlendirilmiştir. Bu tezin, yapay sinir ağları kul-
lanılarak geliştirilecek ağ saldırı tespit sistemleri araştırmalarına rehberlik edecek bir
yol haritası sağlayacaktır.

Anahtar Kelimeler: yapay sinir ağları, ağ anomali, atak tespit, saldırı tespit
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CHAPTER 1

INTRODUCTION

Every passing year, malicious attacks and threats on the networks are increasing. As a

result of this, protecting the systems and determining attacks are gaining importance.

A single case of an intrusion can steal, damage or delete the valuable data from the

computer system of an organization. Attacks which prevent access to the data can

discredit the organizations, even more, lead to financial consequences and eventually

end up losing the customer. On the other hand, stealing critical information of a

private organization or governmental organizational may cause huge losses. For these

reasons, network intrusion detection systems (NIDS) are one of the essential parts of

computer networks.

The conventional security system which is used in computer networks is starting to

fail to detect sophisticated attacks and malware. Because of this reason, NIDS has

become a vital component of the computer network security infrastructure. However,

several issues are needed to be considered during the construction of a network in-

trusion detection system. Data collection, data preprocessing and recognition of the

intrusion are the necessary parts of a network intrusion system. Among them, de-

tection of an intrusion is the most indispensable. Finding the patterns of an intrusive

action and classification capability of this action are the hearth of the system [102].

Creating a model from the data is not a simple process. The volume of the data

and continuously changing attack behavior are the main difficulties in this domain.

For this reason, researchers have been starting to consider machine learning [97].

One of the popular machine learning platform is artificial neural networks (ANN)

[102]. ANNs have the ability to learn by example, and generalize from limited, noisy,
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and incomplete data which is commonly encountered in the NIDS domain. Neural

networks have also been applied in the wide spectrum of data-intensive applications

[59].

However, finding the best suited ANN topology for a problem is an important issue

for the researchers and the engineers [39]. An ANN topology contains critical com-

ponents like architectural structure of the neural network, optimization algorithms,

activation functions, learning momentum and prevention of overfitting. Finding the

best combination of this component and testing in well-prepared benchmark data is

a time-consuming process. In this research, we aim to create a guideline and per-

formance comparison basis for the researchers and practitioners employing ANNs in

NIDS field.

Network intrusion detection systems (NIDS) are the intrusion alarms of the computer

network security [11]. These systems intend to monitor and inform the cybersecurity

officers or sometimes take automatic actions like changing the particular rules of other

prevention systems in the network. It should be considered that attacks on a network

can be one of many different types. These attacks can be performed from outside

of the computer network or can be done by a person who is a legitimate user of the

system.

Determining the number of alarms generated by the NIDS and the accuracy of those

alarms are essential. The number of false alarms affects the systems and cybersecurity

officer’ behaviors and also may damage the NIDS reliability and trustworthiness.A

NIDS should be adapted to new kind of attacks like zero-day attacks1. Consequently,

there are two major principals which are anomaly detection and signature detection.

Signature-based detection heavily depends on the previous attacks structures. Sim-

ulated attacks or actualized attacks are examined and features of these attacks are

extracted for future detections. NIDS monitors and compares the traffic with the

known attacks’ signatures. In this model, the false alarm rate of the system is low,

and accuracy of the detection is high. However, different attack strategies or new kind

of attacks can eliminate the NIDS and successfully conduct the intrusion without cre-

1 A zero-day vulnerability is a computer-software vulnerability that is unknown to those who would be inter-
ested in mitigating the vulnerability.
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ating an alarm notification.

On the other hand, anomaly detection based NIDS easily orient itself for the new

kind of attack types. Anomaly detection based systems monitor the network traffic

and create a basis for them as a normal. In the event of an intrusion, changes in the

features of the normal traffic drive evidence of an attack — conversely, these kind of

detection systems are known with their high false positive rate. Any changes in the

usage behavior can trigger an alarm.

Artificial Neural Networks (ANN) can transfer either signature-based detection method-

ology or anomaly based detection methodology into practice, because of the struc-

tures and natures. The ANN is a universal function approximator as proven by the

universal approximation theorem [39]. However, the proof is not constructive regard-

ing the number of the neurons needed, the network topology and the other parameters

that directly affect the performance of the network. Because of that finding, a domain-

specific topology or a design for the network is a challenging problem.

In this research, we compare the artificial neural network architectures and its com-

ponents to find an optimal solution for the NIDS domain.

1.1 Purpose of the Study and Research Questions

This research investigates the performance of the neural network architectures and

their parametric combinations in the NIDS domain. A comparative experiment was

performed to figure out each neural network architecture’s performance counters,

their limitations, and open issues. Accordingly, in this study, the following research

questions were formed:

• RQ1. Which type of Neural Network architecture has better accuracy and low-

est false positive rate in the NIDS domain?

• RQ2. Which kind of Neural Network architectures has the lowest training and

detection cost without sacrificing performance criteria like accuracy and false

positive rate?
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• RQ3. What are the effects of the activation functions, dropout values, optimiza-

tion functions, the momentum of the learning and depth of the network over the

performance?

1.2 Significance of the Study

Deciding on an artificial neural network architectural topology and finding the proper

parameters for a dedicated topic is a time-consuming process. This study provides

a baseline by comparing ANN architectures and their components using a near-real-

time simulation environment and KDD99 dataset which is an acceptable benchmark

dataset for the NIDS domain.

The main contributions of this thesis are summarized as follows:

• A performance comparison of artificial neural network architectures in the NIDS

domain.

• A performance comparison of artificial neural networks’ components such as

optimization algorithms, activation functions, momentum, and dropout.

• An evaluation of the ANN topologies in a near-real-time NIDS environment.

1.3 Thesis Organization

The rest of the thesis is organized as follow: In Chapter 2, neural network architec-

tures and components and parameters which are used in creating a neural network are

explained. Later, this chapter describes the Network Intrusion Detection Systems and

their types. Furthermore, usage of the neural networks in the NIDS are investigated

in that chapter. In order to address the research questions, an experiment test bench

and a methodology were conducted in Chapter 3. In Chapter 4, experiment results

are reported; and finally, the conclusion, implications, and limitations of the study

and the suggested directions for further work are discussed in Chapter 5.
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CHAPTER 2

LITERATURE SURVEY

2.1 Network Intrusion Detection

A network intrusion detection system (NIDS) is a software that automates the network

intrusion detection methods [13]. Consequently, NIDS is an essential part of any

network architecture. They provide a layer of monitoring for the systems and produce

alerts when hostile traffic or suspicious activity is detected. NIDS architecture can be

analyzed from various points such as where traffic was captured, the location of the

system, measurements, and others. Nevertheless, the intrusion detection problem can

be seen as a classification problem that assigns the type of attack or normal for the

given network event. There are two major methods for detecting intrusions, signature-

based (sometimes call misuse-based) and anomaly-based intrusion detection.

Signature-based detection is comparing network traffic data with a base model which

created with previously detected intrusion events. This method has high prediction

accuracy and low false positive rate for known threats. However, it is very ineffec-

tive at detecting unknown attacks. Most common methods used for signature-based

detection are pattern recognition and rule implication.

On the other hand, the anomaly detection method uses a profile that describes normal

traffic behavior. This profile is usually generated from legitimate traffic of the net-

work. Any traffic activity that deviates from the normal profile is considered as an

anomaly. This method can recognize unfamiliar intrusion. However, the most criti-

cal drawback of this method is the high false alarm rate. Common methods used in

anomaly detection are statistical analysis and machine learning.
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Various research about the taxonomy for NIDS were proposed in the literature [56]

[11] [27]. Commonly accepted elements are summarized as follow;

• Detection method: Two main methods are considered for detection: Signature-

based and anomaly-based.

• Model acquisition: Models are based on human supervisor knowledge or sim-

ulated environment generation.

• Usage frequency: Detection takes place on a near-real-time data (continuous

monitoring) or a defined sized batch data (periodic monitoring).

• Architecture: Position of the NIDS in a network architecture can be in a single

point for the centralization or several junction points for distributed collection.

Lastly, measuring the performance of NIDS can be summarized in a five main counter

[56]. These counters gives information about feasibility for the perception of NIDS

performance in an actual deployment environment.

• Prediction accuracy: An indicator for the quality of detection.

• False positive rate: An indicator for the trustworthiness of the system.

• Processing time: Needed time to process the data and detect the intrusion.

• Adaptability: An indicator for the detecting new type of attacks or metamor-

phosed attacks.

• Resource consumption: An indicator for usage of the system resource like

memory, CPU, and bandwidth.

Over the years, network intrusion detection systems have been developed. Machine

learning methods have been particularly effective in detecting intrusions, including

techniques such as fuzzy sets [54][29][91][1], artificial immune system [44][95][24],

support vector machines (SVMs) [72] [90][20][38], or k-nearest neighbour algorithm

(k-NN) [64][61][87][2].
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The current state of the network intrusion detection systems has been recently sur-

veyed for anomaly detection. Recent surveys [73][55][18][11][45] conclude that

ANNs remain highly popular with researchers and have recently shown promising

potentials for low false positive rate, especially when equipped with advanced tech-

niques such as auto encoder network.

2.2 Artificial Neural Networks

The artificial neural network is a computing system that is inspired by biological

neural networks. The biological neural network is an interactive system of neurons,

which defines a recognizable pathway. An ANN can be described as a collection of

interconnecting processing units in a topology. ANN’s each processing unit is called

an artificial neuron. Every neuron contains a step function as an activation function.

These functions are also called the transfer functions. These functions are an abstrac-

tion of representing the action potential in the real neuron. This activation function

can decide whether an input vector of the number belongs to a specific class or not.

In ANN, most of the activation functions are nonlinear functions. This configuration

allows the network to compute nontrivial problems using a small number of neurons.

The topological structure of the neurons affects the ANN’s performance and learning

capabilities.

ANNs are parallel computing systems consisting of a considerable amount of simplis-

tic processors with multiple interconnections [42]. ANN is a universal function ap-

proximator as proven by the universal approximation theorem [39]. An ANN can be

describes as a weighted directed graph. Each node connects each other with weighted

edges. Every node in the graph has a binary threshold unit as a computational model

which is proposed by McCulloch et al. [67]. Each unit computes the weighted sum of

the input edges and generates an output value between 0 and 1. This binary threshold

unit calls the activation function.

Learning ability of an ANN can be described as updating graph edges weights so that

a created network can efficiently execute a particular task. This process occurs in

the training phase. Weighs are updated according to available patterns in the training
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data. Learning methodologies can be grouped by the following three main categories:

supervised, unsupervised and semi-supervised also sometimes called hybrid learning.

In supervised learning, the network is provided the correct answers alongside asso-

ciated training data. After each calculation, weights are updated according to the

distance between the actual response and accurate answers. This distance function

is called optimization function. In unsupervised learning, the network does not need

any correct answers for training. It extracts the underlying structure of the data and

correlations between patterns of the data. Then these patterns and structures collect

into categories. Semi-supervised learning uses both methodologies. They are gath-

ered the correlation patterns into the categories and acknowledged these categories

with correct answers or a supported data.

2.2.1 Artificial Neural Network Architectures

An artificial neural network architecture or topology defines the connection way of

neuron in a network [34]. These interconnections can be defined with the following

four properties:

• the type of the connection,

• the order of the connection,

• whether the structure is fully connected or not,

• symmetry1 of the connection.

Neurons cluster into layers in a neural network. Each cluster is a collection of the

node that has similar behavior, function or a hierarchy. The stack of the layers creates

a neural network. The connection between the layers can discriminate four types:

• interlayer connection is a relationship between adjacent layers,

• intralayer connection is a relationship between the same layers,

1 A symmetry of an object is a transformation that leaves certain properties of that object intact.
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• self-connection is a connection which has the same origin point and termination

point,

• super-layer connection is a relationship between the neuron which is nigher

have interlayer or intralayer connection.

Common neural network architectures are listed in Table 2.1.

Table 2.1: List of common Neural Network architectures.

# Neural Network Architecture Abbreviation
1 Convolutional Neural Network CNN
2 Recurrent Neural Network RNN
3 Feed Forward Neural Network FFNN
4 AutoEncoder Networks AEN
5 Self-Organizing Map SOM
6 Evolutionary Neural Network EEN

Convolutional Neural Network features pooling layers, and each interconnected layer

is a composition of convolutional cells [58]. Every segment of the network serves a

different purpose. Convolutional cells proceed input data, and pooling layers simplify

it with non-linear functions. Pooling layers tend to shrink when the network goes

deep. This method reduces unnecessary features in the input data.

On the other hand, Recurrent Neural Networks are not a stateless network [32]. They

have intralayer connections and have links between passes, relationships through

time. Neurons are fed data from the previous layer and also from themselves from

the previous state with self-connection. Because of the structure, the order of the data

matters.

One of the most basic neural network architecture is the Feed-Forward Neural Net-

works. FFNN feeds data from the input layer to the output layer [80]. FFNNs are

mostly designed as fully connected graphs, and they have an interconnection between

adjacent layers.

Autoencoders are slightly similar to Feed-Forward Neural Networks as a topology,

but fundamentally they have different architectures. Autoencoders are encoding the

input data into the hidden layers and decoding the data from the hidden layers to the
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output layer [17]. With this capability, Autoencoder networks can compress the high

dimensional input data into the low dimensional form. Autoencoder networks’ de-

coding layers’ weights the same as encoding layers’ weights. Because of this reason,

they have a symmetric network structure.

A self-organizing map (SOM) is a type of artificial neural network that is trained us-

ing unsupervised learning to produce a low-dimensional (typically two-dimensional),

discretized representation of the input space of the training samples, called a map,

and is therefore a method to do dimensionality reduction. In SOM, the input is pre-

sented to the network, after which the network evaluates which of its neurons most

nearly match that input. Then selected neurons are adjusted according to input value

for better fitting [53]. This process drags the neuron in a cluster.

Evolutionary Neural Network or in other term, Neuroevolution is a composition of

neural networks and genetic algorithms [9]. The basic idea behind the neuroevolution

is finding the best fitted neural network topology and parameters for the domain with

the help of genetic algorithms [89]. The genetic algorithm creates a batch of a neural

network and decides which of the neural network best fits the problem using various

fitness functions.

2.2.2 Parameters of an Artificial Neural Network

ANN is a universal function approximator as proven by the universal approximation

theorem [39]. However, the proof is not constructive regarding the number of the

neurons needed, the network topology and the other parameters that directly affect

the performance of the network. Because of that finding, a domain-specific topology

or a design for the network is a challenging problem.

One of the parameters of an artificial neural network is the activation functions. The

activation function is a binary threshold unit which computes the weighted sum of the

input edges and generates an output value according to the behavior of the function.

Mathematically,
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y = θ

(
n∑
j=1

wjxj − u

)
, (2.1)

where θ (·) is a unit step function and wj is the edges’ weight. Linear activation func-

tions, logistic functions and Gaussian function are the most frequently used activation

function families in a neural network [42]. Activation functions which are chosen for

this research are listed in Table 2.2.

One of the other essential components of a neural network is the optimization al-

gorithm. The optimization algorithm subsequently repeats propagation and weight

update phases. When the input vector enters the network, computed output is com-

pared with the expected result by using a loss function (2.2). The loss function over

n training can be formulated as an average of losses over individual examples.

E =
1

2n

∑
x

‖(y (x)− y′ (x))‖2 (2.2)

The resulting difference which is called an error value is calculated for each of the

neuron’s output value. Then these values are propagated (2.3) from the end of to

network through to entering layer. This process continues until each neuron updated

with the new value according to the error value.

∆wij = −η ∂E
∂wij

(2.3)

Algorithmic reppresentation of back-propagation can be shown as Algorithm 1.

Most common optimization functions in the artificial neural network are Stochastic

Gradient Descent, Adam Optimizer, and their variants.

Stochastic Gradient Descent (SGD) is an iterative stochastic approximation of gradi-

ent descent [69]. The function is called stochastic because the sampling system in the

optimizer is selected randomly.

Adam is another important optimization function in artificial neural networks. Adap-

tive Moment Estimation is developed on the RMSProp optimizer [51]. This function
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Table 2.2: Activation Functions

Name Plot Equation

linear f (x) = x

elu f (x) =

{
α (ex − 1) for x ≤ 0

x for x > 0

relu f (α, x) =

{
0 for x < 0

x for x ≥ 0

selu f (α, x) = λ

{
α (ex − 1) for x ≤ 0

x for x > 0

sigmoid f (x) = σ (x) 1
1+e−x

softsign f (x) = x
1+|x|

softmax f (α, x) =


− ln (1−α(x+α))

α
for α < 0

x for α = 0
eαx−1
α

+ α for α > 0

softplus f (x) = ln (1 + ex)

tanh f (x) = tanh (x) =
(ex−e−x)
(ex+e−x)

computes running averages of both the gradients and the second moments of the gra-

dients.

As an addition to an optimization functions, Momentum value can be added to both

optimization function. Momentum value prevents oscillation which is caused by large

updates in the optimization functions [81].
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Algorithm 1: Back-propagation
Data: ProblemSize, InputPatterns, iterationsmax, learnrate

Result: Updated Network

Network ←− ConstructNetworkLayers();

Networkweights ←− InitializeWeights(Network, ProblemSize);

for i = 1toiterationsmax do

Patterni ←− SelectInputPattern(InputPatterns);

Outputi ←− ForwardPropagate(Patterni, Network);

BackwardPropagateError(Patterni, Outputi, Network);

UpdateWeights(Patterni, Outputi, Network, learnrate);

end

return Network

Lastly, Dropout is a regularization method for decreasing overfitting in neural net-

works by preventing memorizing on training data [86]. Dropout applies to shoot out

cells (except output layer) in an artificial neural network.

2.3 Usage of the Artificial Neural Networks in Intrusion Detection

The research on intrusion detection began with Denning’s literature [28]. In [28],

the author introduced a model for a real-time intrusion detection expert system that

aims to detect a wide range of security violations ranging from attempted break-ins

by outsiders to system penetrations and abuses by insiders, which laid the foundation

of intrusion detection system. Later, many research efforts on anomaly detection have

been carried out using various techniques.

Ding et al. [30] used the Adam algorithm in their model for preventing the detec-

tion model falling into the local minimum and speeding up the training phase. They

performed the test and training with KDD99 dataset. Their proposed model achieved

the training accuracy of 95.57%. However, there is no significant improvement in the

detection of rare attack types.

Ghanbari et al. [36] proposed a model for detecting the distributed denial of service

attack (DDOS). The proposed neural network model use convolutional neural net-
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work architecture and is trained and tested with the Center for Applied Internet Data

Analysis (CAIDA) dataset. They reach the true positive rate of 80.77%; however,

they concluded that their model is based on supervised learning, which is not suitable

for real-world applications.

Liu et al. [65] also applied the convolutional neural network for the intrusion detec-

tion domain. In their research, they used the KDD99 dataset for the training and test

their models. They used a static convolutional neural network model to compare the

various activation methods such as sigmoid, tangent hyperbolic and rectified linear

unit. Study shows that a neural network model that used the sigmoid as an activation

function performs better than other activation functions.

Tran et al. [96] show that a convolutional neural network with large-scale raw input

data provided decent experimental results from a straightforward yet minimalistic

architecture. Nevertheless, their study did not compare this result with another neural

network architecture like multi-layered feed forward neural network.

Farahnakian et al. [33] evaluated the performance of the autoencoder in network

intrusion detection with KDD99 dataset. Also, they investigated the effects of the

hidden layer count on the proposed system performance. Their experiment resulted

with 94.01% accuracy rate. However, their research does not give information about

the detailed structure of the generated neural network, and they used only 10% of the

KDD99 dataset.

Powers et al. [78] present a hybrid artificial immune system using SOM network for

network intrusion detection. They used the KDD99 dataset in their research. In their

research, they classified just a generic type attack individually rather than using and

classifying the whole attack families. In addition, they train their networks with 28

features.

Wang et al. [101], created another hybrid artificial neural network for the NIDS. In

this research, they compared feed-forward neural networks with recurrent neural net-

works and also with their system. Their comparison does not give information about

the compared neural network structures and architectural differences or parameters.

One of the comprehensive comparison study was done by Kwon et al. [55] in 2017.
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They compared the structure of the autoencoder network with recurrent neural net-

works. This research pointed out that the autoencoder detection accuracy is higher

than the RNN network in a static test dataset.

Chiba et al. [21] have another important study about the comparison of neural net-

work architecture. In this study, they generate 48 neural networks by changing the

components parameters and compare them in a KDD99 environment. However, their

research is limited with the feedforward neural networks.

Bontemps et al. [16] created a recurrent neural network for the NIDS domain. They

also used KDD99 dataset. However, they prepared their dataset as a time series. Their

research showed that the RNN with time series prediction rate is higher than the RNN

with the static dataset.

In this study’s literature review, we applied a review process based on the systematic

literature review framework defined by Kitchenham [52]. According to this frame-

work, our review was performed in three phases: planning, conducting and reporting,

and for the planning phase, the corresponding articles published between years 2008

and 2018 were searched in the popular electronic databases. Forward and backward

snowballing [43] was also used for extending the research.

At the end of our the literature review, distribution of research papers by neural net-

work architectures are illustrated in Figure 2.1 and listed in Table 2.3.

Among neural network architectures, neural networks (18 out of 43 research papers

or 42%) find to be the most widely used methods in the NIDS field. SOM and Feed

Forward Neural Network methods (10 out of 43 research papers and 5 out of 43

research papers respectively) are other popular neural network architectures applied

in NIDS. It is inferred that although many research papers were published, few of

them (3 out of 43 research papers or approximately 7% for each) employed RNN,

CNN and, Hybrid Neural Network models.

On the other hand, the distribution of articles by datasets is represented in Figure

2.2. It is apparent that the KDD99 dataset is the most commonly used one in NIDS

field. It has been used in 19 (44%) out of 43 articles in total. Following are NSL-

KDD and DARPA’98 datasets which have been used in 12 (28%) and 2 (5%) articles
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Figure 2.1: Distribution of studies based on neural network architecture.

Table 2.3: Distribution of studies based on neural network architecture.

Architecture Studies

Convolutional Neural Network [96] [100] [36] [65]
Recurrent Neural Network [10] [16] [93] [79]

Feed Forward Neural Network [83] [3] [4] [70] [66] [31]
AutoEncoder Networks [94] [48] [12] [6] [33] [99]
Hybrid Neural Network [101] [37] [77]
Deep Neural Network [55] [98] [62] [50] [104] [7] [8] [82]

[60] [49] [5] [82]
Self-Organizing Map

[78] [46] [40] [22] [41] [14] [75] [25]
[26] [103]

respectively. Additionally, researchers of 3 articles (7%) preferred to use their own

dataset to train and test the algorithms.
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Figure 2.2: Distribution of studies based on dataset.
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CHAPTER 3

METHODOLOGY

In this study, we focus on the comparison of the neural network architectures in the

network intrusion detection system. We choose the most frequently used neural net-

work architectures in the network intrusion detection system domain [73]. For this

purpose, we adopted a systematic and structured methodology which consists of three

main steps:

1. Pre-processing, cleaning, and transforming the relevant data,

2. Developing models using comparable analytical techniques,

3. Evaluating and assessing the validity and the utility of the models against each

other and the goals of the study,

Overview presentation of our methodology has been exhibited in Figure 3.1.

First, Neural Network Generator (NNG) Preprocessor reads raw data with tracker

interfaces. These interfaces specified for each source type which are big data tracker,

Rest API tracker, and file tracker. KDD99 data stored in the big data environment

for this study because of data size and accessibility. Each tracker reads data and

transfers them to a matrix. NNG Preprocessor application was developed on C++

v17 programming language with R-Interpreter and Python-Interpreter.

In second phase, preprocessor starts to decode data. The computational graph which

will be created by NNG needs numerical data and collected data contains protocol-

specific values in it. As a result of that, decoding data is a crucial step for the rest of

the experiment.
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Figure 3.1: Overview of the methodology

NNG Extractor application extracts the basic features. The matrix, which is passed

from NNG Preprocessor, is created from raw TCP/IP dump data. Extractor gath-

ers each packages’ duration information, protocol type, port information, connection

flag, and sends/receives byte counts. Extractor also labels each feature for the type. If

data feature is extracted from a time frame, extractor application marks this feature as

a ”Cont” otherwise data mark as ”Disc”. NNG Extractor application was developed

on Python 3.6 programming language with Pandas v0.23.4 as a data analysis library,

NumPy v1.15.4 as a scientific computing library, and SciKit v0.20.1 for regression

calculation library.

After the extraction processes, data arrives to the NNG Engine. The NNG Engine

creates neural network computational graphs according to given architecture and then

evaluates the networks with the test data. Each generation of the network changes pa-

rameters stored in a matrix of activation functions, depth of the network, optimization

algorithm, learning rate, learning momentum, and dropout rate. NNG Engine assures

that all generated neural networks used the same preprocessed dataset as an input and

the entire dataset was firstly split into two equal partitions. Then, the first half of the

dataset was split into two parts (first 80% for training and the remaining 20% for val-

idation). The remaining half part of the entire dataset (50%) is used for testing. NNG

Engine was developed on Python v3.6 programming language with TensorFlow v1.12

as low-level computational graph API, and Keras v2.2.4 as high-level neural networks

API.
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Finally, NNG collects the performance and statistical data for the tested network.

Each statistical data is stored in a comma separated value file for the future analysis

with the name of the created network. Performance data of the network is also stored

as a binary. This data contains information about each epoch of the network and the

metric values.

The rest of the chapter is organized as follow: In Section 3.1, construction of the

network intrusion detection system is described. In Section 3.2 and 3.3, the general

properties of the KDD99 datasets, preprocessing stage and feature extraction from

dataset are explained. In Section 3.4 the generation of the neural network models

according to properties and given architectures are defined, and Section 3.5 gives

information about the used software and libraries in the study, and finally, evaluation

of the result and experiment platform are discussed in Section 3.6 and 3.7.

3.1 Network Intrusion Detection Model

To perform the comparison of the neural network in the network intrusion detection

domain, we have adopted a top-down approach for constructing the neural networks

for the experiment. Our method consists of five main phases; determination of the

neural network architecture, determination of the parameters which are needed for

the neural network architecture, generation of all possible combinations of the ar-

chitectures with these parameters, building each architecture and collecting the test

results, and evaluating these results.

Phase 1: Determination of the Neural Network Architectures

In this phase, we systematically reviewed the literature of the NIDS domain, and we

defined the frequently used neural network architectures. At the end of the review,

we determined the list of neural network architectures which are shown in Table 3.1.

Phase 2: Determination of the parameters of the Neural Networks

In this phase, we determine the components of the neural networks according to the

architectures which affect the neural network performance. These components are as

follows:
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Table 3.1: List of Neural Network architectures in the NIDS domain.

# Neural Network Architecture Abbreviation
1 Convolutional Neural Network CNN
2 Recurrent Neural Network RNN
3 Feed Forward Neural Network FFNN
4 AutoEncoder Networks AEN
5 Self-Organizing Map SOM
6 Evolutionary Neural Network EEN

• Optimizers are specific algorithms which determine the distance between neu-

ral networks output and the labeled value. As an optimizer algorithm, we decide

to choose the most suitable algorithms which are Stochastic Gradient Descent

(SGD) and Adam optimizer in the domain. Adam and SGD optimizers are the

most popular optimization algorithms and are common ways to optimize neural

networks [93].

• Activation functions calculate the output value of a neuron. On the activation

function side, we choose the most popular [84] nine functions for the NIDS

domain. These functions are; elu, relu, selu, linear, sigmoid, softsign, softmax,

softplus, tanh.

• Learning rate of the optimizer algorithms determines the size of the steps that

are needed to reach the local minimum. In this research, learning rates of the

networks are determined as commonly accepted rage of 0.01 to 0.001[19][85].

• Momentum defines the oscillation of the learning rate in each epoch. We decay

the network with the rate of 0.0 and 1x10−6[19].

• Dropout rate is a regulation technique that prevents the overfitting problem

in the neural network. Neurons are removed with the rate of 0.0, 0.25 and

0.50[86].

• Depth of the network is defined by the number of hidden layers of the network.

We determined the depth of the network as 1, 2, 5, 10, 25 hidden layers depth.

We limited the neural network depth with 25 layer because of the limitation of

the hardware.

Phase 3: Generation of the all possible combinations of the architectures
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Next, we generate all possible combinations of the neural networks according to net-

work architecture and its parameters. According to phase 1 and phase 2, all possible

combinations of the neural networks count is 6 * 2 * 9 * 2 * 2* 3 * 5 = 6480 combi-

nations.

Phase 4: Building each architecture and collecting the test results In this phase,

we developed an application named Neural Network Generator (NNG) which pick a

neural network combination from the lookup table and create a computational graph

for this architecture. After the creation of the architecture, NNG test the network with

the test data and collect the performance counter of the architecture.

Phase 5: Evaluating these results

Finally, the collected performance counters are evaluated according to evaluation

measurements in the Section 3.6.

3.2 Dataset

Network intrusion detection datasets were created with data packets from networks,

command sequences from user input, or low-level system information, such as sys-

tem call sequences, log files, and CPU/memory usage. We list some commonly used

benchmarks in Table 3.2. All of these datasets have been used in either misuse detec-

tion or anomaly detection.

Table 3.2: Common NIDS Benchmark Datasets

Data source Dataset name Abbreviation

Network traffic

DARPA 1998 TCPDump Files DARPA98
DARPA 1999 TCPDump Files DARPA99
KDD99 Dataset KDD99
10% KDD99 Dataset KDD99-10
Internet Exploration Shootout Dataset IES

User behavior
UNIX User Dataset UNIXDS
DARPA 1998 BSM Files BSM98

System callsequences
DARPA 1999 BSM Files BSM99
University of New Mexico Dataset UNM

DARPA’98 dataset has a number of issues associated with its design and execution
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that remain unsettled. Some methodologies used in the evaluation are questionable

and may have biased its results. One problem is that the evaluators have published

relatively little concerning some of the more critical aspects of their work, such as

validation of their test data [68]. Because of that, we focus on one benchmark: the

KDD99 dataset.

3.2.1 KDD99 Dataset

KDD99 is a widely used and publicly available dataset for the network intrusion de-

tection systems. The KDD99 dataset is prepared by Stolfo et al. [88]. This dataset

drove from DARPA’98 NIDS evaluation program [92]. DARPA’98 is compressed bi-

nary data that is collected from 7 weeks of network traffic as a raw TCP dump. Thies

data contains about 5 million connection records with each about 100 bytes. This 4

gigabytes of compressed data is split into two parts. First two weeks of data is pre-

pared for the testing purpose and contains approximately 4,900,000 single connection

vectors with 41 features. Each vector is labeled as either normal or a specific attack

type. These attacks types can be categorized into 4 groups as following :

1. Denial of Service Attack (DoS): is an attack in which attackers try to deny

legitimate users access to a service.

2. User to Root Attack (U2R): is an exploit which allows an attacker to access a

normal user’s or a superuser’s account on the system.

3. Remote to Local Attack (R2L): is a vulnerability that an attacker can send pack-

ets to the target machine over a network in spite of attacker’s privileges.

4. Probing Attack: is an information gathering attempt from network and devices

on that network.

5. Normal : is an information that shows the normal network traffic flow.

Test part of the research contains 13 attack types. The names and detailed information

about the attacks are listed in Table 3.3.
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Table 3.3: Attacks listed in the KDD99 dataset

10% KDD99
Category Attack Type Train Test

DOS

back 2203 1098
land 21 9
neptune 107201 58001
pod 264 87
smurf 280790 164091
teardrop 979 12

Probe

ipsweep 1247 306
nmap 231 84
portsweep 1040 354
satan 1589 1633

R2L

ftp_write 8 3
guest_password 53 4367
imap 12 1
multihop 7 18
phf 4 2
spy 2 0
warezclient 1020 0
warezmaster 20 1602

U2R

loadmodule 9 2
buffer_overflow 30 22
rootkit 10 13
perl 3 2

Normal 97278 60593
Total 494021 292300

3.3 Data Preprocessing

Data preprocessing is required in every knowledge discovery system, including NIDS,

which tries to classify network traffic as normal or attack. Standard preprocessing

steps for this study include data cleaning, integration, feature extraction, data normal-

ization, and information decoding.

In this study, the data preprocessing stage is executed with an application named

NNG Preprocessor, developed in Python, to feed the feature extraction unit of the

test bench. Preprocessor works on raw data. This raw data retrieved from a dataset

KDD99 or are collected a simulation environment. Either way, read data is captured
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package data form of TCP/IP dump. NNG Preprocessor reads raw data with tracker

interfaces. These interfaces are specified for each source type which are big data

tracker, Rest API tracker, and file tracker. KDD99 data is stored in the cloud envi-

ronment for this study because of data size and accessibility. Each tracker reads data

and converts the data to a matrix. After the matrix conversion process, preprocessor

starts to decode data. The computational graph which will be created by NNG needs

numerical data and collected data contains protocol-specific values in it. As a result,

decoding data is a crucial step for the rest of the experiment.

Finally, NNG Preprocessor passes the prepared data to an application named NNG

Extractor for the feature extraction.

3.3.1 Feature Extraction

Collected dataset’s features can be categorized into three following groups:

1. Basic features contain all the attributes that can be extracted from TCP/IP con-

nections.

2. Traffic features contain computed attributes in the network traffic with respect

to a window interval of 2 seconds. However, some of the slow probing at-

tacks like low rate port scanning use much larger time interval. For this reason,

host, and service attributes re-calculate according to connection windows of

100 connection rather than time window of 2 seconds.

3. Content features R2L and U2R attacks do not contain any sequential pattern

to follow. This kind of attack usually uses a single connection to gather infor-

mation from the network. Because of this, features extract from the suspicious

behaviors in the data portions.

Kayacik et al.[47] investigate the relevance of each feature in KDD99 intrusion de-

tection datasets. They create a feature set that contains 41 distinct feature about the

data. Six of these features are extracted from TCP/IP connection data and the rest of

them are extracted from traffic and content information. NNG Extractor application
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determines and starts to extract 41 predefined features from the data matrix based on

the entropy of the feature.

Entropy comes from information theory. Shows the amount of information obtained.

In other words, the higher the entropy, the more information content it has. Informa-

tion indicates the importance of property or quality, and determines which attribute is

most important to distinguish between classes to be knowledgeable. This piece of in-

formation is also calculated by the training data. Information can help in choosing the

best distinction; If the value is high, then this section is good, otherwise the section is

not good enough.

NNG Extractor application firstly extracts the basic features. The matrix is which

passed from NNG Preprocessor is created from raw TCP/IP dump data. Extractor

gathers each packages’ duration information, protocol type, port information, con-

nection flag, and send/receive byte counts. Extractor also labels each feature for the

type. If the data feature is extracted from a time frame, extractor application mark

this feature as a "Cont" otherwise data is marked as "Disc". Full features are listed in

the Table 3.4.

3.4 Neural Network Generator

The experiments were performed with an application named Neural Network Genera-

tor (NNG), developed in Python with TensorFlow and Keras libraries. These libraries

are explained in Section 3.5. The application creates neural network computational

graphs according to given architecture and then evaluates the networks with the test

data. Each generation of the network changes parameters stored in a matrix of activa-

tion functions, depth of the network, optimization algorithm, learning rate, learning

momentum, and dropout rate.

Firstly, NNG gets the definition of the neural network architecture from the lookup

map. This lookup map holds the description of the neural network architecture with

the appropriate parameters which is needed to create the computational graph. Neural

network architectures which are used by the NNG are listed in Table 3.5.
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Table 3.4: Extracted features.

Feature Description Type
duration Duration of the connection. Cont.
protocol type Connection protocol (e.g. tcp, udp) Disc.
service Destination service (e.g. telnet, ftp) Disc.
flag Status flag of the connection Disc.
source bytes Bytes sent from source to destination Cont.
destination bytes Bytes sent from destination to source Cont.
land 1 if connection is from/to the same host/port; 0 otherwise Disc.
wrong fragment number of wrong fragments Cont.
urgent number of urgent packets Cont.
hot number of "hot" indicators Cont.
failed logins number of failed logins Cont.
logged in 1 if successfully logged in; 0 otherwise Disc.
# compromised number of "compromised” conditions Cont.
root shell 1 if root shell is obtained; 0 otherwise Cont.
su attempted 1 if "su root” command attempted; 0 otherwise Cont.
# root number of "root” accesses Cont.
# file creations number of file creation operations Cont.
# shells number of shell prompts Cont.
# access files number of operations on access control files Cont.
# outbound cmds number of outbound commands in an ftp session Cont.
is hot login 1 if the login belongs to the "hot” list; 0 otherwise Disc.
is guest login 1 if the login is a "guest” login; 0 otherwise Disc.
Count number of connections to the same host as the current connection in the past two seconds Cont.
srv count number of connections to the same service as the current connection in the past two seconds Cont.
serror rate % of connections that have “SYN” errors Cont.
srv serror rate % of connections that have “SYN” errors Cont.
rerror rate % of connections that have “REJ” errors Cont.
srv rerror rate % of connections that have “REJ” errors Cont.
same srv rate %of connections to the same service Cont.
diff srv rate % of connections to different services Cont.
srv diff host rate % of connections to different hosts Cont.
dst host count count of connections having the same destination host Cont.
dst host srv count count of connections having the same destination host and using the same service Cont.
dst host same srv rate % of connections having the same destination host and using the same service Cont.
dst host diff srv rate % of different services on the current host Cont.
dst host same src port rate % of connections to the current h o s t having the same src port Cont.
dst host srv diff host rate % of connections to the same service coming from different hosts Cont.
dst host serror rate % of connections to the current host that have an S0 error Cont.
dst host srv serror rate % of connections to the current h o s t and specified service that have an S0 error Cont.
dst host rerror rate % of connections to the current host that have an RST error Cont.
dst host srv rerror rate % of connections to the current h o s t and specified service that have an RST error Cont.

As an optimizer parameter for the computational graph, we chose Adam optimizer

and Stochastic Gradient Descent (SGD) optimizer. Adam and SGD optimizers are

the most popular optimization algorithms and are a common way to optimize neural

networks [93]. The Stochastic Gradient Descent algorithm minimizes the cost func-

tion by updating the parameters in the reverse direction. On the other hand, Adam

optimizer computed derivative of the mini-batch of parameters and took the weighted

average of this calculation. Adam optimizer drove from RMSprop optimizer algo-

rithm. Adam optimizer has many variations of itself like Nadam, Adamax.

The learning rate of the optimizer algorithms determines the size of the steps that we
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Table 3.5: Neural Network Architectures

Neural Network Architecture Short Description
Convolutional Neural Network
(CNN)

A Convolutional Neural Network is comprised of
one or more convolutional layers and then followed
by one or more fully connected layers as in a stan-
dard multilayer neural network.

Recurrent Neural Network (RNN) A recurrent neural network is a class of artificial
neural network where connections between nodes
form a directed graph along a sequence.

Feed Forward Neural Network
(FFNN)

A feedforward neural network is an artificial neural
network wherein connections between the nodes do
not form a cycle.

AutoEncoder Networks (AEN) An autoencoder is a type of artificial neural net-
work used to learn efficient data codings in an un-
supervised manner.

Self-Organizing Map (SOM) A self-organizing map or self-organizing feature
map is a type of artificial neural network that is
trained using unsupervised learning to produce a
low-dimensional, discretized representation of the
input space of the training samples, called a map,
and is, therefore, a method to perform dimension-
ality reduction.

Evolutionary Neural Network
(ENN)

Neuroevolution, or neuro-evolution, is a form of
artificial intelligence that uses evolutionary algo-
rithms to generate artificial neural networks(ANN),
parameters, topology, and rules.

needed to reach the local minimum. Besides the fix learning rate1, computing the

adaptive learning rate for each parameter is also a regularly used method in the neural

networks. In this method, a learning momentum variable is used. This variable stores

an exponential decay average of the past squared gradient. This way, oscillation of

the learning rate in each step will decrease with respect to the momentum variable.

Another parameter of the network are the activation functions. An activation function

calculates the output value of a neuron. Details of the activation functions that are

chosen for the network creation explained in Section 2.2.1.

The depth of the network parameter determines the count of the hidden layers. NNG

creates neural networks. This parameter has a significant effect on the training time

1 Fix step size is hyperparameter which determines to what extent newly acquired information overrides old
information.
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and detection time of the network.

The last used parameter in the network is the dropout rate. Dropout is a regulation

technique that prevents the overfitting problem in the neural network [86].

Moreover, NNG determines the CPU or GPU specs of the test platform and decides

the consecutive thread count for the platform. This determined consecutive thread

count will be an important part of the computational graph. If the number of threads

is higher than the hardware can lift, the current platform will start to experience prob-

lems with performance. Correspondingly, NNG generates computational graph ac-

cording to selected neural network parameters and add this created neural network

to the appropriate thread. This created computational graph organizes the neural net-

work in terms of a forward propagation step. This step computes the output of the

neural network. Process followed by a backward pass or back propagation step which

is used to compute the gradients or compute the derivatives.

At the same time, NNG arranges the input interface for the dataset. For each thread,

NNG uses this input interface to construct a dataset for the prepared the computational

graph. NNG can get input from either the recorded dataset or simulation environment.

Each input interface opens a channel for the relevant thread. Then, preprocessed data

redirected to neural networks’ input channel. Finally, NNG collects the performance

data and statistical data for the tested network. Each statistical data are stored in a

comma separated value file for future analysis with the name of the created network.

Performance data of the network is stored in binary. This data contains information

about each epoch of the network and the metric values. Performance data contains

variables such as time for each epoch, training accuracy, moving mean for each step,

Poisson Distribution result and cross entropy changes according to time.

3.4.1 Network Attack Simulator

The most challenging aspect of simulation of network-based intrusion detection re-

search is proving the reliability and dependability of simulated datasets in comparison

to real-life datasets. On the other hand, well designed simulation environment offers

repeatability, programmability and extensibility of the validation instrument [15].
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A Virtual Lab named Cyber Security Attack Simulator (CSAS) have been imple-

mented in order to create an isolated platform to simulate, test and analyze different

types of security threats. The infrastructure was built by means of a VMware virtual-

ization software (or, for repeatability of the study, any virtualization platform can be

used for this stage) on one physical machine. In order to connect the virtual machine

to the network, we mapped the external internet connection of our host machine to the

internal VM network. The CSAS allows us to configure different network topologies

for defining different attack scenarios. The virtual testbed is an isolated environment

to mainly fabricate and collect simulated attack data. As, network technologies are

growing rapidly, we primarily employed open platforms to include different efforts

and different packages whenever there is a need [76]. Moreover, using open source

tools and applications facilitate the repeatability of the study. We used open source

systems and applications, e.g., GNS3, Ubuntu, Pfsense firewall in this study.

Figure 3.2: Simulator network topology

We initially defined the network topology as shown in Figure 3.2 using GNS3. At-

tacker and target machines are Ubuntu Docker appliance for GNS3. Pfsense is an

appliance of the GNS3. VMnet8 is our exit point to the internet. We disabled all

incoming and outgoing traffic from the VMnet8 using firewall rules during the exper-

imental phase.

In this experiment, CSAS uses the remaining half of the segmented dataset. First, this

data is converted into a time series to be used by the created ANN. In this way, they
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can be tested in a real environment. It moves in the form of traffic time series in real-

life network structures. They are also available in non-clean data in this traffic. The

topologies tested with static data are transferred over CSAS. They continue testing in

a structure close to the actual environment. This data is generated from data that the

ANNs have never seen before. A system contained in the VNet8 network in the test

environment has been established to provide data to the environment. This data can

be accessed from a firewall to access the NIDS location. The data generated by the

data provider in the VNet8 environment is such that it will provide attack data to the

servers and clients behind the backbone.

As a result of these tests, the data is collected and added to the results of the tests

carried out with static data.

3.5 Software Used

In this study, Neural Network Generator (NNG) application was developed on Python

v3.6 programming language with TensorFlow v1.12 as low-level computational graph

API, and Keras v2.2.4 as high-level neural networks API. NNG also uses the Tensor-

Board for the collect the statistical data about the computational graph. NNG Ex-

tractor application was developed on Python 3.6 programming language with Pandas

v0.23.4 as a data analysis library, NumPy v1.15.4 as a scientific computing library,

and SciKit v0.20.1 for regression calculation library. NNG Preprocessor application

was developed on C++ v17 programming language with R-Interpreter and Python-

Interpreter. Submodules, calculate and normalize the data, of the NNG Preprocessor,

were developed on R programming language. Finally, R programming language also

was used in Platform Result Analyzer (PRA) to calculate the evaluation results.

In the simulation part of the study, Virtual Lab named Cyber Security Attack Simu-

lator (CSAS) was implemented on VMWare v14 virtualization environment. On this

environment, Docker was used as a container manager, GNS3 was used as network

simulation manager and Cisco 3500 switch image, and PfSense firewall images were

used as active network components on GNS3 simulator. As an attacker and victim

platform, Ubuntu Xenial OS was chosen.
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The experiments were performed on the Intel x64 based i7 3.5Ghz CPU, 32GB of

memory, two NVIDIA 1080x graphic card connected with SLI and 5 TB of disk

space.

3.6 Evaluation Measures

Network Intrusion Detection Systems (NIDS) are designed for detecting anomalies

and attacks in the network. Thus, the effectiveness of a NIDS can be by its capacity

to make accurate predictions[74]. Therefore, there are four possible outcomes for a

given event. These outcomes are shown in Table 3.6, also known as the confusion

matrix. True negatives, as well as true positives, correspond to correct operation of

the NIDS; that is, the classification of the NIDS was correct, and events marked as

"normal" or "attack". False positives indicate to "normal" events being predicted as

"attack"; false negatives are "attack" events incorrectly predicted as "normal" events.

Table 3.6: Confusion Matrix

Predicted class
Negative class (Normal) Positive class (Attack)

Actual class
Negative class (Normal) True negative (TN) False positive (FP)
Positive class (Attack) False negative (FN) True positive (TP)

3.6.1 True Negative Rate

True negative rate (TNR) 3.1, also known as Specificity, is the ratio of the number of

legitimate records detected as normal instances divided by the total number of normal

(legitimate) instances included in the test set.

TN

TN + FP
(3.1)

3.6.2 True Positive Rate

True positive rate (TPR) 3.2, also known as Detection Rate (DR) or Sensitivity, is

defined as the number of intrusion records detected as attacks by the NIDS divided
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by the total number of intrusion records present in the test set.

TP

TP + FN
(3.2)

3.6.3 False Positive Rate

In the network intrusion detection system, a positive result of an event considered as

an "attack". False positive rate (FPR) 3.3, also known as false alarm rate (FAR), is

the ratio of the number of legitimate instances detected as attack instances divided by

total normal (legitimate) instances included in the test set.

FP

TN + FP
= 1− Specificity (3.3)

If the false positive rate is high in a NIDS, it can cause the administrator to inten-

tionally ignore the system warnings, which makes the system enter into an uncertain

status. Thus, a NIDS should have a high DR and a low FAR [102].

3.6.4 False Negative Rate

False negative rate (FNR) 3.4 is the ratio of the number of attack instances detected

as normal instances divided by the total attack instances included in the test set. This

term is used to describe a network intrusion device’s inability to detect the true attack.

The FNR value can be calculated by one minus TPR.

FN

TP + FN
= 1− Sensitivity (3.4)

3.6.5 Precision, Recall, and F-Measure

The Precision, Recall, and F-Measure metrics ignore the normal data that has been

correctly classified by the NIDS (TN), and focus on both the intrusion data and FAR

generated by NIDS.
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Accuracy (3.5) can be defined as the proportion of the total number of the correct

predictions to the actual test set size.

TN + TP

TN + TP + FN + FP
(3.5)

Precision (3.6), which is another information retrieval term, is often is paired with

“Recall”. It indicates the percentage of intrusions that have occurred. It is calculated

by the number of correctly classified positive (intrusion) examples divided by the

number of examples labeled by the system as positive. A NIDS aims to obtain a high

Precision, meaning that the number of false alarms is minimized.

TP

TP + FP
(3.6)

Recall measures the missing part from the Precision; namely, the percentage from the

real intrusions covered by the classifier. Consequently, it is desired for a classifier to

have high recall value. Recall does not take into consideration the number of False

Alarms. Thus, a classifier can have at the same time both good recall and high false

alarm rate.

F-score or F-measure is considered as the harmonic mean of recall and precision. The

higher value of F-score indicates that the NIDS is performing better on recall (true

positive rate) and precision. F-Measure is preferred when only one accuracy metric

is desired as an evaluation criterion. Note that when Precision and Recall reaches

100%, the F-Measure is maximum, meaning that the classifier has 0% false alarms

and detects 100% of the attacks. Thus, the F-Measure of a classifier is desired to be

as high as possible.

3.7 Experiment

NNG assures that all generated neural networks used the same preprocessed dataset

as input and the dataset were split into two. The first half of the dataset is split into

80% for training and 20% for validation and the remaining part is used for testing.
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In the training phase, every network is trained with constant epoch value. After the

training phase is complete, each network is tested with an unknown data which is the

remaining half of the main dataset and simulated attack data.

The time performance of an intrusion-detection system corresponds to the total time

that the NIDS needs to detect an intrusion. This time includes the processing time and

the propagation time. The processing time depends on the processing speed of the

NIDS, which is the rate at which the NIDS processes audit events. Time performance

is a critical metric for the NIDS. For this reason, each generated the network’s training

time data and detection time data stored.

Eventually, stored results and metrics are analyzed with the help of an application

named Platform Result Analyzer (PRA) which is developed on R programming lan-

guage.
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CHAPTER 4

RESULTS

We performed 6480 comparative experiments as explained in Section 3.1 by using the

KDD99 dataset with extracted 41 features. After the evaluation of the experiments,

we selected the top ten successful networks according to the false positive rate and

accuracy metrics. We evaluate these results of the experiments in three main section.

First, we focus on the comparison of neural network architectures’ performance on

network intrusion detection domain. Second, we elaborate on how neural network

parameters affect the evaluation counters like false positive rate and accuracy of the

network in the data and, lastly, we detail the result of the top selected networks’

behavior in the Cyber Security Attack Simulator (CSAS).

4.1 Results of the Architectural Comparison

In our experiments, all Convolutional Neural Networks (CNN) architectures have

resulted in accuracy below 10%, as shown in Figure 4.4 . This is because of the

structure of the CNN. CNN architectures convolute the input data. However, in the

NIDS domain, convoluting reduces the number of features in the input data. Thus,

every created CNN architecture resulted with a low accuracy rate.

Regarding the false positive rate and accuracy, lowest detection time was reached

by CNN with a time of 0.23s, shown as in Figure 4.2. However, CNN architecture

lost significant performance because of its architecture. Convoluting the input data

caused the loss of features. Despite the detection time, lowest accuracy and highest

false positive rates belong to the CNN architecture in our experiment. Also because of
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the architecture, the Convolutional Neural Network has the lowest training time with

248s. Overall node count in a CNN is lower than the other network architectures. This

effect suggests that the time cost of backpropagating the network for each epoch is

less than the other architectures for the NIDS domain. For the rest of the architectures,

Autoencoder, Feed Forward Neural Network, and Recurrent Neural Network, the

average training times were in the range between 343s to 934s as shown in Figure

4.1.

Figure 4.1: Architecture average training time.

Furthermore, in Figure 4.2, the training time of the Evolutionary Neural Network ar-

chitecture was over 4 hours (14523s) on average. Neuroevolution technique creates

a batch of neural networks and tests them with a fitness function with the given data.

Each batch contains more than one neural network. In this case, in our experiment

neuro-evaluator creates 20 neural networks for a batch. Thus, testing and backprop-

agating each networks’ time cost becomes higher. Meanwhile, ENN architecture

created complex networks in the NIDS domain with the selected feature. Because of

that, ENN has the highest detection time. Figure 4.2 shows the average detection time

of the neural network architectures.

On the other hand, in Figure 4.3 and Figure 4.4, the average accuracy of the Auto En-

coder Networks reached 94.71%, and the average false alarm rate was 0.35%. Auto
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Figure 4.2: Architecture average detection time.

Figure 4.3: Architecture average False Positive Rate.

Encoder networks can compress the high dimensional input data into the low dimen-

sional form, and this kind of network architectures can decode low dimensional data

to original data. According to an architectural structure, basic working principle of

an autoencoder network is encoding the input data into the hidden layers and decod-
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ing the data from the hidden layers to the output layer. For this reason, autoencoder

networks’ training times and detection times are less than the other complicated, deep

neural networks.

Figure 4.4: Architecture average Accuracy.

Lastly, in Figure 4.3 and Figure 4.4, for Feed Forward Neural Network architectures,

the average accuracy was 92.34%, and the false positive rate was 1.23%. Moreover,

Recurrent Neural Networks reached 91.58% for accuracy and average of 8.83% of

the false positive rate. RNNs perform better than the other networks if the input is

in stream form. However, this performance may vary according to the determination

of the time frame in the preprocessing stage. On the other hand, Feed Forward Neu-

ral Networks gave optimal performance curve with the proper choice of activation

function and optimization method.

4.2 Top 10 of the Neural Networks

For defined evaluation criteria and methodology, we sorted results according to lowest

false positive rate and highest accuracy. In this section, we present the results of the

chosen top 10 networks, listed in Table 4.1.
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Table 4.1: Top 10 rated network.

Type Architecture Hidden Layer Output Layer Optimizer Learning Decay Dropout
Type 0 FFNN softmax softmax Adam decay 0.5
Type 1 AEN sigmoid sigmoid Adam fix 0
Type 2 AEN sigmoid sigmoid Adam fix 0.5
Type 3 AEN sigmoid sigmoid Adam decay 0
Type 4 FFNN elu softmax Adam fix 0.5
Type 5 RNN relu softmax Adam fix 0.5
Type 6 RNN relu softsign Adam decay 0.5
Type 7 FFNN softplus relu Adam fix 0
Type 8 RNN relu softsign Adam fix 0.5
Type 9 FFNN relu elu Adam decay 0.5

In Figure 4.5, all the top 10 networks accuracy distributed between 94.074% and

99.012%. The Type 7 network has the highest accuracy rate with 99.012% and the

Type 3 lowest accuracy rate with 94.074%. Type 7 network used Feed Forward Neu-

ral Network architecture and Type 7 network was created with Softplus activation

function in the hidden layers. 9 of the top 10 networks employed an activation func-

tion which is a member of the logistics in their hidden layers function family. Due

to the nature of the sigmoid activation function, it converges close to its saturation

values of 0 and 1.

Also, this network employed the Adam optimizer. Adam optimizer has the low-

est training error and is computationally faster than the SGD. Adam optimizer also

reached a steady state in fewer epochs than the SGD. Laters epochs’ oscillation cre-

ated large updates in the SGD and needed a second order momentum for reducing the

update rate.

Moreover, 7 of the top 10 networks employed a dropout method with the rate of 0.5.

This statistic indicates that these networks have an issue with overfitting. Overfit-

ting is an error when the network starts to memorize the result. The reason for the

overfitting is that input data is not sufficient for the network or the created network

has a complex structure. In our case, the problem which caused the overfitting is

the complexity. Networks that use dropout values usually have a deeper hidden layer

structure in this situation.

In the perspective of false positive rate, the Type 0 has the minimum rate with 0.085%.

This network used the Adam optimizer with Softmax activation function in the hidden
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Figure 4.5: Top 10 Neural Network’s accuracy.

layers. Moreover, this network used a drop-out value with 0.5. The Type 0 network

is created with FFNN architecture. The Type 9 network has the maximum value with

0.819%. The distribution of the results can be seen in Figure 4.6

Figure 4.6: Top 10 Neural Network’s false positive rate.
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4.3 Effects of the Parameters

Figure 4.7 describes the performance comparison of the optimizer functions used in

all ANNs tested in the experiment. In the pivoting of the optimizer algorithm dur-

ing the benchmarking, we see that the Adam optimizer algorithm achieves a higher

success than the SGD optimizer algorithm in all experiments. This trent continues

in the topologies of ANN. As is illustrated by Figure 4.7, Adam optimizer has the

lowest false positive rate against SGD optimizer. Furthermore, Adam optimizer has

the highest accuracy and precision value overall. Adam optimizer targets high di-

mensional or large dataset space [51]. Also, because of the memory efficiency and

ability to work with the higher dimensional data, the Adam optimizer provides the

lower training time and detection time. However, SGD optimizers fitted FFNN had

a better performance rate over Adam optimizer. Finally, deeper network with Adam

optimizers resulted with higher accuracy and lowest false positive rate against SGD

optimizer.

Figure 4.7: Compression of optimizers.

As shown by Figure 4.8, Architectures which employed a decay momentum value

for their learning rate reach slightly better performance rate against fix learning rate.

This result is also the same for the accuracy and precision value. Network with Adam
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optimizers, perform better with the momentum parameters because of the nature of

the optimizer. On the contrary, momentum value had a significant effect on the train-

ing cost of the networks. Networks which employed a degree of momentum resulted

with 13.43% lower training time and 23.46% lower resource consumption.

Figure 4.8: Compression of learning decay rates.

Dropout applied networks resulted with a high false positive rate against the non-

applied network. Moreover, this result reflected on accuracy and precision value of

the non-applied networks as shown in Figure 4.9. The effectiveness of the dropout

was higher with deeper neural networks. However, this conclusion is heavily depen-

dent on the input dataset size.

In the hidden layer, Softplus activation function has the lowest false positive rate on

average with 10.8% as shown in Figure 4.10. However, in terms of the accuracy rate

Softmax, Softplus and Sigmoid activation function share the leading place. These

three activation functions have the same characteristics and all the three activation

function belong to the logistic function family. Due to the nature of the logistic func-

tion, it converges close to its saturation values of 0 and 1. In addition, as a result of

the experiments, the ReLu activation function showed a highest performance than the

other functions in RNN topologies.
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Figure 4.9: Compression of dropout rates.

Figure 4.10: Hidden layer activation function performance counters.
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CHAPTER 5

DISCUSSION AND CONCLUSION

Since the purpose of this research was to compare the efficiency of neural network

architectures in the NIDS domain, for this purpose, we created an experiment bench

for generating samples of the various neural network architectures with customizable

parameters and tested these neural networks using well-known benchmark dataset

KDD99. Also, we developed a simulation platform which acts like a live network, to

examine the created neural network. This simulation gives us an opinion about their

performance about how trained network behaves in the near-real-time environment.

Many review research [97] [63] [102] [73], have shown that the usage of the artifi-

cial neural networks in network intrusion detection domain is increasing. However,

despite the popularity of the ANNs and the capability of the general approximation,

constructing or determining a domain-specific topology remains a time consuming

and a challenging topic. In this research, we aim to propose a comparison guideline

for the artificial neural network topologies and components in the NIDS domain. The

results and findings of this research will help the researchers and practitioners.

Further, we collected the test results from the experiment bench according to defined

evaluation measurement criteria in Section 3.6. Accumulated outcomes are examined

and investigated according to research questions in Section 1.1.

At the end of the analysis, the neural networks which used the auto-encoder net-

work architecture have outperformed the other evaluated architectures with 94.71%

of accuracy and 0.35% false positive rate. On the other hand, Evolutionary Neural

Networks architecture reached the highest mark in the test; however, training time
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and detection time was the highest of them all. Moreover, the feed forward neural

network architectures also had considerable results in terms of false positive rate of

1.23% and accuracy of 92.34%. Lastly, in the simulation environment, recurrent neu-

ral network architecture and auto-encoder neural network architecture resulted with

the highest percentages of accuracy and false positive rate.

Subsequently, training costs have the major value for the evaluation of the neural net-

works. ENN has the worst training and prediction time in all of the tested neural

networks, because of its architectural structure. Despite the best training and de-

tection time that were recorded in tests, worst detection accuracy and highest false

positive rate belong to CNN network architecture.

In our experiment, we observed a correlation between network size and dropout value

with the used KDD99 dataset. When the depth of the network increases, neural net-

work more tend to face with overfitting. However, decreasing the depth of the archi-

tecture cause the miss detections. Moreover, the Adam optimizer performed better

than the SGD optimizer. Adam optimizer produced lower false positive of 5.65% and

higher accuracy result of 4.29%.

Just as crucial as the optimizer; activation functions also have a significant effect on

the performance. Neural networks which employed logistic function as an activation

function tend to give a better result than the other tested activation functions.

5.1 Discussion of Results

Comparative studies [21] [23] [49] in this field focus on one type of network archi-

tecture and does not mention about the preliminary parameters of the created neural

networks. Many other studies [57] [35] [71] focus on comparing artificial neural

network performances with different techniques used in NIDS. These research gives

limited information about the employed neural network architectures. Because of

these reasons, finding the effects of the components which play the crucial role in the

performance of an ANN, cannot be determined.

Chiba et al. [21] compared parameters of the neural networks to find an architecture
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for higher detection rate and lower false positive rate. In their research, they generated

and examined 48 different feed-forward neural networks in KDD99 dataset. After

the examination, logistic activation functions yields with the higher accuracy and

lowest false rate. Our findings support the results of this study, however, the scope of

the experiments performed by this study only cover the feed-forward neural network

architecture. Thus, comparison of the other type of architectures was missing in this

research.

Shone et al. [82] compared the deep learning architectures with the shallow network

architectures and, they proposed an autoencoder based deep learning model for the

NIDS. Their results demonstrate that the proposed architecture has the highest de-

tection rate. Shone et al.’s results concluded that the autoencoder based architectures

have the highest accuracy value. However, in this study, they used one activation

function and one optimization function. Because of this reason, the effect of the used

activation functions and optimization functions and other parameters cannot be deter-

mined with their research.

Furthermore, Dao et al. [23] also examined the performance of feed-forward neural

networks. In their experiments, they chose only an SGD optimization method and

changed the parameters around the selected optimization method. Conversely, this

study just contains a comparison of the limited number of activation function with

only one optimization function on the feed-forward neural network.

On the other hand, Kim et al. [49] completed a comparison of the depth of the neu-

ral networks. This study was also performed on the SGD optimization method, and

as an activation function, they used the hyperbolic sigmoid function. They showed

that incrementing the hidden layer count decreases the reliability of the network and

increases the computation time. Our results show that the deeper feed-forward neu-

ral network has the same behavior, but we found complex and more profound auto-

encoder neural network resulted in a better performance ratio.

The analysis was carried out according to the determined research questions and the

results gave the following important results to the practitioners and researchers:

• The auto-encoder network topology gave the highest performance among the
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topologies tested. RNN topologies on the flow data provided a noteworthy

performance. In addition, it was observed that CNN topologies failed in the

NIDS area.

• In spite of excellent accuracy rates, the detection times of ENN topologies were

higher than the other topologies. In order to improve the detection time per-

formance of ENN structures, it is observed that more powerful machines are

needed in the current test environment. In the same way, auto-encoder networks

have been the most successful topology in experiments with high accuracy and

low FAR values in combination with short detection time.

• The activation functions of the logistic function family have reached higher val-

ues than the other functions in the NIDS field. The softplus, which is a logistic

function, has the highest performance values. Although the ReLu activation

function gave higher results in RNN architectures, it was observed that it gave

the lowest results when used in auto-encoder topology. In the same way, when

the optimizer algorithms are determined as pivot, Adam optimizer algorithm

has reached the highest performance values in all topologies used according to

SGD optimizer algorithm. In addition, the ENN topology selected Adam as

the optimal optimizer algorithm according to the NIDS domain data. Another

important effect on FAR is the dropout value. Using the dropout value, ANN

topologies achieved a better performance than those who did not use dropout.

5.2 Limitations and Further Research

Testing all variations of the neural network was time expensive and was a slow pro-

cess. For this reason, increasing the variance of the testing parameters like optimizer

function and depth of the networks could be considered as a future work with a more

capable, modern GPU supported experimentation environment. Of equal importance,

a simulation environment which has a higher bandwidth and throughput, which is

also capable of creating a higher ratio of data will show more detailed results.
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