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ABSTRACT

BAER AND QUASI-BAER MODULES

Kör, Arda

Master, Department of Mathematics

Supervisor: Assist. Prof. Dr. Cesim ÇELİK

February 2011, 58 pages

This study contains the endomorphism rings of retractable modules, Baer, quasi-

Baer modules and rings. A moduleMR is said to be retractable ifHomR(M,N) , 0 for

each nonzero submoduleN of M. It is shown that ifMR is nonsingular and retractable,

thenEndR(M) = S is a right CS ring if and only if M is CS module. A moduleMR is

called (quasi-) Baer if the right annihilator of a (two-sided) left ideal ofS = EndR(M)

is a direct summand of M. After these definitions, it is shown that a direct summand

of a (quasi-) Baer module is also a (quasi-) Baer module and a finitely generated Z-

moduleM is a Baer module if and only if M is semisimple or torsion free. Beside these

it is shown that direct sums of (quasi-) Baer modules are not (quasi-) Baer module.

Furthermore, it is shown every free (projective) module over a (quasi-) Baer ring is

always a (quasi-) Baer module. The relation between CS-modules and FI-extending

modules are exhibited and it is shown that a module MR is (quasi-) Baer and (FI-)

K-cononsingular if and only ifMR is (FI-) extending and (FI-) K-nonsingular. It is also

shown that if R is semisimple and artinian if and only if every (right)R-module is Baer.

Among other results, the endomorphism ring of a (quasi-) Baer module is a (quasi-)

Baer ring, while the converse is not true in general.

Key words: retractable modules, CS-modules, (FI-) extending modules, (FI-) K-

nonsingular modules, injective modules, fully invariant modules, endomorphism rings,

annihilator.
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ÖZET

BAER VE QUASI-BAER MODULLER

Kör, Arda

Master Tezi, Matematik B̈olümü

Tez Yöneticisi: Yrd. Doç. Dr. Cesim ÇEL̇IK

Şubat 2011, 58 sayfa

Bu çalışma retractable modüllerin endomorphizma halkalarını, Baer, quasi-Baer

mod̈ulleri ve halkaları içermektedir.M’nin her sıfırdan farklı alt mod̈ulü için HomR(M,N) ,

0 ise bu M mod̈ulüne retractable module denir. Gösterildi ki, MR nonsingular ve re-

tractable olsun,MR CS mod̈uldür ancak ve ancak endomorfizma halkası CS halkadır

(EndR(M) = S). M’nin endomorfizma halkasının sol idealinin sağ sıfırlayıcısıM’nin

direk toplamıysaM’ye Baer mod̈ul denir. Bu tanımlardan sonra (quasi-) Baer modülün

direk toplamının (quasi-) Baer modül olduğu g̈osterildi. Bunların yanında (quasi-)

Baer mod̈ulün dik toplamlarının (quasi-) Baer modül olmadı̆gı gösterildi. (Quasi-)

Baer halkasındaki her serbest modülün her zaman (quasi-) Baer modül olduğu g̈osterildi.

CS-mod̈uller ve FI-extending mod̈uller arasındaki ilişki g̈osterildi. Ayrıca kanıtlandı

ki, MR (quasi-) Baer ve (FI-) K-cononsingulardir ancak ve ancakMR (FI-) extending ve

(FI-) K-nonsingulardir. Ve her (săg) R-modul̈u Baerdir ancak ve ancakR semisimple

ve artiniandır. Bu sonuçların yanında, (quasi-) Baer modulün endomorfizma halkasının

(quasi-) Baer halka oldŭgu ama tersinin genellikle doğru olmadı̆gı gösterildi.

Anahtar Kelimeler: retractable mod̈uller, CS-mod̈uller, (FI-) extending mod̈uller,

(FI-) K- nonsingular mod̈uller, injektif mod̈uller, fully invariant moduller, endomor-

phizma halkası, annihilatör.
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CHAPTER 1

INTRODUCTION AND PRELIMINARIES

1.1 Some Basic Concepts in Modules and Rings

Definition 1.1 Let M be a module. If there does not exist a properly descending (as-

cending) infinite chain M1 ≥ M2 ≥ ... (M1 ≤ M2 ≤ ...) of submodules of M then M

satisfies the descending (ascending) chain condition DCC (ACC). A module M is ar-

tinian (noetherian) if it satisfies DCC (ACC).

A ring R is called right artinian if RR is artinian (noetherian) module. A ring R is

called left artinian ifRR is artinian (noetherian) module. If R is both left and right

artinian (noetherian) then it is called artinian (noetherian) ring.

Proposition 1.2 Let N be a submodule of M. Then M is artinian if and only if N and

M
N are both artinian.

Corollary 1.3 Any finite direct sum of artinian modules is artinian.

Corollary 1.4 If R is right artinian ring then all finitely generated R modules are

artinian.

Definition 1.5 A right R-module M is called free if it has a basis,{mi | i ∈ I } , mi ∈ M

such that every element of M can be written uniquely in the form;

m=
∑
i∈I

mir i

where ri ∈ R and all but a finite number of ri are0.

Proposition 1.6 Let M be a right R-module.
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(i) A right R module M is free if and only if it is isomorphic to a direct sum of copies

of RR.

(ii) Every module M is homomorphic image of a free module.

Definition 1.7 A right R-module M is said to be finitely generated if there exist ele-

ments m1,m2, ....mn ∈ M such that M=
∑n

j=1 mj. In this case, we say that{m1,m2, ....,mn}

is a set of generators of M.

Definition 1.8 A right R-module M is said to be cyclic if there is an element m0 ∈ M

such that every m∈ M is of the form m= mor, where r ∈ R. Also m0 is called the

generator of M and we write M=< mo >.

Definition 1.9 Let M be an R-module and N be a submodule of M. N is called an

essential submodule of M if K∩ N , 0 for all nonzero submodules K of M, denoted by

N ≤e M.

Proposition 1.10 Let M be an R module. Then;

(i) N ≤e M if and only if N∩mR, 0 for all nonzero m∈ M.

(ii) Let K ≤ N ≤ M. Then K≤e Mif and only if K≤e N and K≤e M.

(iii) Let N≤e M and K≤ M. Then N∩ K ≤e K.

(iv) Let Ni ≤e Ki, 1 ≤ i ≤ t,t ≥ 1. Then;(N1 ∩ N2 ∩ ...Nt) ≤e (K1 ∩ K2 ∩ ...Kt).

(v) Let K ≤ N ≤ M. If ( N
K ) ≤e ( M

K ) then N≤e M.

(vi) Let N≤e M and m∈ M then(N : m) = {r ∈ R | mr ∈ N} ≤e RR.

(vii) For any nonempty index set I, let Ni ≤e Mi(i ∈ I ). Then;

⊕
i∈I

Ni ≤e

⊕
i∈I

Mi

.
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Definition 1.11 Let M be a right R-module and K,N ≤ M. K is called complement of

N in M if K is maximal with respect to the property K∩ N = 0. If a submodule K of M

is complement submodule in M, then it is denoted by K≤c M.

Lemma 1.12 Let M be a right R-module and K,N ≤ M. If K ∩ N = 0,there exists a

complement L of N such that K≤e L and(L ⊕ N) ≤e M.

Definition 1.13 Let M be an R-module. For any nonzero x∈ M define annR(x) =

{r ∈ R | rx = 0} that is a left ideal of R and is called the annihilator ideal of x. Also it

follows that Rx� R
annR(x) .

Definition 1.14 Let M be an R-module. Z(M) = {x ∈ M | annR(x) ≤e R} is called

singular submodule of M. If Z(M) = M then M is called singular module. And if

Z(M) = 0 then M is called nonsingular module.

Definition 1.15 An R-module M is said to be torsion module if ann(x) , 0 for all

x ∈ M.

Definition 1.16 An R-module M is called torsion-free module if ann(x) = 0 for all

x ∈ M.

Example 1.17 Z2(M) = {m ∈ M | m+ Z(M) ∈ Z( M
Z(M) )} is a submodule of M and it

is the largest singular submodule of M. Also Z(M) ≤e Z2(M). In fact, let m∈ Z2(M).

Then m+ Z(M) ∈ Z( M
Z(M) ). This implies that there exists an essential ideal I in R such

that mI≤ Z(M). Hence, Z(M) ≤e Z2(M).

Lemma 1.18 Let M be a nonsingular right R-module and let N be a submodule of M.

Then;

(i) N ≤e M if and only if Z( M
N ) = ( M

N ).

(ii) Z2(M) ≤c M.

Definition 1.19 Let M be a right R-module and N≤ M. K is called essential closed(closure)

of N in M such that N≤e K ≤c M.
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Proposition 1.20 Let M be a right R-module and N≤ K ≤ M. Then;

(i) N ≤c M if and only if the essential closed(closure) of N in M is itself.

(ii) N ≤c K ≤c M then N≤c M and if N≤e M then N≤c K.

(iii) If L is the complement of N in M and U is the complement of L in M with N≤ U,

then N≤e U.

(iv) L is essential closed of N in M if and only if L is maximal submodule with re-

spect to the property N≤e L if and only if L is the minimal submodule of the

complement submodules which contain N in M.

Definition 1.21 Let M be a right R-module. The submodule

soc(M) =
⋂
{N ≤ M | N is essential submodule} =

∑
{N ≤ M |N is simple submodule}

is called socle of M.

Theorem 1.22 Let M be a right R-module. The followings are equivalent.

(i) Every submodule of M is a sum of the simple submodules of M.

(ii) M is a sum of simple submodules of M.

(iii) M is a direct summand of simple submodules of M.

(iv) Every submodule of M is a direct summand of M.

Definition 1.23 Let M be a right R-module. If it satisfies one of the conditions of the

theorem above then it is called semisimple module.

Corollary 1.24 (i) Every submodule of semisimple module is semisimple.

(ii) Homomorphic image of every semisimple module is semisimple.

(iii) Every sum of semisimple modules is semisimple.

4



Lemma 1.25 Let {Mi | i ∈ I } be a family of modules.Then;

⊕
i∈I

S oc(Mi) = S oc(
⊕

i∈I

Mi)

.

Definition 1.26 Let M be a right R-module. M is called uniform module if every sub-

module of M is essential in M.

Definition 1.27 Let M be a right R-module. Then we call M has a finite uniform dimen-

sion (finite Goldie dimension) if there exists an independent sequence H1,H2, ...,Hn

(n < ∞) of uniform submodules of M with(H1⊕H2⊕ ...⊕Hn) ≤e M. Also it is denoted

by ud(M) = n < ∞.

Proposition 1.28 Let M be a right R-module and A≤ M.

(i) M has a finite uniform dimension if and only if every submodule of M has a finite

uniform dimension.

(ii) If A ≤c M has a finite uniform dimension thenMA has a finite uniform dimension.

(iii) If A1,A2, ...,An ≤ M and for each i, Ai has a finite uniform dimension then(A1 ⊕

A2 ⊕ ... ⊕ An) has a finite uniform dimension.

(iv) If A ≤e M and A has finite uniform dimension then M has finite uniform dimen-

sion.

Lemma 1.29 Let M be a right R-module.

(i) If A1,A2, ...,An ≤ M then; ud(A1⊕A2⊕ ...⊕An) = ud(A1)+ ud(A2)+ ...+ ud(An).

(ii) Let A ≤ M and A has finite uniform dimension. Then A≤e M if and only if

ud(M) = ud(A).

Proposition 1.30 Let M be a right R-module and A≤ M .

(i) If A ≤c M then ud(M) = ud(A) + ud( M
A ).

5



(ii) Let M has a uniform finite dimension. If ud(M) = ud(A) + ud( M
A ) then A≤c M.

Definition 1.31 Let R be a ring, M and N be R-modules with identity. If every ho-

momorphism from a submodule X of N to M extend from N to M then M is said to be

N-injective. For every R-module N if M is N-injective then M is called injective mod-

ule. If M is M-injective then M is called quasi-injective module. M and N are relatively

injective if M is N-injective and N is M-injective. Also if M is RR injective then M is

injective.

Proposition 1.32 Let {Mi | i ∈ I } be a family of R-modules.
∏

i∈I Mi is injective if and

only if each i∈ I, Mi is injective.

Proposition 1.33 Let M be a right R-module.

(i) M is injective if and only if M is direct summand of every R-module which con-

tains M.

(ii) Let A be an R-module and B be a submodule of A. If M is A-injective then M isA
B

and B-injective.

Proposition 1.34 A module M is(
⊕

i∈I Ai)− injective if and only if M is Ai− injective

for every i∈ I.

Definition 1.35 Let M be a right R-module. The injective module which contains M

as essential is called the injective hull of M and it is denoted by E(M).

Proposition 1.36 Let M be a right R-module. The followings are equivalent.

(i) The injective hull of M is E(M).

(ii) E(M) is the maximal module of the modules which contains M as essential.

(iii) E(M) is the minimal module of the injective modules which contains M.

Definition 1.37 Let R be a ring and let M be a right R-module. If every complement

submodule K of M is a direct summand of M then M is called CS-module((C1)holds).

6



Equivalently, for every submodule K of M there exists a direct summand N of M such

that K is essential in N. The ring R is called right CS-ring if RR is CS-module. For

every I≤c R there exists idempotent e∈ R such that I= eR. For example, semisimple

modules, uniform modules and injective modules are CS-modules. Every complement

of a CS-module is CS-module. But any submodule of a CS-module may not be CS-

module.

For example, let M be not a CS-module then since E(M) is injective module then it is

CS-module. Even M is essential in E(M) it is not CS-module. Also a direct sum of two

CS-modules may not be CS-module.

Example 1.38 Let Z denote the integers, let p be any prime, let M1 = Zp and let

M2 = Zp3. M1 and M2 are CS-Z-modules. But M= (M1 + M2) is not a CS-module.

Definition 1.39 A right R-module M is called indecomposable module if M has no

nonzero proper direct summand. Equivalently, M is indecomposable if and only if for

any K≤d M ,K = 0 or K = M.

Proposition 1.40 Let M be an indecomposable right R-module. If M is CS-module

then M is uniform module.

Definition 1.41 Let M be a right R-module.

(C2): Every submodule of M which is isomorphic to a direct summand of M is a direct

summand of M.

(C3): If N1,N2 be two direct summand of M such that N1 ∩ N2 = 0 then(N1 ⊕ N2) is a

direct summand of M.

Lemma 1.42 Every direct summand of M satisfying Ci (i = 1,2) satisfies Ci (i = 1,2).

Definition 1.43 A right R-module M is called continuous (quasi-continuous) if M is

CS-module satisfying the condition(C2) ((C3)).

Lemma 1.44 Every module M satisfying the condition(C2) satisfies the condition

(C3).

7



Proof. Let K, L be direct summand of M withK ∩ L = 0 , M = K ⊕ K′ for a

submoduleK′ of M. Let π : M → K′ be a projection map.K ∩ L = 0 thenπ(L) � L

andπ(L) ≤ K′. By the condition (C2), π(L) ≤d M and henceM = π(L) ⊕ L′ for a

submoduleL′ of M. ThenK′ = π(L)⊕ (K′ ∩ L′) andM = K ⊕ π(L)⊕ (K′ ∩ L′). Hence,

K ⊕ π(L) ≤d M.K ⊕ π(L) � K ⊕ L thenK ⊕ L ≤d M.�

Proposition 1.45 In any ring R, the following sets coincide:

(i) The intersection of all maximal right ideals of R.

(ii) The intersection of all maximal left ideals of R.

(iii) The intersection of all right primitive ideals of R.

(iv) The intersection of all left primitive ideals of R.

Definition 1.46 In any ring R, the ideal defined by the intersections given in Proposi-

tion 1.45 is called the Jacobson radical of R, denoted by J(R).

8



CHAPTER 2

NONSINGULAR RETRACTABLE MODULES AND THEIR

ENDOMORPHISM RINGS

2.1 Preliminaries

In this chapter [26] was taken as a reference basically. Also in this chapter all the rings

are assumed to be associative with unit but not necessarily commutative. The modules

are unital right modules. The base ring, the right R-module and the endomorphism

ring are denoted by,R, MR, S = EndR(M) respectively. The notationEnd(M) is used

instead ofEndR(M). The N ≤e M meansN is essential in M;N ≤c M meansN is

closed in M;N ≤d M meansN is direct summand ofM.

Definition 2.1 A module M is said to be retractable if for every nonzero submodule N

of M, HomR(M,N) , 0.

Definition 2.2 A module M is said to be e-retractable if for every nonzero complement

submodule C of M, HomR(M,C) , 0 .

Definition 2.3 Let A be a right R-module and B be a left R-module. Let F be a free

abelian group that generated by A× B and K be a subgroup of F whose elements are

generated by the following elements of F;

(i) (a+ a′,b) − (a,b) − (a′,b)

(ii) (a,b+ b′) − (a,b) − (a,b′)

(iii) (ar,b) − (a, rb)

Then F/K is an abelian factor group which is called the tensor product of A and B and

denoted by A⊗R B.

9



Before defining a nondegenerate module, we define some notations;

IS(N) = {s ∈ S | sM ⊆ N}

and let

AM(H) = HM =
∑
h∈H

hM

whereN ≤ MR, H ≤ SS andS = End(M).

Clearly, IS(N) is a left ideal ofS and AM(H) = HM is a submodule ofM. The

notationsAM(H) andHM will be used interchangeably, and we will identifyIS(N) and

HomR(M,N) for N ≤ MR; in particular, M is retractable ifIS(N) , 0 for 0, N ≤ MR.

Definition 2.4 Let M∗ = HomR(M,R) and let T = (M∗,M) = {
∑n

i=1 fimi | fi ∈ M∗,

mi ∈ M} =
∑

f∈M∗ Im( f ) be the trace of M in R, M is said to be nondegenerate if

mT , 0 for all 0 , m ∈ M.

Also, define (, ) : M∗ ⊗S M → R by ( f ,m) = f (m) for m ∈ M and f ∈ M∗ is R-module

homomorphism. And [, ] : M ⊗R M∗ → S by [m, f ]m1 = m( f ,m1) = m f(m1) for

m,m1 ∈ M and f ∈ M∗.

Proposition 2.5 Let MR be nondegenerate. Then, for any nonzero submodule, N of M

IS(N) , 0 but not conversely (for example, let M be theZ-module Z
pnZ

).

Proof. Let N be a nonzero submodule of M, and let 0, n ∈ N. Then, since M is

nondegenerate, [n,M∗] , 0 by [25]. From [n,M∗]M = n(M,M∗) ⊆ nR, so [n,M∗] ⊆

IS(N), henceIS(N) , 0.�

Proposition 2.6 For any right R-module M, right M-module N and right S-module H;

(i) N1 ≤ N2 ≤ MR then IS(N1) ≤ IS(N2).

(ii) H1 ≤ H2 ≤ SS then AM(H1) ≤ AM(H2).

(iii) AM IS(N) ≤ N and H≤ ISAM(H).

(iv) IS(N) = ISAM IS(N) and AM(H) = AM ISAM(H).

10



Proof.

(i) Let s ∈ IS(N1) thensM ⊆ N1 ≤ N2 sos ∈ IS(N2) which impliesIS(N1) ≤ IS(N2).

(ii) Let H1 ≤ H2 ≤ SS then AM(H1) = H1M ≤ H2M = AM(H2) which implies

AM(H1) ≤ AM(H2).

(iii) Let N ≤ MR andH ≤ SS thenAM IS(N) = IS(N)M ≤ N sinceIS(N) = {s ∈ S |

sM ⊆ N}. Also sinceISAM(H) = IS(HM) = {s ∈ S | sM ⊆ HM}, for all h ∈ H

thenh ∈ ISAM(H) which impliesH ≤ ISAM(H).

(iv) Let N ≤ MR and H ≤ SS then by (iii ) AM IS(N) ≤ N if we apply IS to both

side we foundISAM IS(N) ≤ IS(N). And let IS(N) = H1 = {s ∈ S | sM ⊆ N}

is a right ideal ofS. Then again by (iii ) IS(N) ≤ ISAM IS(N). Consequently,

IS(N) = ISAM IS(N). Similarly, we can see thatAM(H) = AM ISAM(H).

�

2.2 Nondegenerate, Retractable and e-Retractable Modules

Proposition 2.7 When M is nondegenerate then M is retractable and M has the fol-

lowing two properties.

(I) For N1 ≤ N2 ≤ MR , N1 ≤e N2 if and only if IS(N1) ≤e IS(N2).

(II) For H1 ≤ H2 ≤ SS, H1 ≤e H2 if and only if AM(H1) ≤e AM(H2).

Proof. (II ) First assumeH1 ≤ H2 ≤ SS and let 0, m = Σn
i=1himi ∈ AM(H2), with

mi ∈ M andhi ∈ H2 for i = 1, ...,n. Then 0, [m,M∗] = Σn
i=1hi[mi ,M∗] ⊆ H2, hence

[m,M∗] ∩ H1 , 0. We have 0, [m,M∗] ∩ H1M ⊆ H1M ∩ m(M,M∗) ⊆ H1M ∩ mR,

therefore,H1M = AM(H1) ≤e AM(H2).

Conversely, assume thatAM(H1) ≤e AM(H2), for H1 ≤ H2, and let 0, h ∈ H2 then

hM , 0 implieshM ∩ AM(H1) , 0 and this implies that 0, [hM ∩ AM(H1),M∗] ⊆

[hM,M∗] ∩ [AM(H1),M∗] ⊆ hS∩ H1, henceH1 ≤e H2.

11



(I ) Let IS(N1) ≤e IS(N2). Since M is retractable then it follows from Proposition

2.5 that, for every nonzero submoduleN1 of M, there is 0, s ∈ IS(n1R) where 0,

n1 ∈ N1. Hence, sinceIS(n1R) ⊆ IS(N1), we have 0, sM ⊆ n1R∩ AM IS(N1), so that

AM IS(N1) ≤e N1. Similarly, AM IS(N2) ≤e N2. And by hypothesisIS(N1) ≤e IS(N2) so

AM IS(N1) ≤e AM IS(N2) which impliesN1 ≤e N2.

Now let N1 andN2 are nonzero submodules of M such thatN1 ≤ N2 and assume

first thatN1 ≤e N2. Then we haveIS(N1) ≤ IS(N2), AM IS(N1) ≤ AM IS(N2) ≤e N2, and

AM IS(N1) ≤e N1 ≤ N2, thereforeAM IS(N1) ≤e N2 and henceAM IS(N1) ≤e AM IS(N2),

and this implies by (II), thatIS(N1) ≤e IS(N2). �

Proposition 2.8 For any MR, the followings are equivalent.

(i) MR is retractable.

(ii) For any N≤ MR, AM IS(N) ≤e N.

(iii) For N1 ≤ N2 ≤ MR, IS(N1) ≤e IS(N2) then N1 ≤e N2.

Proof.

(i ⇒ ii ) If M is retractable and 0, N ≤ MR then for any 0, n ∈ N, there exists

0 , s ∈ IS(nR), sinceIS(nR) ⊆ IS(N), we have that, 0, sM ⊆ nR∩ AM IS(N) so that

AM IS(N) ≤e N.

(ii ⇒ i) If AM IS(N) ≤e N for any nonzero N this impliesIS(N) = {s ∈ S | sM ⊆

N} , 0. ThenMR is retractable.

(i ⇒ iii ) If M is retractable andIS(N1) ≤e IS(N2) for N1 ≤ N2 ≤ MR then for any

0 , n2 ∈ N2, there is 0, s ∈ IS(n2R) ∩ IS(N1) we have, 0, sM ⊆ n2R∩ N1, which

showsN1 ≤e N2.

(iii ⇒ ii ) Assume (iii ) holds, and let 0, N ≤ MR. Then sinceIS(N) = ISAM IS(N)

implies in particular, thatISAM IS(N) ≤e IS(N) we have by (iii ) thatAM IS(N) ≤e N.�

It can be seen from Proposition 2.8 that whereas nondegenerate modules are satis-

fied property (I), retractable modules are satisfied only one direction of (I). However,

if M is nonsingular as well as retractable, then the other direction is also satisfied.
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Theorem 2.9 If MR is nonsingular and retractable then we have.

(I) For N1 ≤ N2 ≤ MR , N1 ≤e N2 if and only if IS(N1) ≤e IS(N2).

Proof.

(⇐:) Already proved.(Proposition 2.8)

(⇒:) Assume thatN1 ≤e N2 and let 0 , s ∈ IS(N2). Choosem ∈ M such that

0 , sm= n2 ∈ N2, then sinceN1 ≤e N2 there isr ∈ R such that 0, n1 = n2r = smr,

and also 0, smrR= n1R⊆ N1. By Proposition 2.8 (ii ) AM IS(mrR) ≤e mrR, if x is any

nonzero element inmrR, then it is known [18, p.46, Lemma 3]that the right idealJx =

{r ∈ R | xr ∈ AM IS(mrR)} is an essential right ideal of R. Assumes[AM IS(mrR)] = 0,

then for any nonzerox ∈ mrR, sincexJx ⊆ AM IS(mrR), we will havesxJx = 0 and

consequentlysx= 0 since M is nonsingular andJx ≤e RR, but this contradicts the fact

that sx = smrR, 0. Hences[AM IS(mrR)] , 0 and there isc ∈ IS(mrR) such that

sc, 0. Then 0, sc∈ sS∩ IS(N1), proving thatIS(N1) ≤e IS(N2).�

Corollary 2.10 Let MR be nonsingular. Then M is retractable if and only if (I) holds.

Proof. By Proposition 2.8 and Theorem 2.9.�

Recall that a submoduleC of M is complement submodule ofM if C has no proper

essential inM. WhenMR is nonsingular, then for any submoduleN of M, there is a

unique complement,C in M such thatN ≤e C.

Theorem 2.11 Let MR be nonsingular. Then the followings are equivalent;

(i) M is e-retractable.

(ii) For any nonzero complement C in M, AM IS(C) ≤e C.

(iii) If N1 ≤ N2 ≤ MR and N2 is a complement in M, if IS(N1) ≤e IS(N2) then N1 ≤e N2.

Proof.

(i ⇒ ii ) Let assumeM is e-retractable and let 0, x ∈ C then there exists a

complement submoduleY of C such thatxR ≤e Y. SinceY ⊆ C we have,IS(Y) ⊆
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IS(C), and since 0, Y is a complement in M and M is e-retractable, there is 0,

s ∈ IS(Y). ThensM ⊆ Y and sincexR ≤e Y, there is 0, z ∈ sM∩ xR. Therefore,

0 , z ∈ IS(C)M ∩ xRproving thatIS(C)M ≤e C which impliesAM IS(C) ≤e C.

(ii ⇒ i) Let 0 , C ≤c M by (ii ) AM IS(C) ≤e C. Then there exists 0, z ∈

IS(C)M ∩ xR where x ∈ C so IS(C) = {s ∈ S | sM ⊆ C} , 0 which provides

Hom(M,C) , 0.

(i ⇒ iii ) AssumeM is e-retractable andN1 ≤ N2 ≤ MR whereN2 ≤c M, suppose

that IS(N1) ≤e IS(N2). Let 0 , n2 ∈ N2. Then there existsC ≤c N2 such thatn2R ≤e

C ≤c N2 and so by e-retractabilityIS(C) , 0 hence there is 0, b ∈ IS(C) ∩ IS(N1).

Then 0, bM ⊆ C ∩ N1, and this implies thatC ∩ N1 , 0 and son2R∩ N1 , 0. This

impliesN1 ≤e N2.

(iii ⇒ ii ) Assume (iii ) holds. And letN2 be nonzero complement in M. From

IS(N2) = ISAM IS(N2) we have in particular,ISAM IS(N2) ≤e IS(N2) by (iii ) AM IS(N2) ≤e

(N2).�

As regards property (II), here again it holds when M is nondegenerate, whereas

for M is nonsingular and retractable, (II) holds if and only ifH ≤e IS(HM) for each

H ≤ SS. Next theorem gives the relationship between properties (I) and (II).

Theorem 2.12 (i) Given (I), then (II) holds if and only if H1 ≤e ISAM(H1) for each

H1 ≤ SS.

(ii) Given (II), then (I) holds if and only if AM IS(N1) ≤e N1 for each N1 ≤ MR

Proof.

(i) (⇒:) Let (I) be given. Suppose (II) holds and letH1 ≤ SS. ThenAM ISAM(H1) =

AM(H1) implies in particular thatAM(H1) ≤e AM ISAM(H1) and by proposition 2.6

(iii ) H1 ≤ ISAM(H1) these implies that by (II)H1 ≤e ISAM(H1).

(⇐:) Conversely, assume thatH1 ≤e ISAM(H1) for eachH1 ≤ SS. To prove (II)

assume firstH1 ≤e H2. Then we haveAM(H1) ≤ AM(H2), H1 ≤e ISAM(H1) ≤

ISAM(H2) and H1 ≤e H2 ≤e ISAM(H2), thereforeH1 ≤e ISAM(H2), which im-

plies that ISAM(H1) ≤e ISAM(H2) and by (I) AM(H1) ≤e AM(H2) . For the
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other direction of (II) assumeAM(H1) ≤e AM(H2), whereH1 ≤ H2 ≤ SS us-

ing (I) we have,H1 ≤e ISAM(H1) ≤e ISAM(H2), henceH1 ≤e ISAM(H2). But

H1 ≤e H2 ≤e ISAM(H2), henceH1 ≤e H2.

(ii) (⇒:) Let (II) be given. Suppose (I) holds, then we know by Proposition 2.6

AM IS(N1) ≤ N1 and ISAM IS(N1) = IS(N1) implies in particularISAM IS(N1) ≤e

IS(N1) then by (I)AM IS(N1) ≤e (N1) for eachN1 ≤ MR.

(⇐:) Conversely, assume thatAM IS(N1) ≤e N1 for eachN1 ≤ MR. To prove (I)

assume firstN1 ≤e N2. Then we haveIS(N1) ≤ IS(N2) , AM IS(N1) ≤ AM IS(N2) ≤e

N2 andAM IS(N1) ≤e N1 ≤e N2 thereforeAM IS(N1) ≤e N2. HenceAM IS(N1) ≤e

AM IS(N2) which by (II) implies thatIS(N1) ≤e IS(N2). For the other direction of

(I) assume thatIS(N1) ≤e IS(N2) with N1 ≤ N2 ≤ MR. Then again by using (II)

AM IS(N1) ≤e AM IS(N2) ≤e N2, henceAM IS(N1) ≤e (N2). But AM IS(N1) ≤e N1 ≤

N2, henceN1 ≤e N2.

�

Corollary 2.13 Let MR be a nonsingular and retractable. Then (II) holds if and only

if H ≤e ISAM(H) for each H≤ SS.

Proof. By Theorem 2.9 sinceMR is nonsingular and retractable then (I) holds so by

Theorem 2.12(i) (II) holds if and only ifH ≤e ISAM(H) for eachH ≤ SS. �

Theorem 2.14 (i) For any MR and T = (M∗,M) = {
∑n

i=1 fimi | fi ∈ M∗, mi ∈

M}, MT ≤e M then NT ≤e HomR(M,N)M for every nonsingular NR, if M is

nonsingular, the converse also holds.

(ii) T ≤e R then NT≤e N for every nonsingular NR, if R is right nonsingular, the

converse also holds.

Proof.
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(i) Assume thatMT ≤e M, and letNR be nonsingular. Let 0, n ∈ HomR(M,N)M

andn =
∑k

i=1 fimi with 0 , fi ∈ HomR(M,N) and 0, mi ∈ M, (assume also

fimi , 0), for i = 1, ..., k. SetKi = {r ∈ R | mir ∈ MT}, thenKi ≤e R (Let

r ∈ R\ Ki thenmir < MT sinceMT ≤e M, there exists 0, r
′

∈ R such that 0,

(mir)r
′

∈ MT so 0, mi(r
′

r) ∈ MT thenr
′

r ∈ Ki implies thatKi ≤e R). Hence,

since 0, fimi ∈ N and N is nonsingular, we have 0, fimiKi ⊆ fi MT ∩ fimiR,

for i = 1, ..., k. Let J = rR(n) = {r ∈ R | nr = 0}. Then, sinceNR is nonsingular

andn , 0, J is not an essential right ideal ofR. Let 0, P be right ideal ofRsuch

thatP∩ J = 0. Since
⋂k

i=1 Ki ≤e R, there is 0, s ∈ P∩ (
⋂k

i=1 Ki). Then we have

0 , ns = (
∑k

i=1 fimi)s =
∑k

i=1 fimi s ∈
∑k

i=1 fi MT, sinces ∈
⋂k

i=1 Ki. Therefore,

since fi M ⊆ N, 0 , ns∈ NT∩nR, which shows thatNT ≤e HomR(M,N)M. The

second statement is clear.

(ii) Assume thatT ≤e R and letNR be nonsingular. Let 0, n ∈ N, thenrR(n) = {r ∈

R | nr = 0} is not essential as a right ideal ofR, so there is a nonzero right idealJ

in R such thatJ ∩ rR(n) = 0. ThenJ ∩ T , 0 and 0, n(J ∩ T) ⊆ nJ∩ NT, so

NT ≤e N. Again, the second statement is clear.

�

Corollary 2.15 Let MR be nonsingular. Then MT≤e M if and only if NT≤e AM IS(N)

for every N≤ MR, and M is nondegenerate if and only if MT≤e MR and M is re-

tractable.

Proof. By Proposition 2.7 and Theorem 2.14.�

2.3 Endomorphism Rings of Nonsingular Retractable Modules

Definition 2.16 The set Ce = {N ≤ MR | N is a complement submodule of M}, and the

set C1(S) = {H ≤ SS | H is a complement right ideal of S} for S = End(M).
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Theorem 2.17 Let MR be nonsingular and nondegenerate. Then S= End(M) is a

right CS ring if and only if M is a CS module.

Proof. Assume that M is CS module and let H be a right complement in S. Then

[AM(H)]e = eM, for e = e2 ∈ S, and H = {IS[AM(H)]e} = IS(eM) = eS where

[AM(H)]e is a complement of [AM(H)] in MR. Hence H is a direct summand in S,

proving that S is a right CS ring.

Conversely, assume that S is a right CS ring, and let N be a complement in M. Then

IS(N) = eS, for e = e2 ∈ S, andN = [AM IS(N)]e = [AM(eS)]e = [eM]e = eM, since

every direct summand is e-closed. Hence N is a direct summand in M then M is a CS

module.�

Theorem 2.18 Let MR be nonsingular and retractable. Then the maps N→ IS(N)

and H → [AM(H)]e determine a projectivity between Ce and C1(S) if and only if

K ≤e ISAM(K) for every K≤ SS.

Proof. Assume thatK ≤e ISAM(K) for every K ≤ SS. Then, by Corollary 2.13,

property (II) holds, also, by Theorem 2.9, property (I) holds. LetN ∈ Ce and suppose

that IS(N) ≤e J. By Zorn’s Lemma, we may assume thatJ ∈ C1(S). Since (II) holds,

IS(N) ≤e J implies thatAM IS(N) ≤e AM(J), since M is retractable,AM IS(N) ≤e N, by

Proposition 2.8. Therefore,N = [AM IS(N)]e = [AM(J)]e, so thatAM(J) ⊆ N and hence

J ⊆ IS(N), thenIS(N) = J, that isIS mapsN ∈ Ce to IS(N) ∈ C1(S). Clearly, for any

H ≤ SS, [AM(H)]e ∈ Ce.

Let H ∈ C1(S), by (I), AM(H) ≤e [AM(H)]e implies thatISAM(H) ≤e IS{[AM(H)]e}.

ThenH ≤e ISAM(H) ≤e IS{[AM(H)]e} implies thatH = ISAM(H) = IS{[AM(H)]e}.

We haveN ∈ Ce→ IS(N) ∈ C1(S)→ [AM IS(N)]e = N, andH ∈ C1(S)→ [AM(H)]e ∈

Ce→ IS{[AM(H)]e} = H.

Hence the two order-preserving maps are inverses of each other and so determine

a projectivity betweenCe andC1(S).

Conversely, assume that the mapsN → IS(N) and H → [AM(H)]e determine a

projectivity betweenCe andC1(S). Then, ifH ∈ C1(S), H = IS{[AM(H)]e}, sinceH ≤
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ISAM(H) ≤ IS{[AM(H)]e}, it follows that H = ISAM(H). Let K be any right ideal in

S, there isJ ∈ C1(S) such thatK ≤e J. We haveJ = ISAM(J), AM(K) ≤ AM(J), and

K ≤ ISAM(K) ≤ ISAM(J) = J, soK ≤e J implies thatK ≤e ISAM(K).�

The next theorem uses injective hull,̃M, of M and its endomorphism ring,A =

End(M̃).

Theorem 2.19 Let MR be nonsingular and retractable. Then S= End(M) is a right

CS ring if and only if M is a CS module.

Proof. Let M be nonsingular, retractable and CS. Since M is nonsingular and re-

tractable, we have, by [27, Theorem 3.1] that S is right nonsingular,S ≤e A and A is

maximal right quotient ring of S. Since M is CS module, ifN ∈ Ce andN , M, then we

haveN = eM, for 1 , e= e2 ∈ S, and therefore 0, 1− e ∈ lS(N) = {s ∈ S | sN= 0}

for N ≤ MR. Since M is nonsingular, we know by [24, Theorem 3.5] that, if for every

complement N in M such thatN , M we havelS(N) , 0, then S has nonzero intersec-

tion with every nonzero left ideal ofA = End(M̃). Hence, the right nonsingular ring

S has nonzero intersection with every nonzero left ideal of its maximal right quotient

ring A, therefore, it follows by Utumi’s Theorem [42, Theorem 3.13] that every com-

plement right ideal in S is a right annihilator in S. But, by [25, Theorem 3.13], since

M is nonsingular and CS, every right annihilator in S is a direct summand in S (that is,

S is a Baer ring). Hence every complement right ideal in S is a direct summand in S,

and S is a right CS ring.

Conversely, ifMR is nonsingular, retractable and S is right CS ring then M is CS

module [16, Theorem 3.1]. However, for completeness slightly shorter version of The-

orem 2.11 will be used. Let M be nonsingular and e-retractable and assume that S is a

right CS ring. LetN ∈ Ce and setH = IS(N). There isK ∈ C1(S) such thatH ≤e K,

and, since S is a right CS ring,K = eS for e = e2 ∈ S. We haveAM(H) ≤ AM(K) =

AM(eS) = eM, andISAM(K) = IS(eM). Clearly,e ∈ IS(eM), so thateS ⊆ IS(eM), on

the other hand, ifs ∈ IS(eM), then, for anym ∈ M, sm= em1 somem1 ∈ M, hence

esm= e2m1 = em1 = sm, that is,s = es ∈ eS. ThereforeIS(eM) = eS = K, that
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is, ISAM(K) = K, hence, sinceH ≤e K we haveH ≤e ISAM(H) ≤e ISAM(K) = K.

Thus, we haveAM(H) ≤ AM(K) andISAM(H) ≤e ISAM(K), with AM(K) = eM a direct

summand and hence a complement in M. Therefore, by Theorem 2.11, it follows that

AM(H) ≤e AM(K). Since M is e-retractable andN ∈ Ce, we have, again by Theorem

2.11, AM IS(N) ≤e N. Therefore, we haveN = [AM IS(N)]e = [AM(H)]e = AM(K),

that is,N = AM(K) = eM, and N is a direct summand in M, proving that M is a CS

module.�
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CHAPTER 3

BAER AND QUASI-BAER MODULES

3.1 Preliminaries

In this chapter [38] was taken as a reference basically. And in this chapter all the

ring are assumed to be with unit, and not necessarily commutative. The modules are

unital right modules. The base ring, the right R-module and the endomorphism ring are

denoted by,R, MR, S = EndR(M) respectively. The notationEnd(M) is used instead of

EndR(M). The right annihilator ofX ⊆ M in R (i.e. all elementsr ∈ R so thatXr = 0)

is denoted byrR(X), the left annihilator ofX ⊆ M in S (i.e. all elementsϕ ∈ S so that

ϕX = 0) is denoted bylS(X); the right annihilator ofT ⊆ S in M (i.e. all elements

m ∈ M so thatTm= 0) is denoted byrM(T) and the left annihilator ofP ⊆ R in M (i.e.

all elementsm ∈ M so thatmP= 0) is denoted bylM(P). And N EM meansN is fully

invariant in M.

Definition 3.1 A module M is called an extending (CS-) module if, for all N≤ M,

there exists a direct summand N′ ≤d M such that N≤e N′.

Definition 3.2 A submodule N of a module M is called fully invariant ifϕ(N) ⊆ N for

all ϕ ∈ EndR(M).

Definition 3.3 A module M is called an FI-extending module if, for all NE M, there

exists a direct summand N′ ≤d M such that N≤e N′.

Definition 3.4 A ring R is called a Baer ring if the right annihilator in R of any left

ideal is generated, as a right ideal, by an idempotent element of R (in other words, for

all I ≤ RR, rR(I ) = eR where e2 = e ∈ R).
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Definition 3.5 A ring R is called a quasi-Baer ring if the right annihilator in R of any

two-sided ideal is generated, as a right ideal, by an idempotent element of R (for all

I E R, rR(I ) = eR where e2 = e ∈ R).

Remark 3.6 The Baer and quasi-Baer properties for rings are left-right symmetric: a

ring R is a (quasi-) Baer ring if and only if the left annihilator in R of any (two-sided)

right ideal is generated, and a left ideal, by an idempotent element of R.

Definition 3.7 A ring R is called right nonsingular if no nonzero element has an es-

sential right annihilator in RR.

Definition 3.8 A ring R is called right cononsingular if any right ideal, with zero left

annihilator, is essential in RR.

Definition 3.9 An idempotent e2 = e ∈ R is called a left (respectively, right) semi-

central idempotent if eR (respectively, Re) is a two-sided ideal of R.

The next lemma will be useful.

Lemma 3.10 For N ≤ M, I ≤ RR, K ≤ SS , PE M, JE R, LE S , the followings hold:

(i) lM(rR(lM(I ))) = lM(I )

(ii) rR(lM(rR(N))) = rR(N)

(iii) lS(rM(lS(N))) = lS(N)

(iv) rM(lS(rM(K))) = rM(K)

(v) lM(J) E M

(vi) rR(P) E R

(vii) lS(P) E S

(viii) rM(L) E M.
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Proof. It is well-known that the pairsrR()-lM(), respectivelylS()-rM() are Galois pairs,

hence equalities (i) through (iv) hold true. Let show (i);

Let m ∈ lM(rR(lM(I ))) thenmrR(lM(I )) = 0 which impliesrR(lM(I )) ⊆ rR(m), som ∈

lM(I ). Also if we take an elementm in lM(I ) then rR(lM(I )) ⊆ rR(m) which implies

mrR(lM(I )) = 0, som ∈ lM(rR(lM(I ))).

For assertion (v) we observe that, in general,lM(J) ≤ SM. On the other hand, ifJ E R

then rJ ⊆ J, and so, ifm ∈ lM(J), mr ∈ lM(J) which implies thatmrJ ⊆ mJ = 0.

HencelM(J) E M. The last three statements follow similarly.�

Lemma 3.11 Let M be a module, and let M= M1⊕M2 be a direct sum decomposition.

If N E M then N= N1 ⊕ N2, where Ni = N ∩ Mi E Mi, for i = 1,2.

Proof. Let πi be the canonical projection of M ontoMi, for i = 1,2. SinceN E M,

πi(N) ⊆ N, and soπi(N) = N ∩ Mi = Ni, for i = 1,2. HenceN ⊆ π1(N) + π2(N) =

N1 + N2. But sinceNi ⊆ N (i = 1,2) , N1 + N2 ⊆ N. As N1 ∩ N2 = N ∩ M1 ∩ M2 = 0

we get thatN = N1 ⊕ N2.�

Lemma 3.12 Let M be a module, with M= N1⊕N2 and let F1EN1. Then there exists

F2 E N2 so that F1 ⊕ F2 E M.

Proof. Let

F2 =
∑

ϕ∈Hom(N1,N2)

ϕ(F1)

ThenF2 ≤ N2. Take anyψ ∈ End(N2). Sinceψϕ ∈ Hom(N1,N2) ∀ϕ ∈ Hom(N1,N2),

we obtainψ(F2) = ψ(
∑
ϕ(F1)) =

∑
ψϕ(F1) ⊆ F2. HenceF2 E N2. Considerχ ∈

End(M); thenχ = (χi j )i, j=1,2, χi j : N j → Ni, with i, j = 1,2. Note thatχii (Fi) ⊆ Fi, since

Fi E Ni, i = 1,2, andχ21(F1) ⊆ F2, from the definition ofF2. Forϕ ∈ Hom(N1,N2),

χ12ϕ ∈ End(N1); it follows thatχ12(F2) = χ12(
∑
ϕ(F1)) =

∑
12ϕ(F1) ⊆ F1. Since each

component ofχ mapsF1 ⊕ F2 back intoF1 ⊕ F2, F1 ⊕ F2 E M.�
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3.2 Baer Modules

Definition 3.13 A right R-module M is called a Baer module if for all N≤ M ,

lS(N) ≤d SS (or, equivalently, lS(N) = S e , with e2 = e ∈ S = End(M)).

Remark 3.14 By lemma 3.10, one can easily prove that a module M is Baer if and

only if ∀ I ≤ SS , rM(I ) = eM where e2 = e ∈ S = End(M).

The following theorem given by Chatters and Khuri (1980) is generalized by Rizvi and

Roman (2004) as Theorem 3.29.

Theorem 3.15 [16,Theorem2.1] Let R be a ring. Then R is a right nonsingular, right

extending if and only if R is a right cononsingular, Baer ring.

Definition 3.16 We call the module M is K-nonsingular if, for allϕ ∈ S = End(M),

rM(ϕ) = Kerϕ ≤e M impliesϕ = 0.

Example 3.17 All semisimple modules are obviously Baer and so K-nonsingular mod-

ules, as are all Baer rings viewed as right modules over themselves.Zn is a Baer

Z-module, for all n∈ N.

Lemma 3.18 A module M is K-nonsingular if and only if for all I≤ SS , rM(I ) ≤e M

implies I= 0.

Proof. For the necessity, assume the module M is K-nonsingular. TakeI ≤ SS so that

rM(I ) ≤e M. Let ϕ ∈ I . ThenrM(I ) =
⋂

ψ∈I Ker(ψ) ⊆ Ker(ϕ), henceKer(ϕ) ≤e M

and soϕ = 0. Sinceϕ was arbitrarily chosen, it implies thatI = 0. Conversely, let

ϕ ∈ S = End(M), with Ker(ϕ) ≤e M. But Ker(ϕ) = rM(Sϕ), henceSϕ = 0. This

impliesϕ = 0.�

Recall that a ring R is said to be cononsingular [16] if∀ I ≤ RR, rI , 0,∀0 , r ∈ R⇒

I ≤e RR. A module theoretic version for this concept is like as follows.

Definition 3.19 A module M is called K-cononsingular if, for all N≤ M, lS(N) = 0

implies N≤e M (equivalently,ϕ(N) , 0 for all 0 , ϕ ∈ S = End(M) implies N≤e M).
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Example 3.20 Uniform modules are K-cononsingular.

Proposition 3.21 Let M be an R-module.

(i) M is K-nonsingular if and only if, for all I≤ SS , rM(I ) ≤e eM for e2 = e ∈ S =

End(M), implies I∩ S e= 0;

(ii) M is K-cononsingular if and only if, for all N≤ M, rM(lS(N)) ≤d M implies

N ≤e rM(lS(N)).

Proof.

(i) Let I ≤ S so thatrM(I ) ≤e eM. ThenrM(I ∩ S e) = rM(I ) ⊕ (1− e)M ≤e M. By

K-nonsingularity of M;I ∩S e= 0. Conversely, letI ≤S S such thatrM(I ) ≤e M.

Then, by hypothesis, we have thatI ∩ S = 0, thusI = 0.

(ii) Let rM(lS(N)) = eM for e2 = e ∈ S = End(M) implies lS(N) ⊆ S(1− e). Since,

by Lemma 3.10N ≤ rM(lS(N)) = eM we obtain thatlS(N ⊕ (1− e)M) = 0. By

K-cononsingularity,N ⊕ (1 − e)M ≤e M = eM⊕ (1 − e)M implies N ≤e eM =

rM(lS(N)). Conversely, letN ≤ M with lS(N) = 0 impliesrM(lS(N)) = M. Then

N ≤e rM(lS(N)) = M.

�

Remark 3.22 When M = R the Definitions 3.16 and 3.19 coincide with the usual

concepts of nonsingularity and cononsingularity, respectively. On the other hand, in

the general case a K-nonsingular module is not nonsingular, as the following example

shows. It can be seen that every Baer module is K-nonsingular and every extending

module is K-cononsingular. K-nonsingularity is a weaker form of nonsingularity, as

shown below.

Proposition 3.23 Every nonsingular module is K-nonsingular.

Proof. Assume M is not K-nonsingular; hence∃ 0 , ϕ ∈ S = End(M) so that

Ker(ϕ) ≤e M. Since 0, ϕ, ∃ 0 , m ∈ M\Ker(ϕ). The setI = {r ∈ R | mr ∈ Ker(ϕ)}
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is a right ideal in R. In fact,I ≤e R : r < I ⇒ mr < Ker(ϕ) ⇒ ∃ r ′ so that 0, mrr′ ∈

Ker(ϕ) ⇒ 0 , rr ′ ∈ I . But for 0 , ϕ(m), ϕ(m)I = 0, that contradictions with the

nonsingularity of M.�

Example 3.24 TheZ-moduleZp, where p is prime, is K-nonsingular (it is a simple

module, hence all nonzero endomorphisms are automorphisms); however, the module

Zp is not nonsingular in fact, for allx ∈ Zp, x.pZ = 0 (pZ ∈ Ker(x) , 0), and pZ ≤e Z.

Lemma 3.25 An extending module M is K-cononsingular.

Proof. Let N ≤ M so thatϕ(N) , 0,∀0 , ϕ ∈ S = End(M). If N �e M, by extending

property we haveN ≤e eM, for some idempotente ∈ S = End(M), such thate , 1.

Hence (1− e) , 0; but (1− e)N ⊆ (1− e)eM = 0, thus getting a contradiction. Hence,

M is K-cononsingular.�

Lemma 3.26 A K-nonsingular extending module M is a Baer module.

Proof. Assume that M is a K-nonsingular extending module. LetN ≤ M. By the

extending property, there existse2 = e ∈ S = End(M) so thatN ≤e eM. Hence

lS(N) ⊇ lS(eM) = S(1 − e). Assume that the inclusion is strict; then there exists

ϕ ∈ lS(N)\S(1 − e). SinceS = S e⊕ S(1 − e) (as a left S-module) we have that

ϕ = s1e+ s2(1 − e) for somes1, s2 ∈ S = End(M) with s1 , 0; replacingϕ with

ϕ − s2(1 − e) ∈ lS(N),we can safely assumeϕ is in S e. We obtain thatϕ(N) = 0

andϕ((1 − e)M) = 0 and soϕ(N ⊕ (1 − e)M) = 0. But N ⊕ (1 − e)M ≤e M, hence

K-nonsingularity of M yields thatϕ = 0 which contradicts our hypothesis. Therefore

lS(N) = S(1− e), and so M is Baer.�

Lemma 3.27 A Baer module M is K-nonsingular.

Proof. Let M be Baer. Letϕ ∈ S = End(M) be any endomorphism of M with

Kerϕ ≤e M. Since M is Baer,Kerϕ = rM(Sϕ) = f M for somef 2 = f ∈ S = End(M).

Being a summand and an essential submodule in M implies thatKerϕ = M. Thus

ϕ = 0. This proves that M is K-nonsingular.�
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Lemma 3.28 A K-cononsingular Baer module M is an extending module.

Proof. Assume M be K-cononsingular and Baer. From Lemma 3.27 it follows that

M is also K-nonsingular. To prove that M is extending, letN ≤ M then lS(N) = S f

for f 2 = f ∈ S = End(M). HenceN ⊆ rM(lS(N)) = (1 − f )M. Assume that

N �e (1 − f )M. Hence there existsP ≤ (1 − f )M so thatN ∩ P = 0. TakeN ⊃ N a

complement of P in M. Note thatlS(N) , 0 by K-cononsingularity, clearly,N �e M.

Let 0 , s ∈ S = End(M), sN = 0.ThensN = 0 and sincelS(N) = S f, hence

s(1 − f ) = 0, s((1 − f )M) = 0. It follows thatsP = 0, and sos(N ⊕ P) = 0. But

P⊕N ≤e M, hence, by K-nonsingular,s= 0, it is a contradiction. Thus M is extending

module.�

Theorem 3.29 A module M is extending and K-nonsingular if and only if M is Baer

and K-cononsingular.

Proof.

(⇒:) Since M is extending and K-nonsingular by Lemma 3.25 and Lemma 3.26 it is

K-cononsingular and Baer.

(⇐:) Since M is M is Baer and K-cononsingular by Lemma 3.27 and Lemma 3.28 it is

K-nonsingular and extending.

�

Theorem 3.30 Let M be a Baer module. Then every direct summand N of M is also a

Baer module.

Proof. Let M = N ⊕ P. Let S′ = EndR(N). Then, for anyϕ′ ∈ S′ there exists aϕ ∈ S,

defined asϕ = ϕ′ ⊕ 0|P. Take I ′ ≤ S′S′; let I = {ϕ | ϕ = ϕ′ ⊕ 0|P, ϕ′ ∈ I ′}. I is not

necessarily a left ideal of S=End(M), so considerI = S I, the left ideal of S=End(M)

generated by the set I. We observe that∀ ϕ ∈ I , ϕ(P) = 0, sinceϕ =
∑

i∈F si(ϕ′i ⊕ 0|P)

andsi(ϕ′i ⊕ 0|P)(P) = si(0) = 0, si ∈ S = End(M), ϕ′i ∈ I ′(where F is a finite index set).

Since M is Baer module,rM(I ) ≤d M, and so there existsQ ≤d M so thatrM(I ) ⊕ Q =
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M. Also, sinceP ⊆ rM(I ), there existsL ⊆ rM(I ) so thatrM(I ) = P⊕ L, thusL ≤d M.

SoM = rM(I ) ⊕ Q = Q⊕ L ⊕ P. SetπN to be the projection of M onto N; then we can

see thatπN|Q⊕L; Q⊕ L → N is an isomorphism (its kernel isP∩ (Q⊕ L) = 0) and we

obtain a decompositionN = πN(Q) ⊕ πN(L). It will be shown thatrN(I ′) = πN(L).

Let ϕ′ ∈ I ′ thenϕ′ ⊕ 0|P ∈ I , rM(I ) ⊆ rM(I ) and so (ϕ′ ⊕ 0|P)(P⊕ L) = 0. It implies that

(ϕ′ ⊕ 0|P)(L) = 0. But every elementl ∈ L can be written asl = πN(l) + πP(l), since

πP(l) is annihilated byϕ′ ⊕ 0|P, soϕ′ ⊕ 0|P(πN(l)) = 0 ⇒ ϕ′ ⊕ 0|P(πN(L)) = 0. Hence

ϕ′(πN(l)) = 0, and sinceϕ′ ∈ I ′ was arbitrarily chosen,πN(L) ⊆ rN(I ′).

Next, letn ∈ N \ πN(L). Thenn = n1 + n2 for somen1 ∈ πN(L) and some 0, n2 ∈

πN(Q). SinceπN|Q⊕L is an isomorphism, there existsn2 ∈ Q so thatπN(n2) = n2. Since

rM(I ) ⊆ rM(I ) thenQ∩ rM(I ) = 0, hence there existsϕ ∈ I so thatϕ(n2) , 0. But as

ϕ =
∑

i∈F si(ϕ′i ⊕ 0|P) there existssi0(ϕ
′
i0
⊕ 0|P)(n2) , 0, and hence (ϕ′i0 ⊕ 0|P)(n2) , 0.

Decomposingn2 intoπN(n2)+πP(n2) we get thatϕ′i0(πN(n2)) , 0 (asπP(n2) gets mapped

into 0)⇔ ϕ′i0(n2) , 0. HenceπN(L) = rN(I ′). SincerN(I ′) is clearly a summand of N,

N is a Baer module.�

Example 3.31 Let R be a Baer ring, and let e2 = e ∈ R be any idempotent of R. Then

M = eR is an R-module which is Baer.

As an application of above results, the Baer modules can be characterized in the class

of finitely generatedZ-modules.

Theorem 3.32 [19,Theorem8.4] A torsion group A is the direct sum of p-groups Ap

belonging to different primes p. The Ap are uniquely determined by A.

Proof. Let Ap consist of alla ∈ A whose order is a power of the primep. In view

of 0 ∈ Ap, Ap is not empty. Ifa,b ∈ Ap, that is, if pma = pnb = 0 for some integers

m,n ≥ 0, thenpmax(m,n)(a− b) = 0, (a− b) ∈ Ap, andAp is a subgroup. Every element

in Ap1 + ... + Apk is annihilated by a product of a power ofp1, ..., pk, therefore,

Ap ∩ (Ap1 + ... + Apk) = 0
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wheneverp , p1, ..., pk. Thus theAp generate their direct sum
⊕

p Ap ∈ A. In order

to show that everya ∈ A lies in the direct sum, let◦(a) = m = pr1
1 ...p

rn
n with different

primespi. The numbersmi = mp−r i
i (i = 1, ...,n) are relatively prime, hence there are

integers,s1, ..., sn such thats1m1 + ... + snmn = 1. Thusa = s1m1a+ ... + snmna where

mia ∈ Api (in view of pr i
i mia = ma = 0), and soa ∈ Ap1 + ... + Apn ≤

⊕
p Ap. If

A =
⊕

p Ap is any direct decomposition ofA into p-groupsBp with different primes

p, then by the definition ofAp, we haveBp ≤ Ap for every p. Since theBp andAp

generate direct sums which are both equal toA we must haveBp = Ap for everyp. �

Proposition 3.33 A finitely generatedZ-module M is Baer if and only if M is semisim-

ple or torsion-free.

Proof.

(⇐:)If M is semisimple then M is obviously Baer. If M is finitely generated and

torsion-free,M � Zn, wheren ∈ N; Zn is extending and nonsingular, hence by Theo-

rem 3.29 it is Baer.

(⇒:) Assume now M is finitely generated Baer module. We can always decompose

M = t(M) ⊕ f (M), wheret(M) is torsion submodule of M andf (M) is torsion-free

submodule of M. Assumet(M) , 0 and f (M) , 0; by structure [19, Theorem 8.4],

t(M) � ⊕p∈PZpn(p), whereP ⊆ Z is a finite set of primes;n(p) ∈ N, for all p ∈ P. Also,

f (M) � Zn, 0 , n ∈ N. Let p0 be a prime so thatn(p0) , 0 (such a prime must exist),

and letϕ : Z → Z
p

n(p0)
0

be the morphism defined byϕ(x) = x, for x ∈ Z. Ker(ϕ) is

a proper submodule ofZ, hence it is essential inZ. Extendϕ to ϕ, an endomorphism

of M, whereϕ = ϕ(πp0), πp0 being the canonical projection of M ontoZ. The kernel

Ker(ϕ) ≤e M, butKer(ϕ) , M, hence M is not Baer, a contradiction. Hence either

t(M) = 0 of f (M) = 0.

Supposef (M) = 0. ThenM = t(M) ; it is finite direct sum ofZpn(p), where p is prime

andn(p) ∈ N. ThereforeZpn(p) must be Baer module, by Theorem 3.30. Assume there

exists primep such thatn(p) > 1; for suchZpn(p), we setϕ(x) = px : Zpn(p) → Zpn(p).

The morphismϕ is not 0 (p.1 = p , 0 modulopnp, wheren(p) > 1); Ker(ϕ) , 0
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(p.pn(p)−1 = pn(p) = 0), and sinceZpn(p) is uniform,Ker(ϕ) cannot be a summand. Thus

Zpn(p) is not a Baer module, a contradiction. Hencet(M) = ⊕PZp, with P ⊆ Z a finite

collection of primes (possibly in multiple instances).

Finally suppose thatt(M) = 0; thenM = f (M) � Zn which we already know is a

torsion-free module.�

Remark 3.34 The statement of Proposition 3.33 holds true for any finitely generated

module over a Principal Integral Domain.

Definition 3.35 A module M is said to have the summand intersection property (SIP)

if the intersection of any two direct summands of M is a direct summand. A module is

said to have generalized summand intersection property (GSIP) if the intersection of

any family of direct summands of M is a direct summand.

Theorem 3.36 [22] M has the SIP if and only if for every decomposition M= A⊕ B

and every R-homomorphism f from A to B, the kernel of f is a direct summand of M.

Proof. Assume M is a module with SIP. LetM = A ⊕ B and f an R-homomorphism

from A to B. Let T = {a + f (a) | a ∈ A}. To show thatM = T ⊕ B, let x ∈ M, then

x = a + b wherea ∈ A andb ∈ B. Now, x = a + f (a) − f (a) + b. But a + f (a) ∈ T

and− f (a) + b ∈ B, so M = T + B. Now, let x ∈ T ∩ B. Hencex = a + f (a), where

a ∈ A and soa = x− f (a)∈ A∩ B = 0. Therefore,f (a) = 0. Thus,x = 0. Since M has

SIP, thenT ∩ A is a direct summand in M. It is easy to show thatT ∩ A = Ker( f ), so

Ker( f ) is a direct summand in M.

The converse, assume that for every decompositionM = A⊕Band every R-homomorphism

from A to B, the kernel off is a direct summand of M. LetM = N ⊕ N1, M = K ⊕ K1

and letπN1 : M → N1 andπK : M → K be the natural epimorphisms. Now, define

h = (πN1 ◦ πK) |N. Note that h is defined fromN → N1. Thus,Ker(h) is a direct

summand of M. It is easy to check thatKer(h) = (N ∩ K) ⊕ (N ∩ K1). SinceN ∩ K

is a direct summand ofKer(h) andKer(h) is a direct summand of M, thenN ∩ K is a

direct summand of M.�
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Example 3.37 There are modules with the SIP such that their direct sum need not

have the SIP.

Proof. ConsiderZ4 andZ2 asZ- modules. It is clear that each ofZ4 andZ2 is indecom-

posable and hence, has SIP. Definef from Z4 to Z2 by f (x) = x. ThenKer( f ) = {0,2}

is not a direct summand ofZ4. By theorem 3.36,Z4 ⊕ Z2 does not have SIP.�

The characterization of Baer modules in terms of GSIP is like as follows.

Proposition 3.38 A module M is Baer if and only if M has the generalized summand

intersection property and Ker(ϕ) ≤d M, ∀ϕ ∈ S = End(M).

Proof. Let M be a Baer module. Then it is clear thatKer(ϕ) ≤d M for all ϕ ∈ S. Take

e2
i = ei ∈ S = End(M), i ∈ F (for an index set F) and letI =

∑
i∈F S(1 − ei). Then

Ker((1 − ei)) ⊇ rM(I ) ∀i ∈ F (elements of M that annihilate all morphisms in I must

annihilate, in particular, (1− ei)). Let N =
⋂

i∈F Ker((1 − ei)); thenrM(I ) ⊆ N. Then

for any morphism
∑

i∈F si(1 − ei) ∈ I , we have that (
∑

i∈F si(1 − ei))(N) = 0 (where

si = 0 for all but finite number ofi ∈ F), and so we obtainrM(I ) = N. This yields⋂
i∈F ei M = N = rM(I ) ≤d M, since M is Baer. Therefore M satisfies GSIP.

Conversely, for eachϕ ∈ I , whereI ≤ SS , we get thatKer(ϕ) ≤d M. Also, rM(I ) =⋂
ϕ∈I Ker(ϕ) ≤d M, by the GSIP. Hence we get that M is Baer.�

Theorem 3.39 Alternative proof of Theorem 3.30 can be done by using the property

that M is Baer if and only if M has the generalized summand intersection property and

Ker(ϕ) ≤d M, ∀ϕ ∈ S = End(M).

Proof. By previous proposition M has GSIP andKer(ϕ) ≤d M, ∀ϕ ∈ S = End(M).

Since for allP ≤d N, whereN ≤d M, P ≤d M,N obviously has the GSIP. Taking

now ψ ∈ End(N), we can extendψ to an endomorphism ofM, by takingψ = ψπN :

M → N ⊆ M, whereπN is the canonical projection ontoN. Kerψ ≤d M, but Kerψ =

N′ ⊕ Kerψ as it is easily checked (forM = N ⊕ N′). This implies thatKerψ ≤d N (by

using GSIP). In conclusion,N has GSIP and sinceψ ∈ End(N) was arbitrarily chosen

thenKerψ ≤d N, ∀ψ ∈ End(N) thenN is Baer module.�
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Theorem 3.40 M is an indecomposable Baer module if and only if∀0 , ϕ ∈ End(M),

ϕ is a monomorphism.

Proof. Let M be indecomposable and 0, ϕ ∈ End(M). M being Baer,Ker(ϕ) ≤d M,

henceKer(ϕ) = 0 or Ker(ϕ) = M. Asϕ , 0 it follows thatϕ is a monomorphism.

Conversely, assume that M is not indecomposable, henceM = M1⊕M2 with M1,M2 ,

0. Takeϕ = π1 the canonical projection of M ontoM1; Ker(ϕ) = M2 , 0, a contradic-

tion. Baer condition for M follows obviously.�

In general, a direct sum of Baer modules is not a Baer module, as the following exam-

ple shows.

Example 3.41Z andZ2 are BaerZ-modules (Z is domain;Z2 is simple). By Theorem

3.38,Z⊕Z2 is not a Baer module (in fact, for the endomorphismϕ(n, m̂) = n̂ we obtain

that Ker(ϕ) = 2Z ⊕ Z2, which is not a direct summand ofZ ⊕ Z2).

Proposition 3.42 Let {Mi | i ∈ F} be a class of Baer modules, for an index set F. If⊕
i∈F Mi is a Baer module, then the class{Mi} satisfies the following:

(i) Relatively Baer Condition: for any pair(i0, j0), i0 , j0 ∈ F, and anyψ ∈

Hom(M j0,Mi0), Ker(ψ) ≤d M j0.

(ii) ∀i0 , j0 ∈ F, for all monomorphismsϕ : M′i0 ≤d Mi0 → Mi0 andψ : M′j0 ≤d

M j0 → Mi0 the set A= {(ϕ−1(a),−ψ−1(a)) | a ∈ Im(ϕ) ∩ Im(ψ)} is a direct

summand of M′i0 ⊕ M′j0.

Proof. The elements of the endomorphism ring of
⊕

Mi are matrices, for which

the (i, j) entries are morphismsM j → Mi. Since
⊕

Mi is Baer, the kernel of every

endomorphism is a direct summand.

To show (i), take the endomorphism (ϕi j )i, j∈F, with

(1) ϕi j = 0,∀i , i0 and j , j0;

(2) ϕi0, j0 = ψ.

Ker((ϕi j )) = (
⊕

j∈(F\ j0) Mk) ⊕ Ker(ψ), as it is easily checked. This must be summand
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thenKer(ψ) ≤d M j0.

To prove (ii ), observe that asϕ is defined on a summand ofMi0, it can be extended

to the wholeMi0, by setting it equal to 0 on the other component; similarly withψ.

To simplify notation, we use the same symbols for these new morphism. Take the

endomorphism (αi j )i, j∈F, with:

(1) αi j = 0,∀(i, j) , (i0, j0), (i0, i0);

(2) αi0i0 = ϕ;

(3) αi0 j0 = ψ.

Ker((αi j )) = K = {(b, c) | ϕ(b) + ψ(c) = 0}. Notice thatKer(ϕ) ⊕ Ker(ψ) ⊆ K.

Moreover, since both the kernels ofϕ andψ are direct summands, we haveMi0 =

Ker(ϕ) ⊕ M′i0 and M j0 = Ker(ψ) ⊕ M′j0. Note thatϕ is mono onM′i0 andψ is mono

on M′j0. We haveϕ(b) + ψ(c) = 0 only if ϕ(b) = −ψ(c) ∈ Im(ϕ) ∩ Im(ψ). For

(b, c) ∈ (M′i0 ⊕M′j0)∩K, we get (b, c) ∈ {(ϕ|−1
M′i0

(a),−ψ|−1
M′j0

(a)), a ∈ Im(ϕ)∩ Im(ψ)} = A.

(Ker(ϕ) ⊕ Ker(ψ)) ∩ A = {(0,0)}, obviously. Given the fact that any pair (b, c) ∈ K

can be written uniquely as (b, c) = (b′, c′) + (b′′, c′′) with (b′, c′) ∈ Ker(ϕ) ⊕ Ker(ψ)

and (b′′, c′′) ∈ (M′i0 ⊕ M′j0), we have thatK = Ker(ϕ) ⊕ Ker(ψ) ⊕ A. Now, K must be a

summand ofMi0 ⊕ M j0; henceA ≤d M′i0 ⊕ M′j0.�

Proposition 3.43 Let M be a K-nonsingular module, and let N≤d M. Then N is

K-nonsingular.

Proof. Let ϕ : N → N so thatKer(ϕ) ≤e N. Extend this morphism toϕ = ϕ ⊕ 0N′

on the moduleM = N ⊕ N′. Ker(ϕ) = Ker(ϕ) ⊕ N′ ≤e N ⊕ N′ = M, and since M is

K-nonsingular,ϕ = 0 henceϕ = 0. Sinceϕ was arbitrarily chosen, it implies that N is

K-nonsingular.�

It is well-known that if R is right nonsingular, the essential closure of a submodule is

unique.

A similar result for K-nonsingularity is like as follows.

Proposition 3.44 Let M be a K-nonsingular module. If X is essential in a summand N

of M, then N is unique.
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Proof. AssumeX ≤e Ni ≤d M, with Ni ⊕ Pi = M, i = 1,2; assumeN1 , N2

(which impliesN1 * N2 andN2 * N1). Takeϕ = πP2(πN1); ϕ , 0, since there exists

x ∈ N1 \ N2 which will have a nonzero projection ontoP2. Takey ∈ M; y = n1 + p1;

sinceX ≤e N1 there existsr ∈ R so that 0, n1r ∈ X; yr , 0, sincen1r , 0;

ϕ(yr) = πP2(πN1(n1r + p1r)) = πP2(n1r) = 0, sincen1r ∈ X ⊆ N2. Hence, since y was

arbitrarily chosen, we get thatKer(ϕ) ≤e M. But M is K-nonsingular, soϕ = 0, a

contradiction. Hence, the summand in which X is essential is unique.�

Proposition 3.45 Let M be a K-nonsingular module and XE M. Let N ≤d M with

X ≤e N. Then NE M.

Proof. We haveM = N ⊕ P. Let ϕ ∈ S = End(M). Assumeϕ(N) * N. Take

ψ = πP(ϕ(πN)), with πN andπP the respective canonical projections. Letx ∈ N so that

ϕ(x) < N, henceψ(x) , 0. But X ⊕ P ⊆ Ker(ψ) (since all elements from P are sent

to 0 throughπN, while elements fromX ⊆ N are sent intoX ⊆ N throughϕ(πN)) and

X ⊕ P ≤e M. This is a contradiction, since M is K-nonsingular. Henceϕ(N) ⊆ N, and

sinceϕ was arbitrarily chosen,N E M. �

Recall that a module M is called an FI-extending module if, for everyNEM, there

existse2 = e ∈ S = End(M) so thatN ≤e eM. A large class of modules and rings

are FI-extending, but not necessarily extending (for example, direct sums of uniform

modules, ring of upper-triangular matrices overZ).

Proposition 3.46 [4] Let M be a module and X is a fully invariant submodule of M. If

M is FI-extending, then X is FI-extending.

Proof. Assume M is a FI-extending module. Let S be fully invariant submodule of X.

SinceS E X E M, thenS E M (In fact, letϕ ∈ End(M). Thenϕ(X) ⊆ X, and also

ϕ|X : X → X sinceS E X, (ϕ|X)(S) ⊆ S. Thus,ϕ(S) ⊆ S). SinceM is FI-extending

andSEM, there is a direct summand D of M such thatS ≤e D. Letπ : M → D be the

projection endomorphism. Then

S = π(S) ≤ π(X) ∩ D = π(X)

33



Hence,S ≤e π(X) andπ(X) is a direct summand of X (XEM = D⊕P for someP ≤ M

impliesX = (D ∩ X) ⊕ (P∩ X) = (D ∩ π(X)) ⊕ (P∩ X) = π(X) ⊕ (P∩ X)).�

Theorem 3.47 Let M =
⊕

i∈I Xi if each Xi is an FI-extending module, then M is FI-

extending module.

Proof. Assume eachXi is an FI-extending module, and S is a fully invariant submodule

of M. Since, for each i such thatπi(S) , 0, πi(S) is a fully invariant submodule ofXi,

there existsDi, a direct summand ofXi, such thatπi(S) ≤e Di. S =
⊕

πi(S) ≤e

⊕
Di.

Since
⊕

Di is a direct summand of M, we have that M is an FI-extending module.�

Corollary 3.48 If M is direct sum of extending modules, then M is FI-extending.

Proposition 3.49 Let M be K-nonsingular module, then the following conditions are

equivalent:

(i) M is FI-extending;

(ii) M is strongly FI-extending (M is called a strongly FI-extending module if every

fully invariant submodule of M is essential in a fully invariant summand of M

[4])

Proof.

(i ⇒ ii ) Let X E M. Since M is FI-extending,X ≤e N ≤d M. But by the proposition

3.45, this summand is fully invariant (and also it is unique). Hence M is strongly FI-

extending.

(ii ⇒ i) is obvious.�

3.3 Quasi-Baer Modules

Definition 3.50 A right R-module M is called a quasi-Baer module if for all NE M,

lS(N) = S e, with e2 = e ∈ S = End(M) (or, equivalently,∀J E S, rM(J) = f M for

f 2 = f ∈ S = End(M)).
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Example 3.51 All semisimple modules are quasi-Baer; all Baer and quasi-Baer rings

are quasi-Baer modules, viewed as modules over themselves. The Baer modules are

obviously quasi-Baer modules. The finitely generated abelian groups are also quasi-

Baer.

Theorem 3.52 [2,Proposition4.4] Let R be right nonsingular. Then R is right FI-

extending if and only if R is quasi-Baer and A≤e r(l(A)), for AE R.

Proof. Assume R is right FI-extending and letAER. Then there existse= e2 such that

AR ≤eeR. Since R is right nonsingular,l(A) = l(eR) = R(1− e) hence R is quasi-Baer.

Moreover,AR ≤e eR= r(l(eR)) = r(l(A)) soAR ≤e r(l(A)).

The converse is obvious.�

As in the Baer case, we need to introduce a concept of nonsingularity, in this case

taking in account not only the endomorphisms ring but also the fully invariant submod-

ules of M.

Definition 3.53 A module M is called FI-K-nonsingular if, for any IE S so that

rM(I ) ≤e eM for e2 = e ∈ S = End(M),rM(I ) = eM.

Definition 3.54 A module M is called FI-K-cononsingular if, for every NEd M and

N′ E N so thatϕ(N′) , 0,∀ϕ ∈ End(N), we get that N′ ≤e N.

Proposition 3.55 Let M be an R-module.

(i) M is FI-K-nonsingular if and only if, for all IE S , rM(I ) ≤e eM for e2 = e ∈ S =

End(M), implies I∩ S e= 0.

(ii) M is FI-K-cononsingular if and only if, for all NE M, rM(lS(N)) ≤d M implies

N ≤e rM(lS(N)).

Proof. The proof follows on the same line as that of Proposition 3.21.�

The above definitions indeed generalize the notions of K-nonsingularity and K-

cononsingularity, respectively.
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Corollary 3.56 We have the following implications:

(i) If M is K-nonsingular, then M is FI-K-nonsingular.

(ii) If M is K-cononsingular, then M is FI-K-cononsingular.

Proof. The proof follows from Proposition 3.21 and Proposition 3.55.�

Any semiprime ring R which is not right nonsingular has the property thatRR is

FI-K-nonsingular but not K-nonsingular. Any module which is Baer, FI-extending but

not extending has the property that it is FI-K-cononsingular but not K-cononsingular.

Lemma 3.57 Let M be FI-extending. Then M is FI-K-cononsingular.

Proof. Let N Ed M. Then by Proposition 3.46, N is FI-extending. TakeN′ E N such

thatϕ(N′) , 0, ∀ϕ ∈ End(N). By the FI-extending propertyN′ ≤e N′ ≤d N. Assume

N′ ⊕ N2 = N for someN2 ≤d N whereN2 , 0. Then letπ2 be the canonical projection

of N onto N2 has the property thatπ2(N′) = 0, contradiction. HenceN2 = 0, hence

N′ ≤e N.�

Lemma 3.58 Let M be FI-K-nonsingular FI-extending module. Then M is quasi-Baer.

Proof. Let I E S = End(M). We want to show thatrM(I ) ≤d M. We have that

rM(I ) E M, and by FI-extending property we getrM(I ) ≤e eM,e2 = e ∈ S = End(M).

By FI-K-nonsingularity we get thatrM(I ) = eM.�

Lemma 3.59 Let M be quasi-Baer. Then M is FI-K-nonsingular.

Proof. Let I ES = End(M), with rM(I ) ≤e eM, wheree2 = e ∈ S. Then by quasi-Baer

property,rM(I ) ≤d M. As rM(I ) ⊆ eM it follows that rM(I ) ≤d eM. Since it is also

essential,rM(I ) = eM.�

Lemma 3.60 Let M be FI-K-cononsingular quasi-Baer module. Then M is FI-extending.
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Proof. Let N E M, andlS(N) = S e(by quasi-Baer property). Hence,N ⊆ (1 − e)M.

Moreover, sinceN E M, S eE S hence (1− e)M Ed M. Now letϕ ∈ End((1 − e)M),

thusϕ = (1− e)ϕ(1− e) ∈ S = End(M). Supposeϕ(N) = 0⇒ ϕ = (1− e)ϕ(1− e) ∈

lS(N) = S e. But then (1− e)ϕ(1 − e) ∈ [(1 − e)S](1 − e) ∩ S e = 0. So, by the

FI-K-cononsingularity of M we get thatN ≤e (1− e)M, hence M is FI-extending.�

Theorem 3.61 A module M is FI-extending and FI-K-nonsingular if and only if M is

quasi-Baer and FI-K-cononsingular.

Proof.

(⇒:) By Lemma 3.57 and Lemma 3.58.

(⇐:) By Lemma 3.59 and Lemma 3.60.

�

Remark 3.62 In the proof of Lemma 3.60 we also get that(1− e)M E M (N E M ⇒

S e= lS(N) E S ⇒ (1 − e)M = rM(lS(N)) E M), and so we obtain that M is, in fact,

strongly FI-extending.

Corollary 3.63 A ring R is right FI-extending and right FI-K-nonsingular if and only

if R is quasi-Baer and right FI-K-cononsingular.

Theorem 3.64 Let M be a quasi-Baer module. Then for any N≤d M, N is also a

quasi-Baer module.

Proof. SinceN ≤d M, there existse2 = e ∈ S = End(M) so thatN = eM, and letFEN.

Using Lemma 3.12, there existsGE (1−e)M so thatF⊕GEM. Since M is quasi-Baer

module,I = lS(F⊕G)EdS. The endomorphism ring ofN = eM is eS e, and sinceIES,

eIe= eS e∩ I (one inclusion is obvious, while the other one results from the following

argument :i ∈ I∩eS e⇒ i = ese= e2se2 = eie∈ eIe). At the same time,I = S f where

f 2 = f ∈ S = End(M), and soeIe= eS f e. But, sinceS f E S, f e ∈ S f⇒ f e= f e f;

we can write henceeIe = eS f e= eS f e f = eS f e f e= (eS f e)(e f e). Notice that

(e f e)2 = e f ee f e= e f e f e= e f ee= e f e; we have (eS f e)(e f e) ⊆ (eS e)(e f e), but
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also the reverse: let (ese)(e f e) ∈ (eS e)(e f e); esee f e= ese f e= ese f e f= ese f e f e=

e((se) f )e f e = e((se) f )ee f e= (e((se) f )e)(e f e) ∈ (eS e f)(e f e). Hence we have that

eIe≤d eS e(in fact, it is a fully invariant direct summand becausee f eis a semi-central

idempotent ineS e: (e f e)(ese)= e f ese= e f ese f= e f ese f e= (e f e)(ese)(e f e)).

We only have to show thateIe= leS e(F). It is clear that (eIe)(F) = 0: eie(F) = ei(F) =

e(0) = 0. Assume there exists 0, e je ∈ eS e, e je < eIe so thate je(F) = 0. But

e jeG⊆ e je(1−e)M = 0, and soe je∈ lS(F⊕G) = I . But thene je= ee jee= e(e je)e ∈

eIe, a contradiction. HenceleS e(F) = eIe≤d eS e; F was arbitrarily chosen, henceN is

quasi-Baer.�

Theorem 3.65 Let M1 and M2 be quasi-Baer modules. If we have the propertyψ(x) =

0 for all ψ ∈ Hom(Mi ,M j) implies x= 0 (i , j; i, j = 1,2) then M1⊕M2 is quasi-Baer.

Proof. Let S = End(M1 ⊕M2), and letI ES. ThenrM1⊕M2(I ) EM1 ⊕M2, hence, using

Lemma 3.11,rM1⊕M2(I ) = N1 ⊕ N2, whereNi E Mi, i = 1,2. As mentioned,

S =

 S1 Hom(M2,M1)

Hom(M1,M2) S2


SinceI E S we have the following properties;

I11 = {ϕ ∈ S1 | ϕ = ξ11; (ξi j )i, j=1,2 ∈ I } E S1

I22 = {ϕ ∈ S2 | ϕ = ξ22; (ξi j )i, j=1,2 ∈ I } E S2

We also defineI12 = {ψ ∈ Hom(M2,M1) | ψ = ξ12; (ξi j )i, j=1,2 ∈ I } and I21 = {ψ ∈

Hom(M1,M2) | ψ = ξ21; (ξi j )i, j=1,2 ∈ I }.

Let N′1 = rM1(I1). We have thatN1 = N′1 ∩ (
⋂

ψ∈I12
Kerψ). SinceM1 is quasi-Baer,

we know thatrM1(I1) ≤d M1. We also have thatψ(N′1) satisfiesχ(ψ(N′1)) = 0 for all

χ ∈ Hom(M2,M1), sinceχ(ψ) ∈ I11 for ψ ∈ I12. Since we have the property that

χ(x) = 0 for all χ ∈ Hom(M2,M1) implies x = 0 then we get thatψ(N′1) = 0 for all

ψ ∈ I12, and soN1 = N′1 ≤d M1.
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Proposition 3.66 M =
⊕

i∈F Mi is quasi-Baer if Mi is quasi-Baer and subisomorphic

to (i.e., isomorphic to a submodule of) Mj, for all i , j; i , j ∈ F, where F is an index

set.

Proof. LetSi be the endomorphism ring ofMi, for all i ∈ F. The endomorphism ring of

M, S, is a ring of matrices, with elements ofSi in theii -position, and mapsM j → Mi in

i j -position, for alli, j ∈ F, i , j. We need to show, for allI ES, rM(I ) ≤d M. But since

rM(I ) E M, rM(I ) =
⊕

i∈F rM(I ) ∩ Mi. We only have to analyze, hence, the column

morphisms (i.e., matrices) takingMi into M for an i ∈ F. Similar to our previous

theorem, we have that theith column ofI ES has elements from an idealI i ESi in the

ith position, and certain elements fromHom(Mi ,M j) in the remaining places (call the

union of all these setsA). rM(I ) ∩ Mi = rMi (I i) ∩ (
⋂

ϕ∈A(Ker(ϕ))). But M′i = rMi (I i) ≤d

Mi, sinceMi is a quasi-Baer module. If we take aϕ ∈ A, for exampleϕ : Mi → M j,

i, j ∈ F, i , j, thenψ jiϕ ∈ I i, whereψ ji : M j → Mi is the monomorphism takingM j

into Mi; we obtain this by noting that if we multiply a morphism inI , havingϕ in the

ji -position, with the morphism (χkl)k,l∈F, χkl = 0 for where (k, l) , (i, j) andχi j = ψ ji ,

then we get a morphism inI with ψ jiϕ : Mi → Mi in the ii -position. This means that

ψ jiϕ(M′i ) = 0; asψ ji is a monomorphism, henceϕ(M′i ) = 0, thusM′i ⊆ Ker(ϕ). Since

ϕ ∈ A was arbitrarily chosen,rM(I ) ∩ Mi = rMi (I i) ∩ (
⋂

ϕ∈A(Ker(ϕ))) = M′i ≤d Mi.

Using this argument for alli ∈ F we obtain thatrM(I ) =
⊕

i∈F M′i ≤d

⊕
i∈F Mi = M.

�

Corollary 3.67 A free module over a quasi-Baer ring is a quasi-Baer module.

Proof. Follows directly from the above result.

�
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3.4 Endomorphism Rings

Theorem 3.68 Let M be a Baer (respectively, quasi-Baer) module. Then S= End(M)

is Baer (respectively, quasi-Baer) ring.

Proof. Let I ≤ S be a left (respectively, two-sided) ideal. Since M is Baer (respectively,

quasi-Baer),rM(I ) ≤d M, thus there existse2 = e ∈ S such thatrM(I ) = eM. We

claim thatrS(I ) = eS also holds. For anyeψ ∈ eS, we observe thatIeψ = 0, as

for all x ∈ M, Ieψ(x) ⊆ IeM = 0. ThereforeIeS = 0, andeS ⊆ rS(I ). Next, let

ϕ ∈ rS(I ) be any element; then we can writeϕ = eϕ + (1 − e)ϕ. Since Iϕ = 0,

Iϕ(M) = 0⇒ I (ϕ(M)) = 0. Henceϕ(M) ⊆ rM(I ) = eM. Let m ∈ M be arbitrary; then

ϕ(m) = em′(m′ ∈ M) ⇒ eϕ(m) = em′ = ϕ(m) ⇒ eϕ = ϕ. Henceϕ ∈ eS which yields

eS= rS(I ).�

Corollary 3.69 [4,Proposition4.8] Let M be a K-nonsingular, FI-extending module.

Then S=End(M) is a quasi-Baer ring.

Proof. We know that if a module is FI-extending and FI-K-nonsingular, then it is

quasi-Baer. Since K-nonsingularity implies FI-K-nonsingularity, we get that M is a

quasi-Baer module. By Theorem 3.68,M is quasi-Baer module implies S=End(M) is

quasi-Baer ring.�

Next example shows that the converse of Theorem 3.68 does not hold in general.

Example 3.70 Let M = Zp∞, considered as aZ-module. Then it is well-known that

EndZ(M) is the ring of p-adic integers [19, Example 3, page 43]. Since the ring of

p-adic integers is a commutative domain, it is a (quasi-) Baer ring. However M= Zp∞

is not a (quasi-) Baer module.

Definition 3.71 A module M is called retractable if Hom(M,N) , 0, ∀ 0 , N ≤ M

(or, equivalently,∃ 0 , ϕ ∈ S = End(M) with Im(ϕ) ⊆ N).

We recall a result of Khuri that already proved as Theorem 2.19.
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Theorem 3.72 Let MR be nonsingular and retractable. Then S= End(M) is right

extending ring if and only if M is extending module.

Proposition 3.73 Let M be retractable. Then M is Baer if and only if S=End(M) is

Baer ring.

Proof. The direct implication has already been shown as Theorem 3.68. We now

prove the reverse implication. LetI ≤ SS; since S=End(M) is Baer,rS(I ) = eS for

e2 = e ∈ S. Hence,rM(I ) ⊇ eM. Assume there existsm ∈ M \ eM so thatIm = 0

without loss of generality we can assume 0, m ∈ (1 − e)M. By retractability, there

exists 0, ϕ ∈ S, Im(ϕ) ⊆ mR. But in this case,IϕM ⊆ ImR = 0, henceϕ ∈ rS(I ).

But ϕ = (1 − e)ϕ ∈ eS∩ (1 − e)S = 0 which is a contradiction. HencerM(I ) = eM,

implying that M is a Baer module.�

Proposition 3.74 Let M be retractable. Then M is quasi-Baer if and only if S=End(M)

is a quasi-Baer ring.

Proof. The proof is similar to the Baer case, discussed above.�

Theorem 3.75 [29,Theorem2,Theorem3] If R is a Baer ring with only countably

many idempotents, then R has no infinite sets of orthogonal idempotents. If, in ad-

dition, R is a regular ring, then R is a semisimple Artinian ring.

Proposition 3.76 If M is a Baer module, with only countably many direct summands,

then M contains no infinte direct sums of disjoint summands.

Proof.Since M is Baer, S is Baer by Theorem 3.68. Since M has countably many direct

summands, then S has only countably many idempotents. By Theorem 3.75 S has no

infinite sets of orthogonal idempotents, hence there exists no infinite sets of mutually

disjoint direct summands in M.�
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Proposition 3.77 Let M be an extending module such that its endomorphism ring

S=End(M) is regular ring. Then M is a Baer module, and subsequently S is a Baer

ring.

Proof. In view of Theorem 3.29 we only have to show that M is K-nonsingular. Take

ϕ ∈ S = End(M) so thatrM(Sϕ) = Ker(ϕ) ≤e M. Since S is regular, there exists

ψ ∈ S so thatϕ = ϕψϕ, henceψϕ = (ψϕ)(ψϕ) is an idempotent with the property that

Sϕ = Sψϕ; but thenrM(Sϕ) = rM(ψϕ) = (1−ψϕ)M ≤d M. HenceKer(ϕ) = rM(Sϕ) =

M ⇒ ϕ = 0.�
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CHAPTER 4

ON K-NONSINGULAR MODULES AND APPLICATIONS

4.1 K-nonsingular Modules

In this chapter [40] was taken as a reference basically.

Definition 4.1 [43,Proposition11.1] A module M is called non-M-singular (polyform)

if for all K ⊆ M and0 , f : K → M, Ker f is not essential in K.

Proposition 4.2 Every non-M-singular (polyform) module M is K-nonsingular.

Proof. In particular, all nonzero endomorphisms of M have kernels which are not

essential in M, providing our assertion.�

The following examples show that K-nonsingularity of modules is a proper gener-

alization of the concepts of non-M-singularity (or polyform property) and nonsingu-

larity, i.e., the converse of Proposition 4.2 and Proposition 3.23 do not hold true.

Example 4.3 In Z-mod let M= Q⊕ Z. Then QE M andZ2 E M (HomZ(Q,Z2) = 0,

HomZ(Z2,Q) = 0).From Theorem 4.14 (later in this section) we can see that M is a

K-nonsingularZ-module since Q is K-nonsingular (in fact it is nonsingular) andZ2 is

K-nonsingular. However, if we takeZ ≤ Q andϕ : Z → Q ⊕ Z2, ϕ(z) = (0, ẑ), then

kernel ofϕ is 2Z ≤e Z, hence M cannot be non-M-singular (polyform) or nonsingular.

However, when the moduleM = R, the base ring, the tree concepts coincide.

Proposition 4.4 A ring R is K-nonsingular if and only if R is nonsingular if and only

if R is non-R-singular (polyform).
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Proof. The proof easily follows asEnd(R) = R consists of left multiplication by

elements of R.�

Definition 4.5 For a module M we define the K-singular submodule of M by ZK(M) =∑
ϕ∈S,Kerϕ≤eM Imϕ (where the summation goes over allϕ ∈ S = End(M) with Kerϕ ≤e

M).

Proposition 4.6 A module M is K-nonsingular if and only if ZK(M) = 0.

Proof. If ZK(M) = 0 ⇔ ϕ = 0,∀ϕ ∈ S = End(M) with Kerϕ ≤e M. The result

follows.�

Proposition 4.7 Let M be a module. Then ZK(M) E M. Moreover, ZK(M) ⊆ Z(M).

Proof. Let ϕ ∈ S = End(M) so thatKerϕ ≤e M; for anyψ ∈ S, Kerψϕ ⊇ Kerϕ, and

soKerψϕ ≤e M.

For x ∈ ZK(M), let x = x1 + x2 + .... + xn, wherexi ∈ Imϕi , ϕi ∈ S, i ∈ {1, ...,n}, for

somen ∈ N. For eachxi ,∃mi ∈ M and I i ≤e RR so that 0, xi = ϕimi, however

mi I i ⊆ Kerϕi ⇒ ϕi(mi I i) = xi I i = 0 (∀1 ≤ i ≤ n). Taking I =
⋂

1≤i≤n I i we get that

xI = 0 andI ≤e RR. Hencex ∈ Z(M), and the result follows.�

Note that, if M is nonsingular,Z(M) = 0, hence by Proposition 4.7,ZK(M) = 0.

In view of Proposition 4.6, this provides another proof of the fact that nonsingularity

implies K-nonsingularity.

Proposition 4.8 Let M =
⊕

i∈F Mi. Then ZK(M) ⊇
⊕

i∈F ZK(Mi).

Proof. SinceZK(M)EM ⇒ ZK(M) =
⊕

i∈F(ZK(M)∩Mi). We only need to show that

ZK(Mi) ⊆ ZK(M) ∩ Mi.

For a fixedi ∈ F, x ∈ ZK(Mi) ⇒ x = ϕ1(x1) + ϕ2(x2) + ... + ϕn(xn), for some n,

whereϕi ∈ End(Mi) and xi ∈ Mi, Kerϕi ≤e Mi, ∀1 ≤ i ≤ n. Extending eachϕi to

ϕi : M → M, by ϕi |M j = 0 for ∀i , j wherei, j ∈ F gets usKerϕi ≤e M (as it is easily

checked), and sox ∈ ZK(Mi)⇒ x ∈ ZK(M) ∩ Mi, i ∈ F.�
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It is well known that nonsingularity is inherited by submodules of nonsingular

modules, and in particular by direct summands of nonsingular modules. Also, a di-

rect sum of nonsingular modules is nonsingular. On the contrary, for the case of K-

nonsingularity, neither submodules always inherit K-nonsingularity, nor direct sums of

K-nonsingular modules are K-nonsingular. The next example exhibits this.

Example 4.9 It is easy to see thatZ ⊕ Z2 ≤ Q⊕ Z2 is not a K-nonsingularZ-module

(the map(z, n̂) → (0, ẑ) has essential kernel), even though Q⊕ Z2 is a K-nonsingular

Z-module. Also,Z andZ2 are both K-nonsingular, whileZ ⊕ Z2 is not.

The property of K-nonsingularity, however, is inherited by direct summands.

Proposition 4.10 Alternative proof of Proposition 3.43 can be done by using Propo-

sition 4.8 and 4.6.

Proof. Let M = N ⊕ N′. By Proposition 4.8 we obtain thatZK(M) ⊇ ZK(N) ⊕ ZK(N′);

but ZK(M) = 0 by Proposition 4.6, since M is K-nonsingular. Thus,ZK(N) = 0, and

applying Proposition 4.6 again, we obtain that N is K-nonsingular.�

Definition 4.11 Let M and N be R-modules. We say that M is K-nonsingular relative

to N if,∀ϕ ∈ Hom(M,N),Kerϕ ≤e M impliesϕ = 0

Definition 4.12 The R-modules M and N are relatively Rickart if for allϕ ∈ HomR(M,N),

Ker(ϕ) ≤d M and for allψ ∈ HomR(N,M), Ker(ψ) ≤d N (this condition was termed

”relatively Baer” in previous chapter).

Remark 4.13 M is K-nonsingular relative to M if and only if M is K-nonsingular. If M

and N are relatively Rickart modules, then they are mutually relatively K-nonsingular.

In the next result a necessary sufficient condition is provided for arbitrary direct

sums of K-nonsingular modules to be K-nonsingular.

Theorem 4.14 Let(Mi)i∈F be a family of modules. Then M=
⊕

i∈F Mi is K-nonsingular

if and only if Mi is K-nonsingular relative to Mj, ∀i, j ∈ F.
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Proof. Let ψ ∈ End(M). Assume thatKerψ ≤e M. Thus,Kerψ ∩ Mi ≤e Mi,∀i ∈ F.

Fix i ∈ F. We can splitψ|Mi : Mi →
⊕

Mi into
⊕

j∈I π jψ|Mi , whereπ j is canonical

projection of M ontoM j, j ∈ F. Kerψ|Mi = Kerψ ∩ Mi ≤e Mi, but Kerψ|Mi =⋂
j∈F Kerπ jψ|Mi ⇒ Kerπ jψ|Mi ≤e Mi, j ∈ F. But, by relative K-nonsingularity in our

hypothesis,π jψ|Mi = 0,∀ j ∈ F. Henceψ|Mi = 0.

Since i ∈ F is arbitrary,ψ|Mi = 0,∀i ∈ F, thusψ = 0. This implies that M is K-

nonsingular.

Converse holds by Proposition 4.10 and the fact that nonzero homomorphisms between

any pair of summands of M can be extended to M in the obvious fashion, in which case

each kernel must be non-essential.�

Proposition 4.15 Let M be a module such that E(M) is a K-nonsingular module. Then

M is K-nonsingular.

Proof. Any endomorphismϕ ∈ End(M) can be extended to an endomorphismϕ ∈

End(E(M)). AssumeKerϕ ≤e M ≤e E(M); sinceKerϕ ⊆ Kerϕ ⇒ Kerϕ ≤e E(M).

Hence, sinceE(M) is K-nonsingular, we obtain thatϕ = 0⇒ ϕ = 0. In conclusion, M

is also K-nonsingular.�

In the next example it is shown that the converse of Proposition 4.15 does not hold

in general.

Example 4.16 Let M = Zp. Even though M is K-nonsingularZ-module (M is simple

module in fact), essential extensions of M, in particular its injective hull E(M) = Zp∞,

are not necessarily so. This, since the endomorphism of E(M) obtained by multiplying

elements by p has a nonzero essential kernel.

Theorem 4.17 Let R be a ring. The following are equivalent:

(i) Every injective (right) R-module is Baer;

(ii) Every (right) R-module is Baer;

(iii) R is semisimple artinian.

46



Proof. (iii ⇒ ii ⇒ i) are obvious.

To prove (i ⇒ iii ), consider the module:B = E(M) ⊕ E(E(M)/M), where M is an

arbitrary rightR-module. B is injective (being the direct sum of two injective modules)

and hence Baer by hypothesis. Letϕ : E(M) → E(E(M)/M) be defined byϕ(x) =

x+ M, ∀x ∈ E(M). ThenKerϕ = M is a direct summand ofE(M). SinceM ≤e E(M)

we getM = E(M). Since M was arbitrarily chosen, we get that all rightR-modules are

injective, henceRmust be semisimple artinian.�

As a consequence, it is shown that the class of semisimple artinian rings is precisely

also the class for which everyR-module is K-nonsingular.

Corollary 4.18 Let R be a ring. The following assertions are equivalent:

(i) Every (right) R-module is K-nonsingular;

(ii) Every injective (right) R-module is K-nonsingular;

(iii) R is semisimple artinian.

Proof. (i ⇒ ii ) is obvious. To prove (ii ⇒ iii ) we observe that if a module M is injective

and K-nonsingular, it is, in particular, extending and K-nonsingular. By Theorem 3.29

we obtain that M is Baer. Then by Theorem 4.17 R is semisimple artinian.

(iii ⇒ i) is clear since the kernel of any nonzero endomorphism of anyR-module must

be a proper direct summand, hence cannot be essential.�

4.2 K-Nonsingularity and The Endomorphism Ring

Definition 4.19 Recall that A right R-module M is called continuous (quasi-continuous)

if M is CS-module satisfying the condition(C2) ((C3)).

Let R be a ring. Let M and N be R-modules with identity if every homomorphism from

a submodule X of N to M extend from N to M then M is said to be N-injective. For

every R-module N if M is N-injective then M is called injective module. If M is M-

injective then M is called quasi-injective module. M and N are relatively injective if M

is N-injective and N is M-injective. Also if M is RR injective then M is injective.
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Lemma 4.20 Let A be a submodule of an arbitrary module M. If A is closed in a

summand of M, then A is closed in M.

Proof. Let M = M1 ⊕ M2 with A ≤c M1. π1 : M1 ⊕ M2 → M1 be projection map.

Assume thatA ≤e B ≤ M. Then it is easy to see thatA = π(A) ≤e π(B) ≤ M1. Since

A ≤c M1 thenA = π(A) = π(B) ≤ B. (1− π)B ≤ B⇒ (1− π)B∩ A = 0, (1− π)B = 0

⇒ B = πB ≤ M1 soA = B�

Theorem 4.21 The followings are equivalent for a module M.

(i) M is quasi-continuous.

(ii) M = X⊕Y for any two submodules X and Y which are complement of each other.

(iii) f M ≤ M for every idempotent f∈ End(E(M)).

(iv) E(M) =
⊕

i∈I Ei implies M=
⊕

i∈I M ∩ Ei.

Proof.

(i ⇒ ii ) X,Y ≤c M thenX,Y ≤d M. By condition (C3) X⊕Y ≤d M. SinceX⊕Y ≤e M

thenX ⊕ Y = M.

(ii ⇒ iii ) Let A1 = M ∩ f (E(M)) ( f : E(M) → E(M)) andA2 = M ∩ (1− f )(E(M)).

Let B1 be a complement ofA2 that containsA1. Let B2 be a complement ofA1 that

containsA2. ThenM = B1 ⊕ B2. Let π be the projectionB1 ⊕ B2 → B1. We claim

that M ∩ ( f − π)M = 0. Let x, y ∈ M such thaty = ( f − π)(x)⇒ y = f (x) − π(x)⇒

f (x) = y+ π(x) ∈ M and hencef (x) ∈ A1. Thus (1− f )(x) ∈ M and so (1− f )(x) ∈ A2.

Thereforeπ(x) = f (x), and consequentlyy = 0. (x− f (x) ∈ A2⇒ π(x− f (x)) = 0⇒

π(x)−π( f (x)) = 0⇒ π(x) = f (x)). M ≤e E(M)⇒ ( f −π)M = 0⇒ f (M) = π(M) ≤ M.

(iii ⇒ iv) It is clear that
⊕

i∈I M ∩ Ei ≤ M. Let m be an arbitrary element in M. Then

m ∈
⊕

i∈F Ei for a finite subsetF ⊆ I . Write E(M) =
⊕

i∈F Ei ⊕ E∗. Then there exists

orthogonal idempotentsfi ∈ End(E(M)) i ∈ F such thatEi = fi(E(M)) since fi M ≤ M

by assumption,m= (
∑

i∈F fi)(m) =
∑

i∈F fi(m) ∈
⊕

i∈F M ∩ Ei thenM ≤
⊕

i∈F M ∩ Ei

soM =
⊕

i∈I M ∩ Ei.
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(iv ⇒ i) Let A ≤ M. ThenE(M) = E(A) ⊕ E∗. ThenM = (M ∩ E(A)) ⊕ (M ∩ E∗)

with A ≤e M ∩ E(A) hence M has (C1). Let M1,M2 ≤d M such thatM1 ∩ M2 = 0.

E(M) = E(M1) ⊕ E(M2) ⊕ E′ thenM = (M ∩ E(M1)) ⊕ (M ∩ E(M2)) ⊕ (M ∩ E′) =

M1⊕M2⊕(M∩E′) soM1⊕M2 ≤d M (Mi ≤d M, Mi ≤e E(Mi)⇒ Mi ≤e M∩E(Mi) ≤ M

⇒ Mi ≤d M ∩ E(Mi) ≤ M ⇒ Mi = M ∩ E(Mi)).

�

Proposition 4.22 If M1⊕M2 is quasi-continuous then M1 and M2 are relatively injec-

tive.

Proof. Let M = M1 ⊕ M2. We will show thatM2 is M1-injective. Let X ≤ M1,

ϕ : X → M2 and defineB = {x − ϕ(x) : x ∈ X} ≤ M. Assume there exists an

elementy ∈ B ∩ M2 theny = x − ϕ(x); x ∈ M1 so x = y + ϕ(x) ∈ M1 ∩ M2 = 0

hencey = 0 thenB∩ M2 = 0. Now let M∗1 be a complement ofM2 that contains B.

SinceM = M1 ⊕ M2 is quasi-continuous then we can defineM = M∗1 ⊕ M2 where

M∗1 � M1. Let π : M∗1 + M2 → M2 whereKer(π) = M∗1 ⊇ B. Let x ∈ X so can define

x = m∗1 +m2 sinceπ(x− ϕ(x)) = 0 thenπ(x) = π(ϕ(x)) = ϕ(x). So we can extendϕ(x)

to π|M1 : M1→ M2; π(m1) = m2.�

Corollary 4.23
⊕n

i=1 Mi is quasi-continuous if and only if each Mi is quasi-continuous

and Mj-injective for all i, j.

Proposition 4.24 Let M be a quasi-continuous module, S= End(M), 4 = {α ∈ S :

Ker(α) ≤e M} and J the Jacobson radical of S. Then M is continuous if and only if

4 = J and S/4 is regular.

Proof. Suppose M is continuous. Letα ∈ S and letL be a complement ofK = Ker(α)

by (C1) L ≤d M. Sinceα|L is a monomorphism;α|L : L → M, α(L) � L then

α(L) ≤d M by (C2). Hence there existsβ ∈ S such thatβα = 1L. Then (α − αβα)(K ⊕

L) = (α − αβα)(L) = α(L) − α(L) = 0 soK ⊕ L ⊆ Ker(α − αβα) ≤e M that implies

(α − αβα) ∈ 4 thusS/4 is regular ring. This also proves thatJ ≤ 4 (J(S/4) = 0⇒
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J(S) ⊆ 4). Let a ∈ 4. SinceKer(a) ∩ Ker(1− a) = 0 andKer(a) ≤e M this implies

that Ker(1 − a) = 0 then (1− a)(M) ≤d M by (C2). SinceKer(a) ≤ (1 − a)M then

(1− a)M ≤e M. Hence, (1− a)M = M then (1− a) is unit in S. It follows thata ∈ J

then4 ⊆ J so4 = J.

Conversely, assume that4 = J andS/4 is regular. Letϕ ∈ S be a monomorphism with

essential image. There existsψ ∈ S such thatϕ − ϕψϕ ∈ 4. Then (1− ϕψ)ϕK = 0 for

someK ≤e M. Sinceϕ is a monomorphism,ϕK ≤e ϕM thusϕK ≤e M asϕM ≤e M.

Therefore, 1− ϕψ ∈ 4 = J, and henceϕψ is a unit inS. Thusϕ is onto and soϕ is an

isomorphism. Then M is continuous.�

Proposition 4.25 If M is a K-nonsingular and continuous module, then S is regular

and S is right continuous.

Proof. M is continuous henceJ(S) = {ϕ | Kerϕ ≤e M}, andS/J(S) is von Neumann

regular and right continuous. By K-nonsingularity,J(S) = 0, and the result follows.�

Proposition 4.26 If M is a module such that S=End(M) is regular, then M is K-nonsingular.

Proof. Let ϕ ∈ S so thatKerϕ ≤e M. By regularity,∃ψ ∈ S so thatϕψϕ = ϕ. But

that impliesψϕ is an idempotent, and henceKerψϕ ≤d M. But Kerϕ ⊆ Kerψϕ ⇒

Kerψϕ ≤e M ⇒ Kerψϕ = M ⇒ ψϕ = 0⇒ ϕ = ϕψϕ = 0.�

Corollary 4.27 Let M be an extending module such that its endomorphism ring S is a

regular ring. Then M is Baer module, and subsequently S is Baer ring.

Proof. By Theorem 3.29 and Proposition 4.26, M is Baer module. By Theorem 3.68,

S=End(M) is a Baer ring.�

Proposition 4.28 Let M be a module with semisimple artinian endomorphism ring S.

Then M is Baer module.
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Proof. Since a semisimple artinian ring is Baer, S is Baer. Since every left idealI ≤ SS

is a summand inSS (semisimple artinian ring is, in particular, semisimple left module

over itself),I = S ewith e2 = e ∈ S,rM(I ) = (1− e)M ≤d M, hence M is Baer.�

Proposition 4.29 Let M be retractable. If M is K-nonsingular, then S=End(M) is right

nonsingular.

Proof. Let M be a K-nonsingular module. Letϕ ∈ S, so thatrS(ϕ) ≤e SS. Assume

rM(ϕ) = Ker(ϕ) is not essential in M; hence, there exists a nonzero complementN ≤

M, N ∩ Ker(ϕ) = 0. By retractability,∃0 , ψ ∈ S,Imψ ⊆ N. Butϕψ , 0(as the image

of ψ has zero intersection with the kernel ofϕ), thusψS∩ rS(ϕ) = 0, since the image of

anyψψ′ with ψ′ ∈ S is also a subset of N. This contradicts essentiality ofrS(ϕ), hence

rM(ϕ) ≤e M ⇒ ϕ = 0, by K-nonsingularity of M.�

Theorem 4.30 Let M be a Baer module with only countably many direct summands.

Then M is semisimple artinian if any of the following conditions hold:

(i) M is retractable and S=End(M) is a regular ring;

(ii) Every cyclic submodule of M is a direct summand of M; or

(iii) ∀m ∈ M,∃ f ∈ Hom(M,RR) such that m= m f m.

Proof. Suppose (i) holds. By Theorem 3.68 and in view of Proposition 3.76, S is a

regular ring with only countably many idempotents. Then S is a semisimple artinian

ring, by [29, Theorem 3].

Since S is semisimple artinian ring, it can be decomposed into a finite, ring direct sum

of simple artinian rings,S =
⊕

1≤i≤n S ei, wheren ∈ N and allei are central idempo-

tents. Hence we obtain the following module direct decompositionM =
⊕

1≤i≤n ei M,

whereei M Ed M. We show that this implies,∀1 ≤ i ≤ n, ei M is retractable. Take

N ≤ ei0 M ≤ M, 1 ≤ i0 ≤ n; there exists a nonzero endomorphismϕ ∈ S so that

ϕ(M) ≤ N ⇒ πioϕ = ϕ (whereπio is the canonical projection ontoei0 M). Assume
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that 0 , x ∈ M, so thatϕ(x) , 0; we havex = e1x + e2x + ... + enx and by

ei M E M ⇒ ϕ(ei x) = πioϕ(ei x) ∈ ei M ∩ ei0 M = 0 unlessi = i0. This implies that

ϕ(x) = ϕ(ei0 x) , 0, and so the restricting ofϕ to ei0 M produces a nonzero endomor-

phism ofei0 M (ei0 M E M ⇒ ϕ(ei0 M) ∈ ei0 M), whose image is a subset ofN. Sincei0

was arbitrary chosen, this implies that all of the above summands ofM are retractable.

If we can show that, for any 1≤ i ≤ n, ei M is semisimple artinian, we’re done. To

simplify notation, and without losing generality, we can assume S is simple artinian.

We know that a simple artinian ring is finite,m×m matrix ring over a field K, where

m ∈ N. Letψi,1 ≤ i ≤ m be the idempotent elements of S=End(M) having 1 in theii -

position, and 0 everywhere else. ThusM can be decomposed asM = ψ1M+ψ2M+ ...+

ψmM. We want to show that eachψ j M is a simple module, for 1≤ j ≤ m. For a fixed

j0, takeP ≤ ψ j0 M, where 1≤ j0 ≤ m. By retractability of M, we have that there exists

χ ∈ S with χ(M) ≤ P. Takey ∈ M so thatχy , 0; we havex = ψ1x+ ψ2x+ ... + ψmx

and hence 0, χψ1x+ χψ2x+ ... + χψmx⇒ ∃1 ≤ k0 ≤ m so thatχψk0 x , 0. If k0 = j0

we can restrictχ to ψ j0 M, and so obtain an endomorphism ofψ j0 M, whose image is

a subset of N. ButSψ j0 is isomorphic, as a ring, with field K, which implies that all

nonzero endomorphisms must be isomorphisms. This means that N, containing the

image of such an endomorphism, must equalψ j0 M.

Assume now thatk0 , j0. Since there exists an isomorphismf : Sψ j0 → Sψk0,

0 , (χ|Sψk0
) ◦ f : Sψ j0 → Sψ j0, Im(χ|Sψk0

) ◦ f ⊆ N. Now use the above argument to

show thatN = ψ j0 M.

Since N was arbitrarily chosen, it implies that any nonzero submodule ofψ j0 M must

be ψ j0 M, henceψ j0 M is simple. j0 was arbitrarily chosen, hence M is semisimple

artinian.�

Proposition 4.31 If M is an indecomposable Baer module then S= End(M) is a

domain. If M is retractable and S is a domain, then M is an indecomposable Baer

module.

Proof. Let M be indecomposable Baer module. From Theorem 3.40 we get that all

endomorphisms are monomorphisms, hence S is a domain.
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Let M is retractable since S is a domain then S is Baer ring soM is a Baer mod-

ule. Also, since S is a domain, it does not have any proper idempotents, thus M is

indecomposable.�
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