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Council of Turkey (TÜBİTAK BİDEB 2211) for supporting me during my thesis.

My special thanks to my peerless family. Without their love, continual encouragement

and endless support this work would not have been possible. Sevcan, Canan, Çağla
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SPIN - ORBIT INTERACTION IN NANOSTRUCTURES : SPIN

MANIPULATION AND TRANSPORT

ABSTRACT

In this thesis, we investigate the effect of in-plane magnetic field onto the

electronic structure, spin and magnetotransport properties of double quantum wires

formed by a symmetric, double quartic-well potential taking into account Rashba

and Dresselhaus spin-orbit couplings and considering the presence of electric field.

The energy dispersion relation of the system is analyzed for different strengths

of spin-orbit interactions, magnitude and direction of magnetic field and electric

field. Our numerical results reveal that in the presence of in-plane magnetic field,

the competition between spin-orbit couplings and electric field modify strongly the

energy band structure, introduce a wave vector dependence to subband energies and

also leads to crossings and anticrossings between subbands. This complex energy

dispersion structure gives rise to the appearance of square-wave like oscillations in

the conductance. The aforementioned parameters, potential profile and Fermi energy

significantly affect the depth and the width of conductance steps. Moreover, we found

that the competing effect between spin-orbit couplings and in-plane magnetic and

electric fields leaves its marks on the spin texturing. Especially, in weak coupling

limit, the electric field affects significantly spin dynamics.

Besides, we devote a part of the thesis to search ballistic conductance of quantum

wire subjected to harmonic potential in the presence of Rahba and Dresselhaus

spin-orbit couplings and considering various strengths and directions of an in-plane

magnetic field. The conductance of a parabolic quantum wire is calculated by using

transfer matrix method. The obtained results reveal that the conductance depends

strongly on these internal mechanisms and external magnetic field.

Keywords: Rashba and Dresselhaus couplings, in-plane magnetic field, electric field,

quantum wire, anharmonic potential
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NANOYAPILARDA SPİN-YÖRÜNGE ETKİLEŞİMLERİ: SPİN

MANİPÜLASYONU VE TAŞINIM

ÖZ

Bu tezde, Rashba ve Dresselhaus spin-yörünge çiftlenimleri hesaba katılarak ve

elektrik alan varlığı düşünülerek simetrik, çift dördüncü dereceden kuyu potansiyeli ile

oluşturulan kuantum tellerinin elektronik yapısı, spin ve manyetotransport özellikleri

üzerine düzlem-içi manyetik alanın etkisini inceledik. Sistemin enerji dağılım ilişkisi

farklı spin-yörünge etkileşiminin farklı büyüklükleri, manyetik alanın farklı büyüklüğü

ve yönü ve farklı elektrik alan için analiz edilmiştir. Sayısal sonuçlarımız düzlem-

içi manyetik alan varlığında, spin-yörünge çiftlenimleri ile elektrik alan arasındaki

yarışın enerji altband yapısını güçlü bir şekilde değiştirdiğini, altband enerjilerine

bir dalga vektör bağımlılığı getirdiğini ve ayrıca altbandlar arasında kesişmelere

yol açmaktadır. Bu kompleks enerji dağılım yapısı iletkenlikte kare-dalga şeklinde

osilasyonlar görülmesine sebep olmaktadır. Sözü geçen parametreler, potansiyel profili

ve Fermi enerjisi iletkenlik basamaklarının derinliğini ve genişiliğini önemli şekilde

etkilemektedir. Bundan başka, spin-yörünge çiftlenimleri ile manyetik ve elektrik alan

arasındaki rekabetin spin desenleri üzerinde izini bıraktığını bulduk. Özellikle, zayıf

çiftlenim rejimlerinde, elektrik alan spin dinamiğini önemli şekilde etkilemektedir.

Ayrıca, tezin bir kısmını Rashba ve Dresselhaus spin-yörünge çiftlenimleri varlığında

ve düzlem-içi manyetik alanın çeşitli büyüklük ve yönelimlerini düşünerek harmonik

potansiyele maruz bırakılmış kuantum telinin balistik iletkenliğini araştırmaya ayırdık.

Manyetik alanı farklı büyüklük ve yönelimlerini düşündük. Parabolik kuantum

telinin iletkenliği transfer matris metodu kullanarak hesaplandı. Elde edilen sonuçlar

iletkenliğin bu içsel mekanizmalara ve dış manyetik alana güçlü bir şekilde bağlı

olduğunu göstermiştir.

Anahtar kelimeler : Rashba ve Dresselhaus çiftlenimleri, düzlem-içi manyetik alan,

elektrik alan, kuantum teli, anharmonik potansiyel
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CHAPTER ONE

INTRODUCTION

One of the most important aspects of the current technological revolution is the ever-

decreasing size of the electronic device components which consist of the basis of the

building blocks of future new technology. Great amount of attention has been devoted

to investigate electronic behaviors of these devices to tackle the problems which

stem from increasing miniaturization (Marsh & Inkson, 1986). Many new structures

currently being investigated reveal that the junction between different semiconductors

plays an important role in determining the behavior of device (Sze, 1981). These

devices find in applications in semiconductor technology by offering the possibility

of devices with higher speed and very low power dissipation. The technological

applications of these structures reorient two main areas. The first is in the production of

semiconductor lasers that will revolutionize the telecommunications industry with fiber

optic cables. On the other hand, they serve as the building blocks for future devices

which are faster and more powerful than those existing. From the point of view of

research, heterojunctions are ideal systems for investigation of quantum mechanical

properties of electrons and so provide a deeper insight into fundamental physics.

In recent years, increasing perfection in modern semiconductor growth techniques

allows to obtain high quality low-dimensional quantum confined systems such as

quantum wells (QWs), quantum wires (QWRs), and quantum dots (QDs) with varying

sizes and shapes (Yu & Cardona, 2010). The electronic, spin and transport properties

of these nanostructures are the key ingredients in the search of new devices with the

advantages as increased data processing speed, lower electric power consumption

in electronic and optical modulation technology (Kasapoglu et al., 2009; Zhang

et al., 2006). Besides, the nonlinear effects in these low-dimensional systems

can be enhanced significantly over those in bulk materials due to the existence

of strong quantum confinement effect (Vaseghi et al., 2006). The confinement of

electrons in these nanostructures modifies the electronic, spintronic and transport

properties. Therefore, understanding of the electronic, spin and transport properties
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of these systems is imperative because they have potential for a wide range of device

applications based on inter-subband transitions of electrons such as laser amplifiers,

photodetectors, high speed electro-optical modulation, quantum computing, and so

forth (Capasso et al., 1986; Loss & DiVincenzo, 1998; Miller, 1990).

Furthermore, a great deal of effort has been dedicated to understand the basic

properties of double semiconductor structures which play an essential role for the

explanation of many physical phenomena such as tunneling and doublet splitting (Shi

& Gu, 1997). Effects of external fields on the electronic and transport properties of

double QWRs, consisting of two parallel long wires coupled through a potential barrier

which allows the tunneling of the electrons between them, have been investigated

both theoretically (Wang et al., 2005; Thomas et al., 1999) and experimentally (Moon

et al., 1999; Yamamoto et al., 2005). The influence of magnetic field on the energy

dispersion and magnetotransport properties of dual QWRs has been reported by Shi

et al. (Shi & Gu, 1997). The energy spectrum, magnetization and conductivity

of tunnel-coupled double QWRs subjected to an external magnetic field have been

searched theoretically by Lyo and his collaborators (Lyo & Huang, 2001). Korepov et

al. (Korepov & Liberman, 1999) studied the electronic transport properties of double

QWRs by considering impurity, perpendicular magnetic field and correlated disorder.

Spin-orbit coupling is a manifestation of special relativity (Lorenz et al., 2007).

When an electron moves in the reference frame, electric fields transform into magnetic

fields. These fields interact with the spin of electron and lift the degeneracy

between spin-up and down levels. The resulting spin-orbit fields are called as

Rashba and Dresselhaus fields, if the electric field arises from structure or bulk

inversion asymmetry, respectively (Jalil et al., 2008). Recent years, Rashba and

Dresselhaus spin-orbit interactions have been the subject of numerous studies beyond

semiconductors (Wrinkler, 2003). Also a vast number of creative research has been

devoted to the discovery and designing of novel devices with the realization of

manipulating spin orientation by moving electrons, controlling electron trajectories

using spin as a steering wheel (Manchon et al., 2015). Recently, considerable

interest has been focused on the spin-dependent phenomena in low-dimensional
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semiconductors (Zhang et al., 2005). The key process in the device functionality

relies on the generation or manipulation of spin-polarized electronic population

which designate an excess of spin up or spin down electrons (Datta & Das, 1990).

Efficient spin control can be achieved by means of spin-orbit interactions which arise

from inversion asymmetry properties of semiconductor structures. Bulk inversion

asymmetry gives rise to Dresselhaus spin-orbit interaction (Dresselhaus, 1955), whereas

structural inversion asymmetry induces Rashba spin-orbit interaction (Rashba, 1960).

Increasing number of works have surveyed the effects of external fields and spin-orbit

couplings on the band structure behavior and transport properties of low-dimensional

systems (Debald & Kramer, 2005; Gisi et al., 2016a; Governale & Zülicke, 2002;

Karaaslan et al., 2015; Malet et al., 2007; Moroz & Barnes, 1999; Sarikurt et al., 2014;

Zhang et al., 2009).

Understanding of the electronic properties of double QWRs is imperative because

the electrical, spin and transport properties of devices made by these materials show

exotic behaviors in the presence of different external agents (Gisi et al., 2016b).

External fields and internal mechanisms are effective tools for studying the physical

properties of double QWRs. Applying an external electric field to QWR is the simplest

way by which the system can be used to design tunable devices (Sun, 1998). The

interplay of different strength of spin-orbit couplings and magnetic and electric fields

brings out the modification of the energy dispersion and consequently the conductance

and phase shift between the modulations of the spin density components (Governale &

Zülicke, 2002). An in-plane magnetic field is more appropriate to obtain a prominent

spin resonance (Serra et al., 2005). Spin-orbit interactions generate an effective in-

plane magnetic field which gives rise to a drift-driven in-plane spin polarization, and

the summation of an external magnetic field and spin-orbit induced effective magnetic

field leads to observation surprising spin polarization (Kato et al., 2004; Edelstein,

1990). Furthermore, the aforementioned effects cause considerable changes in the

energy spectrum of the carriers which exhibit its mark on the spin textures and

conductance of double QWR. In the light of these findings, in this thesis we aimed

to investigate the combined effects of an external electric and in-plane magnetic field
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on the electronic, spin and transport properties of double QWR incorporating the

spin-orbit interaction. Moreover the part of the thesis is devoted to investigate zero-

temperature ballistic conductance of a parabolic QWR subjected to in-plane magnetic

field in the presence of Rashba and Dresselhaus spin-orbit interactions.

The structure of the thesis is as follows. In Chapter 2, we briefly present the

properties of semiconductor wires and fabrication techniques and introduce spin-orbit

interactions, Zeeman effect, Stark effect and quantum transport phenomena. The

numerical results and discussions of the thesis are reported in Chapter 3. We give

results of the ballistic transport of QWR formed by harmonic potential in Chapter 4.

Finally, a short concluding chapter summarizes our findings.
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CHAPTER TWO

THEORETICAL BACKGROUND

2.1 Low-Dimensional Systems

In 1970s semiconductor QWs and superlattices were investigated by Esaki and

Tsu (Esaki & Tsu, 1970). After this investigation these structures have evolved

from scientific interest into designing semiconductor devices. After the 1980s, with

the improvement in growth techniques the fabrication of lower dimensional systems

has been possible. One of the main goals of modern semiconductor physics is

the study of low-dimensional systems in order to materialize devices which utilize

quantum confinement effects (Sidor, 2007). The possibility of modulating the physical

properties of these systems by reducing the dimensions from the macroscopic scale to

nanoscale has been studied intensively. In low-dimensional semiconductors quantum

confinement can be carried out in two different ways. The first one is growth of

inhomogeneous layer structures which result in a perpendicular quantization to the

substrate surface. The other one is lateral patterning using ultrafine lithography

techniques (Ferry et al., 2009). The quantum confined systems developed in heterolayer

structures which grow on semiconducting substrates. The artificial confinement

leads to quantization of semiconductor states. And the first demonstration of this

effects was Si metal oxide semiconductor (Fowler et al., 1966). In this system, the

confining potential of the Si/SiO2 interface barrier and the potential well in the other

direction due to band bending lead to quantization of carrier motion. The development

of precise epitaxial growth techniques such as molecular beam epitaxy and metal

organic chemical vapor deposition made it possible to realize high-quality lattice-

matched heterojunction systems (Petroff et al., 1982). These systems exhibit quantum

confinement effects bigger than those in the Si metal oxide semiconductor system.

Because lattice-matched heterojunctions such as GaAs and AlxGa1−xAs include low

surface state density at the interface and have lower conduction band mass.

III-V semiconductor compounds generally are formed of zinc-blende crystal structures.
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Figure 2.1 Schematic illustration of two-dimensional electron gas which is located in the interface

between two heterostructures. (Havu, 2005)

GaAs and AlGaAs have quite similar lattice constants which enables a very sharp

interface without disturbing lattice errors stem from crystal strain (Wagner, 2009).

GaAs has a band-gap of 1.42 eV whereas AlAs has larger gap of 2.16 eV. The band-

gap of GaAs and AlxGa1−xAs alloy is between these two values and depends on the

concentration x (Yu & Cardona, 2010). The Fermi energy in the narrowgap GaAs

layer is lower than in the widegap AlGaAs layer. When these two crystals are brought

together, electrons start to spill over from the negatively doped n-AlGaAs and leaves

behind positively charged donors. This space charge gives rise to an electrostatic

potential that causes the bands to bend (Gişi, 2012). When equilibrium is achieved

the Fermi energy is constant in the sample and it is inside the conduction band. The

electron density is sharply peaked near the GaAs-AlGaAs interface and the conduction

band forms a triangular QW crossing the Fermi energy. And it forms a very thin

conducting layer (Havu, 2005). Therefore a two-dimensional electron gas is formed as

shown in Figure 2.1. By applying a further confinement to a two-dimensional electron

gas it is possible to restrict the electron motion in directions along the interface. This

enables to vary the size and shape of the device in a controlled way. When the electrons

are confined in one direction and can easily move in two dimensions, this system is

known as QW. In QWRs the confinement is in two dimensions and the movement

of electrons is allowed only in one direction. The electron are confined in three

dimensions in QDs.
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Figure 2.2 Schematic representation of semiconductor nanostructures with reduced dimensionality:

bulk semiconductor, quantum well, quantum wire and quantum dot.

2.2 Quantum Wires

QWR is described as a strip of conducting material with the size of 10 nanometers

or less. It exhibits quantum mechanical effects such as the Aharanov-Bohm effect (Ji

& Miao, dt). In the information transfer process, there is a basic difference

between QWR and classical wire. In the QWR the information can not be copied

instead the information at the source must be destroyed and re-created it at the

destination (Isailovic et al., 2004). Semiconductor QWRs have been studied intensively

for a wide range of variety of materials. The QWRs are interesting for fundamental

research because they have unique structural and physical properties relative to their

bulk counterparts. The interest in QWRs stems from two facts. First, the effective

size of QWR can be easily controlled and made remarkably small, down to the de

Broglie wavelength of an electron. The controllability of size of QWR makes it

possible to realize experimental systems which have an arbitrary number of occupied

transverse modes (Pramanik et al., 2007). On the other hand, the electron motion

can be rendered almost collisionless because of the high purity of 2DEG’s grown by

molecular beam epitaxy (Gişi, 2012). Due to the coexistence of these two factors, the

QWRs offer fascinating potential for future technological applications (Malet et al.,

2007). QWRs are promising candidates for the development of optoelectronic and

microelectronic devices and they are now used for a variety of applications including

optical probes, light-emitting diodes, photo detectors, fiber optics communication
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network systems, photovoltaic devices (Krishna, 2005; Kukushkin, 2009; Majumdar

et al., 2010; Saravanan et al., 2015).

In 1989, first QWR laser was achieved in multi-mode V-shaped GaAs/AlGaAs

wires (Kapon et al., 1989). After this seminal invention, QWR laser has attracted

active studies (Hayamizu et al., 2002; Suárez et al., 2006; Wegscheider et al., 1993).

Another possible application of QWRs is in quantum information processing (Bennett

& DiVincenzo, 2000). Moreover, the double-well potential for one-dimensional

quantum systems is received a considerable amount of attention from various branches

of physics to chemistry (Banerjee & Bhatnagar, 1978; Balsa et al., 1983; Pedram

et al., 2010; Hodgson & Varshni, 1989; der Straeten & Naudts, 2006; Handy, 1992).

The properties of a large number of physical and chemical systems are studied by

assuming that the potential function responsible for such properties is well represented

by means of a function with two valleys and a barrier between them. Examples

for a such potentials are infrared spectra of NH3 molecule, infrared and Raman

spectroscopy of hydrogen-bonded systems, structural phase transitions, macroscopic

quantum coherence in superconducting Josephson device and so on (Papageorgiou

et al., 1990; Simos & Raptis, 1990). The separation between the two lowest-lying

energy states is the most important characteristic of these systems because it defines the

tunneling rate through the double-well barrier (Yamamoto et al., 2005). Double QWRs

consisting of two long valleys separated by a potential barrier are of interest because

of fundamental investigations on tunnel coupling between two quantum systems (Shi

& Gu, 1997). It was demonstrated that it is possible to establish level spectroscopy

of single and coupled QWR states by all-electrical means. This work has prompted

an active study field in quantum engineering of coupled quantum waveguide devices,

such as quantum waveguide inverters, bi-directional couplers (Fischer et al., 2006a).

In particular, coherent electron transport in quantum wires coupled through a potential

barrier has been proposed for the elementary quantum bit realization (Bertoni et al.,

2000). Furthermore, double QWRs can be used for light-emitting devices (Karlsson

et al., 2004).

The ability to create QWRs with very high accuracy makes them very promising
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candidates for future electronic devices. QWRs can be fabricated with different

techniques. Among them: molecular beam epitaxy (Gonzá́lez et al., 2000), electron-

beam lithography, wet/dry chemical etching (Petroff et al., 1982), optical lithography

and epitaxial growth techniques which can be separated as V-shaped (Kapon et al.,

1989) and T-shaped (Pfeiffer et al., 1990). In optical lithography the sample is first

covered with a photosensitive resist and then exposed with ultraviolet light through

a mask, which contains the pattern of the structure. Then the exposed surface of the

sample is etched down by typically 100 nm, thus removing also the 2DEG in these

regions. In this technique, the main limitation of the resolution is the wavelength of

the light (larger than 200 nm) and the mechanical precision of the exposing equipment

(mask aligner). Electron beam lithography overcomes this limitation with the shorter

wavelength of the electrons and is widely used for the fabrication of semiconductor

nanostructures (Alessandro, 2005).

2.3 Introduction to Spintronics

Until recently, the electron spin was ignored in traditional charge-based electronics

and all the electronic devices exploited negative charge carriers-electrons and positive

charge carriers-holes. This leads to an unused additional degree of freedom of both

charge carriers have: spin. Emerged technology called spintronics where not only

electron charge but also spin carries information. This new field promises opportunities

for a new generation of devices combining standard microelectronics with spin-

dependent effects which arise from the interaction between spin of the carrier and

the magnetic properties of material (Wolf et al., 2001). In the traditional approaches

there are two directions of a spin namely up or down relative to a reference such as an

applied magnetic field. Device operations depend on the degree of directions. Adding

the spin degree of freedom to traditional semiconductor charge based electronic leads

to obtain electronic products with more capability and performance. These new

devices offers opportunities for technology with decreased electric power consumption

and increased data processing speed compared with those currently existing (Malet
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et al., 2007). The possibility to carry out controllable spin injection, detection and

manipulation leads to new spin-based multifunctional devices such as quantum bits for

quantum computation and communication, optical switches, spin-field effect transistor,

encoders. The success of these ventures depends on a deeper understanding of spin

interactions and controlling of spin degree of freedom in semiconductor structures.

2.4 Spin-Orbit Interactions

A consequence of relativity is that the spin and momentum of an electron can be

coupled in the presence of electric fields (Kato et al., 2004). This effect is called spin-

orbit coupling. Even in the absence of applied magnetic fields, this interaction opens a

pathway to the manipulation of electron spins in semiconductor heterostructures which

present intrinsic spin-orbit interactions arising from inversion asymmetry properties

characteristic of those systems (Malet et al., 2007).

The main mechanism of spin-orbit interactions can be explained as follows: Dirac

electron which moves in an electric field experiences an effective magnetic field and

therefore the electric field is essentially converted into a magnetic field (Park et al.,

2013). The Dirac equation of an electron is given by (Sakurai, 1967):

H = cα ·p+βm0c2+ eV, (2.1)

where c is speed of light, p is the momentum operator, e is the charge of electron, V is

the scalar potential, α and β are the usual four-dimensional Dirac matrices defined as:

α =

 0 σ

σ 0

 β =

 I 0

0 −I

 (2.2)

The Hamiltonian form of the Dirac equation can be expressed as:

ih̄
∂Ψ

∂t
= (cα ·p+βm0c2+ eV)Ψ (2.3)

10



|Ψ⟩ = (ψA,ψB)T is two coupled wave function which consists of four spinors. Using

the Equation 2.2 and Equation 2.3 the spinor ψB is obtained in terms of ψA.

(σ.p)ψB =
1
c

(E′−V)ψA (2.4)

(σ.p)ψA =
1
c

(E′−V +2mc2)ψB (2.5)

ψB = σ.p
[

c
(E′−V +2mc2)

]
ψA (2.6)

Equation 2.4 can be rewritten by substituting Equation 2.6

(σ.p)(σ.p)
[

c
(E′−V +2mc2)

]
ψA =

1
c

(E′−V)ψA (2.7)

In nonrelativistic limit (E′−V)/2mc2≪ 1 and so
[

c
(E′−V+2mc2)

]
can be expanded

c
(E′−V +2mc2)

≈ 1
2m

(
1− E′−V

2mc2 + ...

)
. (2.8)

With this expansion, Equation 2.6 is obtained as:

ψB ≈
1

2mc
(σ.p)ψA. (2.9)

By inserting (σ.p)(σ.p) = p2 and Equation 2.8 in Equation 2.7, one can obtain simply

Schrödinger equation. (
p2

2m
+V

)
ψA = E′ψA (2.10)

In accordance with Dirac theory the wave function have to be normalized.

∫
d3rΨ†Ψ =

∫
d3r(ψ†AψA+ψ

†
BψB) = 1 (2.11)

From Equation 2.9 writing ψA instead of ψB, we can reformulate normalization

equation such as: ∫
d3rψ†A

(
1+

p2

4m2c2

)
ψA = 1. (2.12)

According to the Equation 2.13 the normalized two coupled wave function Ψ is given
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by:

Ψ =

(
1+

p2

8m2c2

)
ψA. (2.13)

After some rearrangement, Dirac equation in non-relativistic limit can be obtained.

[
p2

2m
+V − p4

8m3c2 −
h̄

4m2c2σ · [p×∇V]+
h̄

8m2c2∇
2V

]
Ψ = EΨ (2.14)

The first two terms are kinetic and potential energy, respectively. The third one is a

relativistic correction to the kinetic energy. The last one is Darwin term. And the

fourth term is spin-orbit coupling term in general form the three-dimension spin-orbit

interaction Hamiltonian.

HS O = −
h̄

4m2c2σ · [p×∇V] (2.15)

where V is the electric potential.

When an electron moves in an electric field, it feels an effective magnetic field

even without any external magnetic field. This effective field steming from spin-orbit

interactions can be expressed as (Jalil et al., 2008):

Be f f =
p×E
2mc2 . (2.16)

According to the equation, the direction of effective magnetic field is perpendicular

to the momentum and electric field. 2mc2 is the energy gap between an electron

and positron in vacuum and the energy scale of 2mc2 is ∼ 1 MeV. And the spin-

orbit effective field is usually neglected for a particle with nonrelativistic momentum

in vacuum. A large spin-orbit effective field can be obtained in two cases either in

the presence of a large electric field or in materials with reduced mass gap. The

first one is takes place in an atom. Because the Coulomb field arising from nucleus

is sufficiently large to induce an energy shift in the energy levels of an electron

bound to the nucleus (Jalil et al., 2008). Bulk inversion asymmetry and structural

inversion asymmetry lead to a large electric field in semiconductor structures. The

internal electric field of the bulk inversion asymmetry arises from the microscopic
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Coulomb potential gradient of the atomic nucleus region and it is usually difficult to

modulate. The internal electric field of the structural inversion asymmetry originates

from both the microscopic Coulomb potential induced by atomic nucleus and the

macroscopic potential gradient due to the heterointerface and the band bending in

the semiconductor heterostructures (Wrinkler, 2003). The second case occurs in

some III-V semiconductor materials with small effective electron mass such as InAs

(m∗ = 0.03m)

In solid state systems, three different sources of electric field induces spin-orbit

interactions. First one is impurity in the conduction layer, second is lack of crystal

inversion symmetry and the last one is the lack of structural inversion symmetry of

the confinement potential of electrons in a heterostructure. The spin-orbit interaction

stems from impurities can be neglected in practise because it is very weak in epitaxially

grown III-V QWs (Meijer, 2005). In the absence of the other two mechanisms,

impurities are the main source of spin-orbit interaction in metallic systems. Most

of III-V semiconductors crystallize in the zinc-blende structure lacks an inversion

symmetry. When electrons move through this lattice they experience an asymmetric

confining potential. This effect which gives rise to spin-splitting in conduction band

was demonstrated theoretically by Dresselhaus. So this type of spin-orbit interaction

is called as Dresselhaus spin-orbit interaction (Dresselhaus, 1955). An asymmetric

confining potential induces last type of spin-orbit interaction. This mechanism is

important because the confinement potential can be varied electrostatically which

allows to tune the strength of spin-orbit interaction via gate voltages. This type of

spin-orbit interaction is known as Rashba spin-orbit interaction (Rashba, 1960).

In an sample the total spin-orbit interaction is the sum of the three type of spin-orbit

interaction. The spin-orbit interaction lifts the electron degeneracy for nonvanishing

momentum creating spin-split energy bands even in the absence of external magnetic

field (Zhang et al., 2005). And the competition between these spin-orbit interactions

causes to observe complex electronic, spintronic and transport properties.
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2.4.1 Rashba Spin-Orbit Interactions

The QW confining electrons in two dimensions is never perfectly flat because of

the charging effects. Thus when two differently doped semiconductors are brought

together, gradient arises ∇V = E at the interface. This effective electric field couples

with the electron motion as (Wrinkler, 2003)

HR ∝ (E×p) ·σ. (2.17)

When QW is considered along the (001) growth direction E = Ezz and the Rashba

spin-orbit coupling can be rephrased as:

HR =
αR

h̄
(σ×p) · z = αR

h̄
(pyσx− pxσy), (2.18)

where αR is the Rashba spin-orbit coupling parameter and it consists of two terms, a

field contribution due to the potential gradient of the band-bending and an interfacial

contribution due to the electric field at the heterojunction interface (Jalil et al., 2008).

Rashba spin-orbit interaction gives rise to an effective magnetic field perpendicular to

k and the symmetry-breaking axis n̂, but its relative orientation to k remains constant

in the plane normal to n̂ (Kato et al., 2004).

It is experimentally shown that the strength of Rashba coupling can be tuned via

proper gating of structure (Nitta et al., 1997; Engels et al., 1997) which makes Rashba

spin-orbit interaction very appealing for potential technological applications.

2.4.2 Dresselhaus Spin-Orbit Interactions

The Dresselhaus spin-orbit interaction is a bulk property as it arises form the

inversion asymmetry of the crystal. This asymmetry is fixed for a given sample, is

intrinsic of the system and it is not possible to manipulate it externally (Scheid et al.,
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2008). The three-dimensional spin-orbit interaction Hamiltonian reads:

HD ∝ px(p2
y − p2

z )σx+ py(p2
z − p2

x)σy+ pz(p2
x− p2

y)σz (2.19)

where px, py, pz is momentum operator. In order to achieve the effective Hamiltonian

acting on the electrons confined in the two-dimensional electron gas we have to

integrate along the growth direction. There is a constraint for ⟨pz⟩ = 0, while ⟨p2
z ⟩ , 0

because it is a sample dependent constant. The Dresselaus spin-orbit Hamiltonian is

given by

HD = αD(pyσy− pxσx)+γ(px p2
yσx− py p2

xσx) (2.20)

here γ is the material dependent constant and αD depends on ⟨p2
z ⟩. The first term is

linear in the electron momentum and called as linear Dresselhaus term and second one

is cubic Dresselhaus term (Wrinkler, 2003). In a two-dimensional electron gas, the

cubic Dresselhaus term is usually neglected, as it is generally smaller than the linear

contribution. The strength of Dresselhaus spin-orbit interaction depends only on the

atomic elements in the crystal lattice.

Dresselhaus spin-orbit interaction has a quantization axis perpendicular to the

electron wavevector k and it changes its orientation with respect to k as the direction

of k changes between crystal directions [110] and [11̄0] (Kato et al., 2004).

2.5 Effect of External Static Fields

Inclusion of external static fields change the physical properties of the low-

dimensional systems. When an atom is subjected to an external magnetic field B,

the total angular momentum of electron J is quantized in space with respect to the

alignment of magnetic field. The energy of atomic state is characterized by the angular

momentum quantum number j and it is split into 2 j+ 1 energy levels. This splitting

of the energy levels induces a splitting of the spectral lines which are emitted by atom.

The splitting of the spectral lines of an atom subjected to an external magnetic field is
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known as the Zeeman effect (Tipler & Llewellyn, 2008). Zeeman Hamiltonian for an

electron which has only intrinsic spin angular momentum is given as:

HZ = −µ ·B = g∗µBS ·B (2.21)

where µ = −g∗µBS is magnetic moment and µB = eh̄/2m∗ is Bohr magneton.

The spin of charge carrier can be controlled by using an external magnetic filed and

this provides an extra degree of freedom which can be utilized for device functionalities

such as electronics, spintronics (Martin et al., 2008; Elzerman et al., 2004). In

semiconductor devices, an external magnetic field breaks the degeneracy of two spin

states at all wave vectors. Because the wave vector is independent of Zeeman splitting

which is given as ∆Ez = g∗µBB. Zeeman effect gives rise to spin-polarized transport,

where a particular spin orientation dominates the electrical conductance of the device.

Stark effect is due to the interaction between the electric moment of the atom and

the external electric field. The leading term to the interaction energy is given as

U = −p ·E, (2.22)

where E is the external electric field and p is the electric moment. The distribution

of the charges within the atoms results to electric dipole moments in atoms. The

Stark effect is to be considered two aspects such as the linear effect and the quadratic

effect (Bethe & Salpeter, 1957). The linear Stark effect is due to a dipole moment

that arises from a naturally occurring nonsymmetric distribution of electron charge,

whereas the quadratic Stark effect is due to a dipole moment that is induced by the

external field. When an external electric field is applied, an arbitrary n energy level

splits into 2n − 1 sublevels (Littman, dt). The spacing between sublevels increase

linearly with the applied electric field. Thus the higher n states are more sensitive

to the external field. For states with no linear shift such as ground state (n = 1), there

is still a shift due to external fields. The shift is quadratic in its dependence on field

strength (Tipler & Llewellyn, 2008).
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2.6 Quantum Transport

In recent years, with the development of nanotechnology, it has become possible to

obtain low-dimensional systems. The idea of possibility of designing and manufacturing

the devices and electrical circuits in the atomic sizes opened up a new area in the

field of physics. Fabrication of computer chips with 30 nm has become routine.

When the size of electronic systems decreases, many of physical properties of them

change. In the single atom or molecule scale, the electrical and transport properties

are determined by quantum mechanics because in this limit charge quantization and

individual electronic states play important role. In this case, even small changes such

as single electron tunneling events lead to difference in observed physics (Fulton &

Dolan, 1987; Meir et al., 1991).

Among these studies, the charge transport has prompted an intensive study field.

After carrying out the first experiments on conductivity properties of single molecules,

the electron transport, especially the phenomena of quantum transport has become an

attractive study field (Reed et al., 1997; Smit et al., 2002). One of the main goal of

nanophysics is to manufacture and control nano-scale systems. The efforts of carrying

out to control and manipulate a system with such a small size cause to study electron

transport phenomenon.

Classical transport theories act as particles to electrons. Phonons, impurities and

scattering by electrons controls the motion of electrons. When the size of device

reaches the characteristic scattering length, the electrons can travel through the device

only by scattering a few times. In this case, the wavefunction of the electron

spreads throughout the device and classical approaches starts to collapse (Datta,

1995). The transport properties of the semiconductor nanostructures depend on

characteristic length scales and their relation to the size of the system. If the size

of the conductor is much larger than all of characteristic lengths, it usually shows

classical ohmic behaviour. These length scales varies from one material to other

material and they depend on electric field, impurity concentration, temperature and
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magnetic field (Schöll, 1998).

The size of the conductor is characterized by four important length scales such as the

de Broglie wavelength, the mean free path, the phase relaxation length of electrons and

the magnetic length. The de Broglie wavelength is the electron wavelength at the Fermi

level and it λ= 2π/k= h/(2m∗E)1/2 is related to the kinetic energy of an electron. When

the size of the conductor is the same order of magnitude as de Broglie wavelength,

the quantum mechanical effects such as the wave-like nature of the electron, become

important. The mean free path lm is the average distance that an electron travels before

it has lost its original momentum by experiencing elastic scattering. The dominant

elastic scattering mechanism is impurity scattering. The mean free path is related to

the momentum relaxation time τm and average carrier velocity υ, namely lm = υτm.

The phase relaxation length lϕ is defined as the average distance that an electron

travels before it destroys its initial coherent state by experiencing inelastic scattering.

Typical scattering events, such as electron-phonon and electron-electron collisions,

change the energy of the electron and randomize its quantum mechanical phase. Phase

relaxation usually occurs on a timescale τϕ in high-mobility degenerate semiconductors.

τϕ is same order or shorter than the momentum relaxation time. Phase relaxation

length is proportional to Fermi velocity υF and τϕ, lϕ = υFτϕ. In low-mobility

semiconductors, momentum relaxation time is shorter than phase relaxation time

and diffusive motion can occur in a phase-coherent region. D = υ2
Fτϕ/2 denotes the

diffusion constant and the relation between it and phase relaxation length is given as

l2ϕ = Dτϕ. If the size of the conductor is smaller than the phase relaxation length, waves

of electrons interfere and quantum mechanical phenomena appear. These phenomena

plays important role in the transport properties of devices. Another important length is

magnetic length lB. When an external magnetic field is applied, the electron energy is

quantized En = (n+ 1
2 )ωc where ωc = eB/m∗ is the cyclotron frequency. The magnetic

length is defined as lB = (h̄/eB)1/2 and it characterizes the extension of cyclotron

orbit. The magnetic length is important because it can be tuned over a large range

by changing the magnetic field. Therefore an external magnetic can be tool to reduce

the effective dimensionality of the system.
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According to the relation between the characteristic lengths and system size L,

different transport regimes are defined. In macroscopic limits L≫ lm, lϕ, the charge

carriers experience many elastic and inelastic collisions. This regime is called as

classical diffusive transport. In coherent transport, the system size is smaller than

phase relaxation length and the wavefunction of the carriers has a well-defined phase.

In this regime conductance fluctuations and quantum interference events are observed.

When the system size is smaller than mean free path, charge carriers can travel through

the device without any scattering and this regime is known as ballistic transport.

When electrons move in a material they scatter from impurities, defects, phonons

and other electrons. The scattering from other electron is assumed less important

(Ashcroft & Mermin, 1976). This scattering leads to electrical resistance and in

macroscopic size electronic components the conductance expressed as

G = σ
A
L
, (2.23)

here σ is conductivity, A and L are the perpendicular area and the length of the

conductor, respectively. In the macroscopic scale, the scatterers are uniformly

distributed into the material so the Ohm’s law is understandable. A longer device

has also more scatterers to reduce the collective electron drift movement. According

to Ohm’s law, when the conductor gets narrower A→ 0 the conductance vanishes and

when the length of conductor is very short L→ 0 the conductance becomes infinite.

This behaviour can be explained via the assumption that the conductivity does not

depend on the size of the conductor. Since the conductivity is a macroscopically

defined quantity and it is assumed to be homogenous over the conductor. When the size

of conductor is in the atomic scale, the homogeneity of the conductivity is violated. In

this regime it is not surprising that statistical Ohm’s law breaks down and other theories

have to be used.

A quantum mechanical formulation of the electronic transport through a small

conductor was first proposed by Landauer (Landauer, 1970; Datta, 1995). Landauer

suggested a simple formula that set up the relation between the transmission probability
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of the electron and the electronic conductance in one-dimensional conductors. After

that Büttiker proposed a multi-channel Landauer formula for multi-probe devices

(Büttiker et al., 1985; Büttiker, 1986).

2.6.1 Landauer-Büttiker Formalism

The Landauer approach is the building block of this field due to its conceptual

simplicity, its predictive power, and for having introduced most of the concepts upon

which our understanding of transport at the meso/nanoscale is based (Piccinin, 2006).

The Landauer formula can be derived for a system roughly as follows: For simplicity,

one can consider two-dimensional system subjected to transverse confining potential

such as harmonic potential V(y) = 1
2m∗ω2

0y2 and the conductor is uniform in the

x direction. The Schrödinger equation of such a systems is given as:

 p2
x

2m∗
+

p2
y

2m
+V(y)

ψ(x,y) = Eψ(x,y). (2.24)

The confinement potential is translationally invariant in the x-direction. The wave

function in the QWR can be spatially separated into the nth eigenfunction of the

confinement potential χ(y) and a plane wave eikx traveling along the wire.

ψ(x,y) =
1
√

l
eikxχ(y), (2.25)

where l is the length of the conductor. The eigenenergies of the system are

En(k) =
h̄2k2

2m∗
+εn =

h̄2k2

2m∗
+

(
n+

1
2

)
h̄ω0, (2.26)

where εn defines as the nth eigenenergy of the confinement. Conduction electron needs

energy E ≥ εn to enter band n of the QWR. When the energy of an electron in band n is

E = εn the electron is at the band bottom and it does not have any kinetic energy along

the wire. All the energy is in the transverse direction, i.e, in the confinement potential.

When the energy of electron is larger E > εn its kinetic energy along the wire is given
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as Ex
n = E−εn = h̄2k2/2m∗. The corresponding velocity operator can be written as:

υx
n(E) =

1
h̄
∂En(k)
∂k

=
h̄k
m∗
=

√
2(E− ξn)

m∗
. (2.27)

In the Landauer approach the conductance through a two-terminal system is derived.

One imagines to have a wire connected to two leads with chemical potentials µL and

µR, respectively as illustrated in Figure 2.3. The leads are assumed to be ballistic

Figure 2.3 Schematic of the system used to study electron transport.

conductors in which no scattering occurs so the transmission probability is equal to

one. And the leads can be treated as electron reservoirs at a fixed chemical potential.

In Landauer approach the transport of this geometry can be interpreted as a scattering

problem. A carrier flux comes from left lead, is scattered by the conductor and is

transmitted to right lead. The current is proportional to the transmission coefficient

which the probability of an electron to be transmitted from left lead to right lead.

Landauer approach is applied to systems in which electrons experience no inelastic

scattering. Thus the transport is assumed as coherent.

When a bias V is applied to the electrodes, it shifts the chemical potential of the

reservoirs such that µL−µR = eV . According to the Landauer approach the contacts are

not reflecting. It is assumed that an electron in the conductor can enter the electrode

without any reflection. The states in the left lead with positive momentum (+k) are

occupied with equilibrium distribution fL(E) whereas the states in the right lead with

negative momentum (−k) are occupied with equilibrium distribution fR(E). In order to

compute current, all possible scattering mechanisms in the conductor are neglected so
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the transport is assumed to be ballistic. A uniform electrons gas with n electrons per

unit length moving with velocity υ carries a current equal to enυ. The electron density

of a single +k state in the conductor of length l is equal to 1/l. The +k state carries the

current which is given as:

I+ =
e
l

∑
k

υk fL(Ek)TLR =
e
l

∑
k

1
h̄
∂E
∂k

fL(Ek)TLR, (2.28)

where TLR(E) denotes the transmission probability of an electron at energy E from left

lead to right lead. Converting the summation to integral

∑
k

→ 2l
∫

dk
2π
, (2.29)

and including the contribution of all subbands, the current is expressed as:

I+ =
2e
h

∫ ∞

VL

fL(E)TLR(E)dE, (2.30)

where the factor 2 is for spin. Similarly, the contribution of the states with negative

momentum to current is

I− =
2e
h

∫ ∞

VR

fR(E)TRL(E)dE. (2.31)

Here the TRL(E) the transmission probability from right reservoir to left reservoir. At

zero temperature, assuming the number of modes is constant over the range µR < E <

µL, the total current can be given as:

I = I+− I−. (2.32)

Equation 2.30 and Equation 2.31 are substituted in Equation 2.32 and the current is

obtained:

I =
2e2

h

∫ ∞

VL

T (E)[ fL(E)− fR(E)]dE. (2.33)

It must be noted that the states which are in and around the energy interval [µL,µR]
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leads to the largest current. This can be explained via Figure 2.4. The states below

≈ µR − kBT are fully occupied and there are equal amount of states with positive

and negative velocities. Therefore the current contribution of these states cancel

out. At finite temperatures the border sates in the ≈ µR ± kBT and ≈ µL ± kBT

interval are not fully empty or occupied. Hence these gives rise to a net current

contribution. At low temperatures, one can make an approach that these border states

are either empty or fully occupied. At this case only [µR,µL] interval gives current

contribution (Porgilsson, 2012).

Figure 2.4 Schematic illustration of the chemical potentials µL and µR, the Fermi energy EF , the

direction of the k dependent electron velocities in the bands.

If the difference between chemical potentials of sources is small and the transmission

probability is approximately constant over the energy range in which transport occurs,

the system is in a linear response regime. This enables to rewrite Equation 2.33 via

Taylor expansion such as

I ≈ 2e
h

∫ ∞

0
T (E)

[
∂ f0
∂µ

(µL−µR)
]
dE, (2.34)

where f0(E) is the equilibrium Fermi distribution function

f0(E) =
1

1+ e(E−µ)/kBT |µ=EF . (2.35)
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The voltage difference between leads is V = (µL−µR)/e and the conductance is

G =
I
V
=

2e2

h

∫ ∞

0
T (E)

(
∂ f0
∂µ

)
dE. (2.36)

The factor e2

h is known as quantum conductance. In the low temperature limit (kBT ≪

EF), the derivative of the equilibrium Fermi function can be assumed nearly equal

to Delta function (∂ f0
∂µ ≈ δ(EF −E)). Under this approach conductance can be simply

written as

G =
2e2

h
T (EF), (2.37)

where EF is the Fermi energy of the system. This equation is called Landauer formula

for the conductance. According to this formula the conductance of a thin wire is finite

even for small values of length l. If we have a large device where the number of

conducting modes is infinite the conductance rises to infinity, this means that zero

resistance. But such a large device with very large number of conducting modes can

not be considered to be a nanodevice. However, this kind of electron conductance is

seen in many systems such as quantum wires, atomic chains.

Landauer formalism was generalized by Büttiker for multi-terminal systems. The

transmission is now not only from the left contact to the right, but between every pair

of contacts (Büttiker et al., 1985). In the multi terminal system the conductance from

lead β to lead α can be written via Equation 2.36 and Equation 2.37

Gα,β =
I
V
=

2e2

h

∫ ∞

0
Tα,β(E)

(
∂ f0
∂µ

)
dE (2.38)

and

Gα,β =
2e2

h
Tα,β(EF). (2.39)
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CHAPTER THREE

RESULTS AND DISCUSSIONS

3.1 Motivation

Recent advances in fabrication of high-mobility low-dimensional semiconductor

structures have prompted the large number of works in this area. The double low-

dimensional semiconductor structures, such as double QWs, double QWRs and double

QDs, constituted by restricting the motion of charge carriers are attractive phenomenon

in from various branches of physics to chemistry (Pedram et al., 2010). The one-

dimensional double well potential is a well-known and topical problem in quantum

mechanics (Bhattacharya, 1985). This potential consisting of two valleys separated

by the potential barrier is utilized to study the properties of numerous systems. The

study done by Bender et al. (Bender & Wu, 1973) for obtaining the energy eigenvalues

of quantum anharmonic oscillator has been quite impressive that has been followed

by a great number of works. The energy eigenvalues of double well anharmonic

oscillator are investigated using perturbative or nonperturbative methods by research.

Banerjee et al. (Banerjee & Bhatnagar, 1978) obtained the eigenvalues of two-well

oscillator by a nonperturbative method WKB. Hodgson et al. (Hodgson & Varshni,

1989) performed an analytic procedure to calculate accurate wavefunctions and energy

eigenvalues of a double minimum potential with almost degenerate levels. The effect

of an external field onto the behavior of the lowest eigenvalues of the quantum double

well anharmonic oscillator was surveyed by der Straeten et al. (der Straeten & Naudts,

2006). Also, Witwit (Witwit, 1996) calculated energy levels of nonsymmetric double

well potentials in one-, two- and three-dimensional systems for large values of the

depth of the potential.

Furthermore, a great deal of theoretical (Thomas et al., 1999; Wang et al.,

2005) and experimental (Moon et al., 1999; Yamamoto et al., 2005) work has

been devoted to survey the electronic and transport properties of double QWRs,

consisting of two parallel long QWRs coupled through a potential barrier allowing
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the tunneling of electrons between them. Shi et al. (Shi & Gu, 1997) investigated

the magnetotransport properties of dual QWRs for different heights of barrier in the

presence of magnetic fields. Numerical results show that if the potential barrier is

height enough, i.e. the coupling between the QWRs is weak so they are approximately

independent, the lower energy eigenvalues are closely bunched as a couple. Lyo and his

collaborates (Lyo & Huang, 2001) searched the energy spectrum, magnetization and

magnetotransport properties for tunnel-coupled double QWRs subjected to an external

magnetic field. The electronic transport properties of double QWRs by considering

impurity, perpendicular magnetic field and correlated disorder were investigated by

Korepov (Korepov & Liberman, 1999). Gudmundsson et al. (Gudmundsson & Tang,

2006) analyzed the energy spectrum, electronic transport and probability density of

electron waves of a double QWR system containing a coupling element in the middle

barrier between the two parallel QWRs under the influence of magnetic field.

The study of spin-orbit interaction in quantum confined structures is important from

the standpoint of their fundamental role in spintronic applications. These devices

are based on manipulating and controlling the spin orientation by utilizing spin-

orbit interaction which arises from inversion asymmetry properties of low-dimensional

systems. Structural inversion asymmetry induces Rashba spin-orbit interaction which

can be tuned by changing the gate voltages whereas bulk inversion asymmetry gives

rise to Dresselhaus spin-orbit interaction which contribution can be altered by sample

thickness or electron density.

Semiconductor nanowires are powerful class of materials that through a controlled

growth and organization can be produced in a wide range with a compositional and/or

doping modulation (Li et al., 2006). Spatially separated two identical quasi-one-

dimensional systems can be coupled by an additional lateral confinement to produce

a double QWR structure (Fischer et al., 2006b). Band structure behaviors, spin

texture and transport properties of double QWRs have attracted immense interest in

respect of promising remarkable new devices, faster, smaller, and more powerful

for the applications in quantum computing, spin-field effect transistors and spin

filters (Upadhyaya et al., 2008b; Scheid et al., 2008). It is therefore important to
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characterize electronic energy spectrum of double QWRs in the presence of different

external agents, in order to gain a better understanding of the conductance and spin-

related properties. In this purpose Karaaslan et al. (Karaaslan et al., 2015) investigated

the effects of Rashba spin-orbit interaction on the electronic energy dispersion and

conductance of double QWR under the influence of perpendicular magnetic field.

Lastly, the electronic, spin and transport properties of double QWR subjected to

an in-plane magnetic field have been searched by Gisi et al. (Gisi et al., 2016a)

incorporating both Rashba and Dresselhaus spin-orbit interactions. Recently some

experimental techniques have been developed to control a coupling of spin to electric

field. According to the result of these experiments, an in-plane magnetic field is more

appropriate to obtain a prominent spin resonance. Spin-orbit interactions generate

an effective in-plane magnetic field which gives rise to an drift-driven in-plane spin

polarization, and the summation of an external magnetic field and spin-orbit induced

effective magnetic field leads to observe surprising spin polarization (Edelstein, 1990;

Kato et al., 2004). In the light of these findings it is worth to investigate the effect of an

in-plane magnetic field and electric field on the energy, spin texture and conductance

of double QWR considering the spin-orbit interaction.

3.2 System and Its Variables

In this thesis, we consider a quasi-one-dimensional quantum wire with Rashba and

Dresselhaus spin-orbit couplings under the influence of external magnetic and electric

filed. The confinement potential representing the local depletion of stacked two-

dimensional gases contained in double-quantum-well heterostructures with controllable

tunneling barrier thickness can be modeled by a double quartic-well confinement

potential given as

V(y) =
1
4
λ

(
y2− µ

2

λ

)2

, (3.1)

where µ and λ are positive, adjustable structural parameters controlling the height of

the barrier between wells and the width of wells. In-plane magnetic field applied with

an arbitrary orientation is chosen as B = B(cosϕex + sinϕey). Here ϕ indicates the
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Figure 3.1 The model of the double quantum wire structure and orientation of magnetic and electric

fields.

azimuthal angle between the magnetic field and x−direction. The external electric

field is applied in the growth direction of the system. The single particle Hamiltonian

of the systems is given by

H =
 p2

x+ p2
y

2m∗
+V(y)+ eFy

σ0+
1
2

g∗µBB(cosϕσx+ sinϕσy)+HR+HD (3.2)

where m∗ is effective mass, g∗ and µB are the effective Lande-g factor and Bohr

magneton, respectively, σx and σy represent the Pauli spin matrix components. Here

the first term consists of the kinetic energy, confinement potential and Stark effect

whereas second term describes Zeeman effect. Note that px and py are the actual

components of linear momentum. We use symmetric gauge A = (Byz,−Bxz,0) and

choosing the confinement to be located at z = 0, we get A = 0. The magnetic

field enters the Hamiltonian only Zeeman effect. In order to confine electrons to

nanostructure devices, sharp potentials are necessary, which lead to non-negligible

spin-orbit interactions, especially in systems with structural asymmetry such as

semiconductor heterostructures. This interaction can be used to achieve control of

manipulations of electron spin. And the last two terms HR and HD are Rashba and
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Dresselhaus spin-orbit interactions that are given as

HR =
αR

h̄
(pyσx− pxσy), (3.3)

HD =
αD

h̄
(pxσx− pyσy). (3.4)

αR is Rashba spin-orbit coupling parameter that can be tuned by changing gate

voltages and αD corresponds Dresselhaus spin-orbit coupling factor which can be

varied sample thickness or electron density. Dresselhaus spin-orbit coupling term has

two components, one linear in the electron momentum and the other cubic. The cubic

Dresselhaus term is generally neglected because its contribution is smaller than the

linear one. In our study, we ignore the cubic Dresselhaus spin-orbit contribution.

The eigenfunctions of Hamiltonian can be written as a product of plane-waves

propagating along the x−axis and y−dependent spinor part as follows:

ψnkx(r) =
eikxx
√

L

 φnkx(y,↑)

φnkx(y,↓)

 (3.5)

where φnkx is spinor function. We use integer numbers n = 1,2,3, · · · to label different

energy subbands and introduce a continuous wave number kx. The finite-T frame

formalism is used as a numerical trick, but results of actual calculations are for T = 0

case. σa(a = x,y,z) being the corresponding Pauli matrix, we can calculate spin

magnetization components,

ma(y) =
∑

n

L
2π

∫
dk⟨ψnk|δ(ri− r)σa|ψnk⟩ri fβ(ϵnk,µ), (3.6)

where fβ(ϵnkx) is the Fermi distribution.

The energy eigenvalues and eigenfunctions of double QWR are obtained by

using the finite element method (FEM) which is a powerful numerical method for

the solutions of the physical systems. FEM is a very important tool of scientific

and engineering analysis. It provides us a significant simplification to form the

matrix elements and also to calculate the integrals in two dimensions (Hutton,

29



2004; Zienkiewicz et al., 2005). In FEM, the physical region is discretized and

the wave functions are represented by piecewise polynomials (Ram-Mohan, 2002).

The discretization of the physical region enables accurate representation of complex

geometries and inclusion of dissimilar materials. And also to reveal local effects, it

allows accurate representation of the solution within each element (Sarıkurt, 2013;

Reddy, 1993). The results can be obtained with a very high accuracy via FEM.

The fundamental principle is to construct Galerkian expression which will be

minimalized by the variational variables of the system. For this purpose, the

Schrödinger equation with wanted wave function is written down, the equation is

multiplied by hermitian conjugate of the wave function on the left hand and this

expression is integrated over the work space. A wavefunction family which minimalize

the G expression also minimalize the energy of the system.

In FEM formalism, the Hamiltonian in quantum mechanical formulation is given as

H =
∞∑
0

 1
n!
∂nH
∂pn

ξ

|pξ=0, pn
ξ

 , (3.7)

where pξ is the dimensionless canonical momentum. And the {} parenthesis defines a

specific operation such as {A,B} = 1
2 (AB+BA).

The scaled form of the Hamiltonian of the system under investigation can be written

as:

H =
1
2
σ0 p2

ỹ +
(
ηRσx−σyηD

)
pỹ

+

[(
1
2
K2

0 +
1
4
λ̃ỹ4− 1

2
µ̃2ỹ2+

1
4
µ̃4

λ̃
+ F̃ỹ

)
σ0

+

(
1
2
Bcosϕ+ηDK0

)
σx+

(
1
2
Bsinϕ−ηRK0

)
σy

]
. (3.8)

Characteristic length corresponding to harmonic oscillator (l0 =
√

h̄/m∗ω0) is taken as

a length scale and correspondingly the obtained energies are in h̄ω0 units. And also,

we define dimensionless parameters: K0 = kxl0, ỹ = y/l0, pỹ =
1
i
∂
∂ỹ and F̃ = eFl0/h̄ω0.

And throughout our work we use dimensionless form of the structural parameters:
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µ̃ = µ/
√

m∗ω0 and λ̃ = λh̄ω0/(m∗ω2
0)2. Lastly B is proportional to Lande-g factor and

the strength of magnetic field (B = (eg∗B)/(2m0ω0), e and m0 is the charge and the

mass of electron, respectively).

3.3 Numerical Results

In this study, we have investigated the electronic structure, spin and transport

properties of double QWRs formed by a symmetric, double quartic-well potential

subjected to an in-plane magnetic field by taking into account Rashba and Dresselhaus

spin-orbit couplings. The energy dispersion relation of the system is analyzed for

different strengths of spin-orbit interactions, magnitude and direction of magnetic field,

magnitude of electric field and for different values of structural parameter. Figure 3.2

presents the shape of double-well potential. The other structural parameter is set λ̃ = 1.

The smaller values of µ̃, in which the tunneling effects are in action, called as strong

coupling is shown with light blue and pink lines. On the other hand, in the weak

coupling limit (green and blue lines), characterized by large values of µ̃, tunneling

of electrons can be negligible and also the wires can be considered as two individual

QWRs.

ỹ

V

µ̃ = 1

µ̃ = 1.5

µ̃ = 2

µ̃ = 2.5
V =

1

4
λ̃
(

ỹ2 −
µ̃2

λ̃

)2

Figure 3.2 The potential profile of double quantum well potential for different values of structure

parameter.

31



3.3.1 Energy Dispersion

Zeeman splitting is proportional to Lande-g factor (g∗) and external magnetic

field. So the strength of the spin splitting is controlled by g∗ and narrow band-

gap materials with a large g∗ factor such as InAs or GaInAs are highly desirable

in the quest to develop electronic devices that require only the smallest magnetic

fields to achive spin-functional operations (Martin et al., 2008). Because of this, in

this study, we carried out our numerical calculations for a InAs double QWR with

corresponding bulk parameters: g∗ = −15, m∗ = 0.03m0. The experimental values of

spin-orbit coupling constants αR,D are in order of 10−11 eV· m (Pramanik et al., 2007;

Könemann et al., 2005). We set h̄ω0 to 2 meV and for the sake of simplicity, one of

the structural parameters controlling the shape of the double-well potential is fixed,

λ̃ = 1. In the present work characterization of the spin-orbit regime is realized by

the ratio of the strength of spin-orbit interaction to the confinement potential energy,

∆R(D) =m∗α2
R(D)/2h̄3ω0. By virtue of this fact, parameters ∆R(D) & 0.1 define the strong

spin-orbit regime and ∆R(D) < 0.1 accounts for the weak spin-orbit regime. And the

dimensionless value of electric field is chosen as F̃ = 1 which corresponds to electric

field F = 0.6 kV/cm.

Physical properties of semiconductor structures are often determined by the energy

spectrum of charge carriers. Investigation of dispersion relation is very useful to find

out many prominent effects like spin texturing which is mainly utilized in the field

of electronic and spintronics properties which constitutes the base of optoelectronic

devices. Applying external magnetic and electric fields introduce additional features

in the subband structure that may be used to control and modulate the intensity output

of devices. In this thesis, we have aimed to reveal the qualitative hallmarks of spin-

orbit interaction and in-plane magnetic field and electric field in double QWR so a

part of result section is devoted to present some illustrative examples rather than study

whole parameter space.

Initially, in order to identify how the spin-orbit interaction affects the energy

subband structure of double QWR, in Figure 3.3 we give E − k graphs for different
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Figure 3.3 Variation of the energy dispersion curves of electrons in a double QWR for different strength

of Rashba spin-orbit interaction in the absence of magnetic/electric fields. The structural parameter is

set µ̃ = 1. The strength of Rashba spin-orbit coupling is increased such as a) ∆R = 0.01, b) ∆R = 0.05, c)

∆R = 0.1 and d) ∆R = 0.2. The dashed lines correspond the case of ∆R = ∆D = 0 and B = F̃ = 0.

strengths of Rashba spin-orbit coupling in the absence of magnetic and electric fields.

We show only Rashba spin-orbit contribution because in the absence of magnetic

and electric fields the spectral properties of electrons subject to Rashba or linear

Dresselhaus spin-orbit interactions are exactly the same. This behaviour can be
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expressed as follows: the Rasha Hamiltonian Equation 2.18 and linear Dresselhaus

Hamiltonian Equation 2.20 are equivalent under the unitary transformation rotating the

spin Pauli matrices σx→ σy, σy→ σx and σz→ −σz (Lucignano et al., 2008). Also

we consider strong coupling limit, µ̃ = 1, in which tunneling effect between QWRs is

in action. Both of subfigures, the dashed lines represent the energy spectra of double

QWR with no spin-orbit interaction, magnetic and electric fields. It is clear from the

Figure 3.3 that all subbands are two-fold degenerate for spin-up and spin-down states

for all values of kxl0 presented with dashed lines. Taking into account even a weak

Rashba spin-orbit interaction lifts the spin degeneracy of the subbands for nonzero

wave vectors and produces an energy splitting proportional to kx. When the strength

of Rashba spin-orbit coupling is increased, the energy subbands shift to lower energy

values as seen in all subfigures. In the weak Rashba spin-orbit regime characterized

by ∆R = 0.01, the spin-split energy levels for different subbands get closer in lower

subbands. With further increment in Rashba spin-orbit interaction, crossings between

same levels with opposite spins appear. These crossings occur at lower energy values

for the larger values of spin-orbit strengths.

When the effect of Dresselhaus spin-orbit coupling is switched on, it leads to a

rather complex energy spectra. Figure 3.4 displays the combined effect of Rashba and

Dresselhaus spin-orbit couplings. It is clear from the both subfigures, the spin-orbit

interaction gives rise to a visible shift in energy subbands compared to dashed lines.

The crossings which leap out in the pure Rashba case (∆R = 0.2) vanish by including

an even weak Dresselhaus spin-orbit interaction (∆D = 0.01) as seen in Figure 3.4(a)

compared to Figure 3.3(d). The energy subbands are nearly parabolic in this regime.

Simultaneous contribution of both spin-orbit interaction terms in strong regime (∆R =

0.2 and ∆D = 0.1) results in stronger deviation from parabolicity of the subbands and

downward shifting of energy displayed as in Figure 3.4(b). We observe local extrema

that can be attributed as an anomalous plateaus near kxl0 = 0 which plays an important

role in the explanation of anomalous steps in conductance.

We examine the influence of an in-plane magnetic field on the subband structure

because it has an important role to clarify the beating pattern in the magnetoresistance
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Figure 3.4 Subband energy spectra as a function of linear momentum kxl0 for different spin-orbit

coupling regimes when magnetic and electric fields are nor considered. a) Strong Rashba and weak

Dresslhaus spin-orbit couplings ∆R = 0.2 and ∆D = 0.01 b) Both of spin-orbit interactions are in strong

regime ∆R = 0.2 and ∆D = 0.1. The dashed lines correspond the case of ∆R = ∆D = 0 and B = F̃ = 0.

and absorption spectra of magneto-optic transitions. The magnetic field moves the

bottoms of two parabolas in each level in opposite direction along the energy axis via

Zeeman effect and changes the character of the energy spectrum as can be seen in

Figure 3.5. It is obtained that, when spin-orbit interaction is considered the zero−k

spin-splitting energy is not equal to the Zeeman spin-splitting given by g∗µBB, it also

depends on the strength of spin-orbit interaction. Coexistence of spin-orbit interaction

and magnetic field gives rise to peculiarities in the energy spectrum (Datta & Das,

1990; Bandyopadhyaya & Cahay, 2004; Ganichev et al., 2002). We searched the

energy spectra of double QWR for four different orientations (ϕ = 0, π/6, π/3, π/2)

of a constant magnetic field (1 T) for the strong spin-orbit regime characterized

by ∆R = 0.2 and ∆D = 0.1. When magnetic field is not considered, the spin-orbit

interaction give rise to symmetric double minimum structures in the energy subband

which is shown by dashed lines, but including the magnetic field breaks down this

symmetry and introduces additional complexities in the subband structure as shown
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Figure 3.5 Energy dispersion curves of electrons in a double QWR with different orientation of magnetic

field: a) ϕ = 0, b) ϕ = π/6, c) ϕ = π/3, and d) ϕ = π/2. The magnitude of magnetic field and the strength

of spin-orbit interactions are fixed at B = 1 T, ∆R = 0.2 and ∆D = 0.1. The dashed lines correspond the

case of ∆R = 0.2, ∆D = 0.1 and B = 0.

in Figure 3.5. This asymmetry can be explain via Equation 3.8. For a magnetic

field directed along the wire axis, cosϕ = 1 and Bcosϕ contributes negative values to

Hamiltonian for all kx. Also the Dresselhaus spin-orbit term is negative for kx < 0, and

positive for kx > 0. For negative (positive) kx values, due to the same (opposite) signs
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of Zeeman and Dresselhaus spin-orbit interaction, their overall (net) effect contributes

to the Hamiltonian. This explains why the minimum point of energy subband occurs

at negative kx as seen in Figure 3.5(a). In the case of magnetic field orientated along

the perpendicular axis of wire (ϕ = π/2), sinϕ = 1 and Bsinϕ is a nontrivial negative

value. For positive (negative) kx values, due to the same signs of Rashba spin-orbit

interaction and magnetic field, their overall (net) effect contributes to the Hamiltonian.

This elucidate the shifting of the minimum of energy to positive kx as observed in

Figure 3.5(d). For the other orientations of magnetic field such as ϕ = π/3, ϕ/6

(Figure 3.5(b) and Figure 3.5(c)) the asymmetries in the subbands can be explained

in a similar way. Additionally, the crossings and anticrossings arising from spin-orbit

interaction are observed as it is evident from the Figure 3.5. In all panels, conspicuous

band gaps and local extrema leap out near kxl0. These maxima leads to observe

anomalous steps in the conductance.

Applying an external electric field offers a way to realise such a control over the

QWR characteristics for a desired device operation. Figure 3.6 is devoted to present

the effect of external electric field on to the energy spectra of double QWR for three

orientations (ϕ = 0, π/4, π/2) of a constant magnetic field 1 T with considering strong

spin-orbit coupling regime characterized by ∆R = 0.2 and ∆D = 0.1. The dashed lines

represent the energy spectrum of double QWR with spin-orbit interaction and magnetic

field whereas the solid lines denote the case involving effect of electric field. In the

presence of an in-plane magnetic field the orbital effects are absent and the electric

field induces Stark shift in the energy spectra characterized by F2−dependence. The

effect of external electric field (F̃ = 1) on the subbands is indicated by the solid lines in

Figure 3.6. It is clear from the figure that the energy spectra exhibits a downward shift

only without any lateral displacement. Also, the electric field induces larger energy

gaps between spin-split levels. This considerable changes in the energy spectrum of

the carriers may be used to control and modulate the intensity output of devices.

It is useful at this stage to inquire to what extent the structural parameter µ̃ affects

the system. Figure 3.7 presents the energy dispersion behavior of the subbands of the

double QWR comprising of strong spin-orbit interaction (∆R = 0.2 and ∆D = 0.05) and
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Figure 3.6 The Stark effect on the energy subband structure of double quantum wire for different

directions of magnetic field in the presence of strong spin-orbit interactions in the strong coupling limit,

namely ∆R = 0.2 , ∆D = 0.1 B = 1 T, µ̃ = 1, F̃ = 1. The dashed lines correspond the zero electric field

case.

magnetic field (1 T) orientated with an angle ϕ = π/4. The dashed lines correspond

to the pure case (no spin-orbit interaction and no magnetic field) in all subfigures.

The most striking feature of the figure is that the energy band levels shift to upper
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Figure 3.7 Energy spectrum of double QWR in the presence of strong spin-orbit interaction (∆R = 0.2,

∆D = 0.05) and an external magnetic field (B = 1 T). The orientation angle is chosen as ϕ = π/4 where

different values of µ̃ are taken: a) 1, b) 1.5, c) 2, and d) 2.5. The dashed lines correspond the case of

∆R = ∆D = 0 and B = 0.

values and are grouped in pairs by starting from the lowest level with increasing

values of µ̃ for both solid lines and dashed lines as depicted in the figure. Small

values of µ̃ correspond the strong coupling limit (Figure 3.7(a), Figure 3.7(b)) in

which the tunneling effect between wires is allowed. In this limit, energy levels have
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Figure 3.8 Variation of the energy dispersion curves of electrons in a double quantum wire in the

presence of strong spin-orbit interaction (∆R = 0.2, ∆D = 0.05) and an external magnetic field (B = 1 T)

and electric field (F̃ = 1). The orientation angle is chosen as ϕ = π/4 where different values of µ̃ are

taken: a) 1, b) 1.5, c) 2, and d) 2.5. The dashed lines correspond the case F̃ = 0.

local minimum and maximum points which give rise to the appearance of intriguing

properties in conductance. On the other hand, in the weak coupling limit (Figure 3.7(c),

Figure 3.7(d)), characterized by large values of µ̃, tunneling of electrons can be

negligible and also the wires can be considered as two individual QWRs. The energy
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spectrum of this decoupled double QWR is a superposition of the dispersion curves

of individual QWRs. The crossings and anticrossings between energy levels which

appear in the strong coupling limit vanish in the weak coupling limit. Further the

energy subbands exhibit a smoother behavior.

Figure 3.8 presents the energy spectra of double QWR for different values of µ̃

((a) 1, (b) 1.5, (c) 2 and (d) 2.5) in the presence of spin-orbit coupling and magnetic

field with the values of ∆R = 0.2, ∆D = 0.1, B = 1 T, and ϕ = π/4. The dashed lines

correspond the case F̃ = 0 as seen in Figure 3.7 solid lines. In the presence of an

in-plane magnetic field the orbital effects are absent and the electric field induces

Stark shift in the energy spectra characterized by F2-dependence. It is clear from

the figure that the applied electric field gives rise to a downward shift energy subbands

for all values of µ̃. The most the most striking feature is the separation of two sets of

dispersion curves belonging to individual quantum numbers in wave-number space in

the weak coupling limits. In this limit the energy subbands are two fold degenerate

for spin-up and down as seen in Figure 3.8(c) and Figure 3.8(d) with dashed lines.

Applying external electric field shift this degeneracy and induces larger energy gaps

between spin-split levels. The separation distance is proportional to the magnitude of

electric field. This phenomenon manifests itself in both spin textures and conductivity.

3.3.2 Spin Textures

In the recent years, both experimental and theoretical physicists has focused on

spintronics. This field relies on the manipulation of spins in semiconductor systems.

A key role in the success of semiconductor spintronics is to carry out controllable

manipulation of electron spins. Semiconductor heterostructures offer the possibility

of electric control of spins via intrinsic spin-orbit interactions which stem from the

inversion asymmetry properties characteristic of these systems. Also the spins can be

manipulated by applying external magnetic and electric fields to the systems. External

magnetic field strongly alters the energy spectra and leads to larger energy gaps and it

effects the psysical properties of the semiconductor such as spin and conductance. An

41



external electric field applied along the growth direction of the wire induces Stark shift

in the subband structure and also it leaves its marks on the spin properties.

Traditional approaches on the usage of the spin are based on the alignment of a spin

relative to a reference such as an applied magnetic field or magnetization orientation.

Device operations depends in a predictable way on the degree of the alignment. Adding

the spin degree of freedom to conventional semiconductor charge-based electronics

or using the spin degree of freedom alone will add substantially more capability and

performance to electronic products (Governale & Zülicke, 2002). The success of

these ventures depends on a deeper understanding of fundamental spin interactions,

controlling and manipulating spin orientations in semiconductors. In the presence of

spin-orbit interactions spin is not a good quantum number and it is possible to find

spin textures across the wire with the spin direction depending on kx and the wire

transversal coordinate y. In contrast, when spin-orbit coupling is not incorporated,

the states are exact eigenspinors even in the presence of in-plane magnetic field and

electric field. Thus, observation of a clear spin texture can be interpreted as a signature

of spin-orbit interactions. Whenever the typical spin-orbit interaction energy scale

becomes comparable to the subband splitting, emergence of a sizable spin z component

due to anticrossings between neighboring subbands precludes a definition of common

spin-quantization axis (Governale & Zülicke, 2002). The interplay between external

magnetic/electric fields and spin-orbit interactions gives rise to observe surprising spin

textures. Zeeman effect tends to align the spin along the external magnetic field,

whereas the spin-orbit interaction is responsible for the randomization of the spin

direction. The concept of spin texturing is crucial for spintronics in two respects: it is

closely related to that of spin current which is measured as a change in the local spin

and it represents the spatial distribution of the effective magnetic field due to spin-orbit

interaction.

In the following part of the study, we illustrate to what extend effects of spin-orbit

interaction and magnetic field modify the spin orientation. In this respect we calculated

spin expectation values ⟨σa⟩ = Ψ†nkσnΨnk where a = x, y, z.
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Figure 3.9 Spin textures across the wire (y direction in l0 units) in the presence of both type of spin-

orbit couplings (∆R = 0.05, ∆D = 0.2) and external magnetic field (3 T) oriented along the wire axis

(left panel) and perpendicular to the wire axis (right panel). Plots from the top to down correspond to

momentum kxl0 = −0.69, 0.0, 0.69 where arrow length is proportional to spin density. Blue solid lines

correspond to the z component of magnetization.

In-plane spin distributions for the lowest subband at three different momenta are

shown in the Figure 3.9 in the presence of strong spin-orbit coupling characterized by

∆R = 0.05 and ∆D = 0.2 and an external magnetic field (B= 3 T) oriented along the wire

axis ϕ = 0 in the left panel and perpendicular to the wire axis ϕ = π/2 in the right panel

of Figure 3.9. The vector plot shows the in-plane spin for different momenta such as

kxl0 = −0.69, 0, 0.69 from top to down respectively whereas the solid line corresponds

to the z component. The electrons in the double QWR experience three different

magnetic fields: an in-plane external magnetic field, effective pseudomagnetic fields

arising from Rashba and Dresselhaus spin-orbit couplings. Effective Rashba magnetic

field (B⃗R) is directed along the the y axis because it is perpendicular to the electric

field and the electron’s velocity (Upadhyaya et al., 2008a). The effective Dresselhaus

magnetic field (B⃗D) acts along the x direction (Gujarathi et al., 2012). Electrons
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with positive (negative) kx experience +y (−y) directed B⃗R and −x (+x) directed

B⃗D. Therefore the net magnetic field exerted on electrons is the vector sum of the

pseudomagnetic fields and the external magnetic field. In the absence of spin-orbit

coupling, the spins are parallel to the direction of external magnetic field. In the

presence of spin-orbit interaction effects, when ϕ = 0, for kx = −0.69 (the minimum

point of the lowest energy level) electron is under the influence of −y directed B⃗R,

+x directed B⃗D and +x directed external magnetic field. So the spins deviate a little

from positive x direction to negative y direction as seen in top of the left panel. For the

same case but when external magnetic field is applied along the y direction (ϕ = π/2)

then the electrons experience +y direced external magnetic field in addition to effective

spin-orbit magnetic fields. The external magnetic field is larger than the effective B⃗R

and the spins show larger deviations from positive x direction to positive y direction

as seen in top of the right panel. Similarly, when kxl0 = 0.69 (the symmetry point

according to kxl0 = 0 of the minimum point of the lowest energy level) electron is under

the influence of +y directed B⃗R, −x directed B⃗D and +x directed external magnetic field

for ϕ = 0. The magnitude of external field is greater than the effective Dresselhaus

magnetic field and the spins align the positive x− y plane as shown in bottom of left

panel. When ϕ= π/2, the net magnetic field has only x component arises from effective

Dreeselhaus magnetic field. Both Rashba field and external field are +y directed.

Thus the spins are in the negative x and positive y plane displayed in the bottom of

right panel. The electrons in the center of the wire will be in closed Landau orbits

with no translational velocity. So the states with zero kxl0 experience no Rashba and

Dresselhaus spin-orbit magnetic field because spin-orbit interaction is present only for

moving electrons. Therefore the net magnetic field that electrons in the center of wire

experience x directed for ϕ = 0 and y directed for ϕ = π/2 external in-plane magnetic

field as shown in the mid of left and right panels of 3.9, respectively. At the edge states

the effective pseudomagnetic fields are nonzero. Rashba and Dresselhaus effective

magnetic fields have opposite signs at there because the states at the two edges have

oppositely directed translational velocities. Spins align parallel to x axis for ϕ = 0 and

parallel to y axis for ϕ = π/2. The z component of magnetization strongly depends on

the propagation momenta and the direction of magnetic field.
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Figure 3.10 Same as Figure 3.9 for the second level of the lowest spin-split subband.

Figure 3.10 presents the spatially spin dependent magnetization for the second

subband with the same parameters as in Figure 3.9. The combined effect of the

spin-orbit interactions and magnetic field is more pronounced than in the first level

of the lowest spin-split subband as seen from the spin textures. Spin distribution of

second level exhibits noncollinear distribution compared to the first level and the spin

accumulation at the wire edges are larger. In addition, it is clear from the figure that

the local z magnetization is greater than lower subband.

In the presence of spin-orbit interaction and magnetic field, the electric field is an

effective tool for the studying the properties of spin in semiconductor heterostructures.

In these structures, a favorable Stark shift occurs and it can be used to control and

manipulate the intensity output of the devices. For this reason, Figure 3.11 is devoted

to effect of electric field onto the spin textures. The parameters are chosen same as

with Figure 3.6(b) such as ∆R = 0.2, ∆D = 0.1 and B = 1 T with the angle ϕ = π/4. The

structure parameter is set µ̃ = 1 in which the tunneling effects are in action. Left panel
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Figure 3.11 Spin textures across the wire subjected to external magnetic field B = 1 T with the angle

ϕ = π/4 in the presence of spin-orbit coupling characterized by ∆R = 0.2, ∆D = 0.1. The left panel

corresponds to the zero electric field case, and the right panel presents the effect of electric field F̃ = 1.

Plots from the top to down correspond to momentum kxl0 = −0.74, 0.0, 0.74 where arrow length is

proportional to spin density. Blue and black solid lines correspond to the z component of magnetization.

corresponds to the absence of electric field and right panel presents the electric field

effect (F̃ = 1). As described above the electrons with positive (negative) kx experience

+y (−y) directed B⃗R and −x (+x) directed B⃗D. The spin orientations can be interpreted

similarly. Due to the combined effect of pseudomagnetic field and the external in-

plane magnetic field, the spins align in the positive x negative y plane for negative

kxl0 values whereas they align in the negative x positive y plane for positive kxl0

values as presented in top and bottom of the left panel respectively. In the mid of

the left panel kxl0 = 0, the electrons experience equal x and y component of the applied

magnetic field. Thus direction of the spins is in the positive x− y plane. Blue solid

lines present z component of magnetization which has maximum value at the center of

the wire. The right panel of Figure 3.11 depicts the effect of electric field onto the spin

distribution. Local spins experience linear displacement depending on the direction of
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the electric field which is applied in the growth direction of the system. Similar shift

is also observed for the z component of magnetization.
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Figure 3.12 Same as Figure 3.11 for the second level of the lowest spin-split subband.

The second level of the lowest spin-split subband is more impressed from the spin-

orbit couplings and external magnetic/electric fields than first level of the lowest spin-

split subband. The spin texture and local z magnetization of the second level for the

same parameters with Figure 3.11 is depicted in Figure 3.12. The spin distribution of

first level exhibits linear behaviour as seen in Figure 3.11’s left panel whereas it turns

to noncollinear distribution for the second level as shown in Figure 3.12’s left panel.

When an external electric field is applied the spins of second level align in opposite

direction with respect to the first level. Also the noncollinear spin distribution in the

left panel exhibits nearly linear behaviour and linear displacement in the presence of

electric field. Local z magnetization is bigger than the first level both in the absence

and presence of electric field.

The combined effect of external and internal agents affects significantly the spin-
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Figure 3.13 Spin textures across the wire corresponding to the parameters: ∆R = 0.2, ∆D = 0.1, B = 1 T

directed with angle ϕ = π/4. Plots from top to bottom correspond to µ̃ = 1,1.5,2 when external electric

field is zero (left panel) and electric field is not zero F̃ = 1 (right panel).

related properties. Figure 3.13 left and right panels depict the spin-textures for three

different values of structural parameter µ̃ = 1, 1.5, 2 from top to bottom in the absence

and presence of external electric field, respectively. Strong spin-orbit coupling with the

value of ∆R = 0.2, ∆D = 0.1 is considered under the influence of a constant magnetic

field 1 T directed with angle ϕ= π/4. The structural parameter controlling the potential

profile leaves its marks on the spin texturing as well as on the energy spectra as seen

in Figure 3.13. As shown in the energy spectrums with dashed lines, the value of

µ̃ is increased the coupling between QWRs weakens and the system behaves like as

two individual quantum wires. This feature is obviously seen in spin textures. For

strong coupling limit µ̃ = 1 (top of left panel) the spin textures orients along the net

magnetic field. When the value of µ̃ is enhanced to 1.5, the energy levels become

nearly grouped in pairs, which results in observation of double spin textures in the mid

panel. For µ̃ = 2 the system can be considered as two individual QWRs so we observe

two individual spin textures for each QWR as seen in bottom of left panel. Also we
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observe perceptible change in z component of magnetization with blue lines. The

external electric field manifests itself as unique feature in the spin textures especially in

weak coupling limits as indicated in right panel of Figure 3.13. It leads to a downward

shift in the in-plane spin distributions for all values of µ̃. The electric field removes

the overlap of energy levels of two QWRs and the system behaves as if in the strong

coupling limit. That is the why we obtained one spin texture under the influence of

electric field even if in the weak coupling limit. Electric field allows for greater spatial

selectivity, which is important for local addressing of individual spins. It would thus

be highly desirable to control the spins by means of electric fields. In addition, the

magnitude of local z magnetization increases when electric field effect is considered.
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Figure 3.14 The spin projections of eigenstates in the lowest spin-split subbands for the parameters:

∆R = 0.05, ∆D = 0.2, B = 3 T. Left panel presents ϕ = 0 case where the right panel shows ϕ = π/2. The

solid (dashed) lines show first (second) level of the lowest spin-split subband. Blue lines indicate ⟨σx⟩
whereas red lines represent ⟨σy⟩.

In Figure 3.14, we plot the dependence on kx of the spin expectation values in the

first (solid line) and second (dashed line) level of the lowest spin-split subbands in

the presence of both type of spin-orbit couplings (∆R = 0.05, ∆D = 0.2) and external

magnetic field (3 T) oriented along the wire axis (left panel) and perpendicular to the

wire axis (right panel). Here blue lines indicate ⟨σx⟩ and red lines correspond to ⟨σy⟩.

The local z-magnetization in real space ⟨σz(y)⟩ is antisymmetric in y and therefore

integrated ⟨σy⟩ is equal to zero. It can be seen that the spins of eigenstates with large

absolute value of kx approach to asymptotic states of ⟨σx⟩ and ⟨σy⟩. For negative large

kx the spinor is nearly described by eigenstates of ⟨σx⟩. Also, it is observed from
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the figure that, there exists right (left) moving states for both spin-up and spin-down

electrons at any energy. Figure reveals the remarkable change in the spin expectation

values ⟨σx⟩ and ⟨σy⟩ for the second spin-split level. When the magnetic field is oriented

along the perpendicular axis of the wire the maximum points of spin expectation values

shift to negative kx values as seen in Figure 3.14 right panel. The spin expectation value

of second spin-split level exhibits smoother variation.
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Figure 3.15 The spin projections of eigenstates in the lowest spin-split subbands for the parameters:

∆R = 0.2, ∆D = 0.1, B = 1 T and ϕ = π/4. Left panel presents F̃ = 0 case where the right panel shows

F̃ = 1. The solid (dashed) lines show first (second) level of the lowest spin-split subband. Blue lines

indicate ⟨σx⟩ whereas red lines represent ⟨σy⟩.

The spin expectation values in the first (solid line) and second (dashed line) level

of the subbands as a function of kx are depicted in Figure 3.15 considering strong

spin-orbit interaction case and magnetic field with the parameters: ∆R = 0.2, ∆R = 0.1,

B= 1 T and ϕ = π/4. Left panel presents F̃ = 0 case where the right panel shows F̃ = 1.

The effect of electric field is more prominent for the second level of the subband.

3.3.3 Conductance

In recent years, quantum transport phenomena have attracted much attention. The

developments in experiment in low-dimensional systems have displayed quantum

mechanical nature of transport at low temperatures such as ballistic quantization of

conductance. The underlying physical reason of this quantization is the creation of
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one-dimensional subband modes due to the electron motion in the two-dimensional

electron gases subjected to lateral confinement. In fact that each mode carriers the

same amount of current (Ferry et al., 2009).

In low-dimensional electron systems, the transmission of electrons can be attributed

as the redistribution of incoming electron flux between the discrete energy eigenvalues

of the system. Hence the determination of the energy dispersion of the system is

extremely important for the calculation of ballistic quantum conductance. Thus the

total conductance of the system is completely determined from the energy spectrum

and Fermi energy. We assume that two reservoirs are connected to double QWR and

the wire is long enough so that is devoid of backscattering process. Conductivity of

the system, by neglecting the electron-eelectron interaction, can be simply calculated

using Landauer-Büttiker formalism.

G =G0

∑
αα′

Tαα′ (3.9)

where Tαα′ is the transition probability from |α⟩ state to |α′⟩ state and G0 = 2e2/h is the

conductance quantization. Following the strategy of Reference. (Pershin et al., 2004),

the conductance can be calculated as:

G =
e2

h

∑
n,s

∑
i

β(n,s)
i f (E(n,s)

i ). (3.10)

Here n and s represents the level of state and the level of spin, respectively while E(n,s)
i

is the energy of ith extremum point in the related energy subband and f (E(n,s)
i ) is the

Fermi-Dirac distribution. β(n,s)
i corresponds −1 for a maximum and +1 for a minimum

point in the energy subband labeled with n and s as shown in Figure 3.16.

Clearly, the conductance of the system crucially depends on the energy spectrum.

Peculiar features in the energy spectra give rise to observe intriguing transport

properties through double QWRs. In this part of the paper, our goal is to calculate

zero-temperature conductance for different directions of magnetic field such as ϕ =

0, π/6, π3, π/2 in the presence of strong spin-orbit couplings ∆R = 0.2 and ∆D =
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Figure 3.16 Schematic representation of β(n,s)
i . It is +1 for the minimum point and −1 for the maximum

point in the energy subband.

0.1. The strength of magnetic field is set B = 1 T and the structure parameter is

chosen as µ̃ = 1 in which the tunneling effects are in action. The pink lines present

the conductance of the double QWR in the presence of spin-orbit interactions and

magnetic field whereas the conductance for the pure case namely no magnetic field

and no spin-orbit coupling, is shown with green lines. The energy subband structure

is given in Figure 3.6. In the pure case, the energy subbands are two-fold spin-

degenerate. As expected, the conductance exhibits an increasing stepwise profile with

integer conductance. When the Fermi energy of an electron increases, the conductance

increases 2(e2/h) instead of 1(e2/h) as given in Figure 3.17 with green lines. This

physical origin of this quantization can be explained as the additional propagating

channels which contribute to conductance are opened in pairs. The competing effect of

spin-orbit coupling and external magnetic field gives rise to more complicated energy

spectra which breaks down the monotonic stepwise shape of conductance and induces

large number of oscillation peaks. The local minimum (subband bottom) and local

maximum (subband top) in the subband structures are the reason of anomalous steps

in the conductance that appear on the top of the ordinary steps. When the direction of

the magnetic field is changed from 0 to π/2 the minimum and maximum points change

so we observe the oscillation peaks at different Fermi energies. Also, the width of the

oscillation peaks increase.

The energy spectrum of electrons and conductance critically depends on the
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Figure 3.17 The conductance of double quantum wire as a function of Fermi energy in the presence

of spin-orbit couplings for different direction of magnetic field with pink lines: a) ϕ = 0, b) ϕ = π/3,

c) ϕ = 6 and d) ϕ = π/2. The strengths of spin-orbit interaction and magnetic field are set ∆R = 0.2,

∆D = 0.1, B = 1, respectively. The structural parameter is chosen µ̃ = 1. The green lines correspond the

pure case where ∆R = ∆D = 0 and B = 0

effective geometry of double QWR as well as the external and internal parameters such

as magnetic field and spin-orbit interactions. In order to show the effect of structural

parameters, in Figure 3.18 we present the conductance behavior of the subbands of the

double QWR comprising of strong spin-orbit interaction ∆R = 0.2 and ∆D = 0.05 and

magnetic field (1 T) orientated with an angle ϕ = π/4. The energy subband structure of

this case is depicted in Figure 3.8. In the pure case, namely no magnetic field and no

spin-orbit coupling, the energy subbands are two-fold spin-degenerate for the strong
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Figure 3.18 Conductance of double quantum wires as a function function of Fermi energy for different

values of structural parameter a) µ̃ = 1 b) µ̃ = 1.5 c) µ̃ = 2 and d) µ̃ = 2 with pink lines in a constant

magnetic field B = 1, ϕ = π/4 and in the presence of spin-orbit couplings ∆R = 0.2, ∆D = 0.05. The

green lines correspond the case pure case where ∆R = ∆D = 0 and B = 0.

coupling limit as seen in Figure 3.8(a) and Figure 3.8(b) plotted with dashed lines.

When the Fermi energy of an electron increases, the conductance increases 2(e2/h)

instead of 1(e2/h) as given in Figure 3.18(a) and Figure 3.18(b) with green lines.

The reason of this increment is the additional propagating channels opened in pairs.

For µ̃ = 2 (Figure 3.18(c)) the spin-degenerate lowest levels overlap which leads to an

increment of conductance in amount of 4(e2/h). In the weak coupling limit, all of spin-

degenerate levels are grouped in pairs so conductivity increases monotonically with
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4(e2/h) as is evident from the Figure Figure 3.18(d) with red line. For all subfigures

it is clear that with the increment of µ the energy gaps raise and this leads to observe

wider plateaus of conductance. The conductance under the influence of both magnetic

field (B = 1 T) with the orientation of ϕ = π/4 and strong spin-orbit coupling limit

(∆R = 0.2, ∆D = 0.05) is given with pink lines. The competing effect of spin-orbit

coupling and external magnetic field gives rise to local minimum (subband bottom)

and local maximum (subband top) in the subband structures. The existence of these

minimum and maximum is the reason of anomalous steps in the conductance that

appear on the top of the ordinary steps. In this case, the conductance is anymore a

stepwise monotonically increasing function, has dips at the extremum points of energy

level. The profile of conductance behaves like square-wave oscillations for which, with

the increment of µ the width of dips become wider.

The sensitivity of the transport properties of quantum wires to internal and external

agents is a key ingredient in the search of new technology. The Stark effect manifested

in the shift of electron energy under the action of external electric field is a particular

interest. It leaves its marks on the conductance as energy spectra and spin texture as

shown in Figure 3.8 and Figure 3.13. Figure 3.19 is devoted to investigate the effect

of external electric field on the conductance of double QWR for different structural

parameters with same as Figure 3.18. The pink lines denote the absence of electric

field case which is also displayed in Figure 3.18 with same color. The light blue

lines show the effect of electric field applied the growth direction of wire. It is clear

from all subfigures, when the electric field is considered the first steps of conductance

shift to lower Fermi energies for all µ̃ values. Because electric field shifts the energy

subbands to lower energies especially for larger value of µ̃ larger shift occurs as seen

in Figure 3.8(c) and Figure 3.8(d). So the first steps of conductance shift to lower

Fermi energies in the weak coupling limit. In the strong coupling limit, applying

electric field shifts the anomalous steps and leads to smoother behaviour. It gives rise to

observe monotonically increasing step wise conductance as depicted in Figure 3.19(a)

and Figure 3.19(a). In the weak coupling limit lower spin-split energy levels are nearly

degenerate and the energy gaps between upper spin-split energy levels are small so the
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Figure 3.19 Calculated conductance as a function of Fermi energy in the presence of internal and external

agents for different values of µ̃. a) 1, b) 1.5, c) 2 and d) 2.5. The strength of spin-orbit interactions,

magnetic field and electric field are: ∆R = 0.2, ∆D = 0.05, B = 1, ϕ = π/4, F̃ = 1.

the width of peaks is narrow. Also the energy gaps between upper and lower subbands

are larger so the width of conductance step is large as seen in Figure 3.19(c) with pink

lines. Stark effect splits the nearly degenerate levels and induces larger energy gaps.

Both width of peaks and width of conductance steps are larger. For µ̃ = 2.5, the energy

levels are degenerate so the conductance increases in amount of (2e2/h). Electric field

causes an increment of conductance in amount (2e2/h) by lifting the degeneracy in the

energy levels. Larger energy gaps between subbands induce larger conductance steps.
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CHAPTER FOUR

CONDUCTANCE OF PARABOLIC QUANTUM WIRE

In the part of the thesis, we investigate theoretically the conductance for a QWR

formed by a parabolic confining potential. The effect of in-plane magnetic field on the

electrical conductance of the wire has been analyzed. We take into account the Rashba

and Dresselhaus spin-orbit interactions.

4.1 Formalism

We calculate conductance for a quantum wire confined by harmonic potential. For

this purpose the QWR structure is divided into three regions as shown in Figure 4.1.

The first and third regions are assumed to be identical with same spin-orbit interactions

and magnetic fields and which are acting as reservoirs. The middle region differs from

the other parts and it is the conductor in which the transmission occurs. We investigate

the transmission from region I to region III for different strengths of Rashba and

Dresselhaus spin-orbit interactions and magnetic fields.

Figure 4.1 The schematic illustration of quantum wire structure used in transport calculations.

The zero-temperature ballistic conductance of a QWR which is connected to two

leads is calculated by scattering matrix method. We assume that an electron wave is

injected from the left region and transmitted to the third region. In order to calculate

scattering matrices, the wave functions at two interfaces of wire-lead connections are
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matched. The energies and the wave functions of the Scrödinger equation are obtained

numerically by finite elements method (Zienkiewicz et al., 2005). The wave function

of an electron can be written as a product of plane-waves propagating along the x-axis

and y-dependent spinor part as follows:

Ψ(x,y) =

 φ
±,↑
n,σ

φ±,↓n,σ

eik±n,σx. (4.1)

Where the φ is defined as

φ±,↑↓n,σ = φ(y,k±n,σ,↑↓). (4.2)

Here n is the label of subband index and σ is defined as helicity which stands the lower

and upper levels of spin-split subbands. σ = + for the lower spin-split energy level

whereas the upper level is indicated by σ = −. The superscript ± is used to define the

coming electron from left (+) and backscattered electron (−) whereas ↑,↓ is for spin-up

and spin-down as usual. Then one can write the wave functions of three regions. The

first one is:

ΨI(x,y) =

 φ
+,↑
nI ,σI

φ+,↓nI ,σI

eik+nI ,σI
x
+

NI∑
n′I

∑
σ′I=±

rnI ,σI ;n′I ,σ
′
I

 φ
−,↑
n′I ,σ

′
I

φ−,↓n′I ,σ
′
I

e
ik−

n′I ,σ
′
I
x
. (4.3)

Here NI is the total number of states under the Fermi energy, rnI ,σI ;n′I ,σ
′
I

is coefficient

of incident modes nI with helicity σI reflecting to mode n′I with helicity σ′I . The

amplitude of incident electron is assumed as unit. Similarly, the wave function of

region II can be written as:

ΨII(x,y) =
NII∑
nII

∑
σII=±

anI ,σI ;nII ,σII

 φ
+,↑
nII ,σII

φ+,↓nII ,σII

eik+nII ,σII
x

+

NII∑
n′II

∑
σ′II=±

bnI ,σI ;n′II ,σ
′
II

 φ
−,↑
n′II ,σ

′
II

φ−,↓n′II ,σ
′
II

e
ik−

n′II ,σ
′
II

x
, (4.4)

where anI ,σI ;nII ,σII is transmission coefficient from region I to region II and bnI ,σI ;n′II ,σ
′
II
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is the reflection coefficient. The wave function belonging to third region is

ΨIII(x,y) =
NIII∑
nIII

∑
σIII=±

tnI ,σI ;nIII ,σIII

 φ
+,↑
nIII ,σIII

φ+,↓nIII ,σIII

eik+nIII ,σIII
x. (4.5)

Here tnI ,σI ;nIII ,σIII is the transmission coefficient of an electron from region I with mode

nI ,σI to region III with with mode nIII ,σIII .

The wave functions satisfy two conditions at the interfaces x = 0 and x = L: i) the

wave functions have continuity at two interfaces, ii) due to the presence of spin-orbit

couplings, the continuity of their derivative is not valid, so the wave functions ensure

the current conservation (Moroz & Barnes, 1999; Wang, 2004). At this point, it is

useful to obtain velocity operator.

υx =
∂H
∂px
=

py

m∗
σ0−

αR

h̄
σy+

αD

h̄
σx. (4.6)

The continuity of wave functions at the interface x = 0 gives

ΨI(x,y)|(x=0) = Ψ
II(x,y)|(x=0), (4.7)

 φ
+,↑
nI ,σI

φ+,↓nI ,σI

+∑
n′I

∑
σ′I

 φ
−,↑
n′I ,σ

′
I

φ−,↓n′I ,σ
′
I

rnI ,σI ;n′I ,σ
′
I

=
∑
nII

∑
σII

 φ
+,↑
nII ,σII

φ+,↓nII ,σII

anI ,σI ;nII ,σII +
∑
n′II

∑
σ′II

 φ
−,↑
n′II ,σ

′
II

φ−,↓n′II ,σ
′
II

bnI ,σI ;n′II ,σ
′
II

 . (4.8)

The current conservation at x = 0 is (?)

υI
xΨ

I(x,y)|(x=0) = υ
II
x Ψ

II(x,y)|(x=0). (4.9)
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 k+nI ,σI
CI

C∗I k+nI ,σI


 φ
+,↑
nI ,σI

φ+,↓nI ,σI


+
∑
n′I

∑
σ′I

 k−n′I ,σ′I
CI

C∗I k−n′I ,σ′I


 φ
−,↑
n′I ,σ

′
I

φ−,↓n′I ,σ
′
I

rnI ,σI ;n′I ,σ
′
I

=
∑
nII

∑
σII

 k+nII ,σII
CII

C∗II k+nII ,σII


 φ
+,↑
nII ,σII

φ+,↓nII ,σII

anI ,σI ;nII ,σII

+
∑
n′II

∑
σ′II

 k−n′II ,σ
′
II

CII

C∗II k−n′II ,σ
′
II


 φ
−,↑
n′II ,σ

′
II

φ−,↓n′II ,σ
′
II

bnI ,σI ;n′II ,σ
′
II
. (4.10)

Here C indicates the spin-orbit coupling constants in the velocity operator such as

Cn =
m∗
h̄ (iαRn +αDn) with n = I, II, III. (C∗n is the complex conjugate.)

The first boundary condition at x = L gives

ΨII(x,y)|(x=L) = Ψ
III(x,y)|(x=L), (4.11)

∑
nII

∑
σII

 φ
+,↑
nII ,σII

φ+,↓nII ,σII

eik+nII ,σII
LanI ,σI ;nII ,σII +

∑
n′II

∑
σ′II

 φ
−,↑
n′II ,σ

′
II

φ−,↓n′II ,σ
′
II

e
ik+

n′II ,σII′
L
bnI ,σI ;n′II ,σ

′
II

=
∑
nIII

∑
σIII

 φ
+,↑
nIII ,σIII

φ+,↓nIII ,σIII

eik+nIII ,σIII
LtnI ,σI ;nIII ,σIII (4.12)

The current conservation at x = L implies

υII
x Ψ

II(x,y)|(x=L) = υ
III
x Ψ

III(x,y)|(x=L). (4.13)
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∑
nII

∑
σII

 k+nII ,σII
CII

C∗II k+nII ,σII


 φ
+,↑
nII ,σII

φ+,↓nII ,σII

eik+nII ,σII
LanI ,σI ;nII ,σII

+
∑
n′II

∑
σ′II

 k−n′II ,σ
′
II

CII

C∗II k−n′II ,σ
′
II


 φ
−,↑
n′II ,σ

′
II

φ−,↓n′II ,σ
′
II

e
ik+

n′II ,σII′
L
bnI ,σI ;n′II ,σ

′
II

=
∑
nIII

∑
σIII

 k+nIII ,σII
CIII

C∗III k+nII ,σIII


 φ
+,↑
nIII ,σIII

φ+,↓nIII ,σIII

eik+nIII ,σIII
LtnI ,σI ;nIII ,σIII (4.14)

Then after, the Equations 4.8 and 4.10 obtained from the first interface x = 0 are

multiplied by (φ+,↑nI ,σI ,φ
+,↓
nI ,σI )

∗ from left and integrated over the y. In a similar manner

the Eqs. 4.12 and 4.14 arise from x = L interface are multiplied by (φ+,↑nII ,σII ,φ
+,↓
nII ,σII )

∗

from left and integrated over the y. For the sake of simplicity, we have defined some

abbreviations for the expressions:

AI+
2NI×2NI

=

∫
dy((φ+↑nI ,σI )

∗φ+↑nI ,σI + (φ+↓nI ,σI )
∗φ+↓nI ,σI )

AI−
2NI×2NI

=

∫
dy((φ+↑nI ,σI )

∗φ−↑n′I ,σ
′
I
+ (φ+↓nI ,σI )

∗φ−↓n′I ,σ
′
I
)

AII+
2NI×2NII

=

∫
dy((φ+↑nI ,σI )

∗φ+↑nII ,σII + (φ+↓nI ,σI )
∗φ+↓nII ,σII )

AII−
2NI×2NII

=

∫
dy((φ+↑nI ,σI )

∗φ−↑n′II ,σ
′
II
+ (φ+↓nI ,σI )

∗φ−↓n′II ,σ
′
II

)

BI+
2NI×2NI

=

∫
dy(k+nI ,σI

((φ+↑nI ,σI )
∗φ+↑nI ,σI + (φ+↓nI ,σI )

∗φ+↓nI ,σI )

CI((φ
+↑
nI ,σI )

∗φ+↑nI ,σI + (φ+↓nI ,σI )
∗φ+↓nI ,σI ))

BI−
2NI×2NI

=

∫
dy(k−n′I ,σ′I

((φ+↑nI ,σI )
∗φ−↑n′I ,σ

′
I
+ (φ+↓nI ,σI )

∗φ−↓n′I ,σ
′
I
)

C∗I ((φ+↑nI ,σI )
∗φ−↑n′I ,σ

′
I
+ (φ+↓nI ,σI )

∗φ−↓n′I ,σ
′
I
))

BII+
2NI×2NII

=

∫
dy(k+nII ,σII

((φ+↑nI ,σI )
∗φ+↑nII ,σII + (φ+↓nI ,σI )

∗φ+↓nII ,σII )

CII((φ
+↑
nI ,σI )

∗φ+↑nII ,σII + (φ+↓nI ,σI )
∗φ+↓nII ,σII ))
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BII−
2NI×2NII

=

∫
dy(k−nII ,σII

((φ+↑nI ,σI )
∗φ−↑n′II ,σ

′
II
+ (φ+↓nI ,σI )

∗φ−↓n′II ,σ
′
II

)

C∗II((φ
+↑
nI ,σI )

∗φ−↑n′II ,σ
′
II
+ (φ+↓nI ,σI )

∗φ−↓n′II ,σ
′
II

))

CII+
2NII×2NII

=

∫
dy((φ+↑nII ,σII )

∗φ+↑nII ,σII + (φ+↓nII ,σII )
∗φ+↓nII ,σII )

CII−
2NII×2NII

=

∫
dy((φ+↑nII ,σII )

∗φ−↑n′II ,σ
′
II
+ (φ+↓nII ,σII )

∗φ−↓n′II ,σ
′
II

)

CIII+
2NII×2NIII

=

∫
dy((φ+↑nII ,σII )

∗φ+↑nIII ,σIII + (φ+↓nII ,σII )
∗φ+↓nIII ,σIII )

DII+
2NII×2NII

=

∫
dy(k+nII ,σII

((φ+↑nII ,σII )
∗φ+↑nII ,σII + (φ+↓nII ,σII )

∗φ+↓nII ,σII )

CII((φ
+↑
nII ,σII )

∗φ+↑nII ,σII + (φ+↓nII ,σII )
∗φ+↓nII ,σII ))

DII−
2NII×2NII

=

∫
dy(k+nII ,σII

((φ+↑nII ,σII )
∗φ+↑n′II ,σ

′
II
+ (φ+↓nII ,σII )

∗φ+↓n′II ,σ
′
II

)

CII((φ
+↑
nII ,σII )

∗φ+↑n′II ,σ
′
II
+ (φ+↓nII ,σII )

∗φ+↓n′II ,σ
′
II

))

DIII+
2NII×2NIII

=

∫
dy(k+nIII ,σII

((φ+↑nII ,σII )
∗φ+↑nIII ,σIII + (φ+↓nII ,σII )

∗φ+↓nIII ,σIII ) (4.15)

CIII((φ
+↑
nII ,σII )

∗φ+↑nIII ,σIII + (φ+↓nII ,σII )
∗φ+↓nIII ,σIII ))

Here the dimension of the matrices are 2N ×2N if the number of subband N under the

Fermi function includes both + and − spin-split levels. If N includes only + level than

the dimensions of the matrices are (2N−1)× (2N −1). The reflection matrix r is given

as:

r =



r0,+;0,+ r0,−;0,+ r1,+;0,+ · · · rNI ,+;0+ rNI ,−;0+

r0,+;0,− r0,−;0,− r1,+;0,− · · · rNI ,+;0− rNI ,−;0−

r0,+;1,+ r0,−;1,+ r1,+;1,+ · · · rNI ,+;1+ rNI ,−;1+

· · · · · ·

· · · · · ·

· · · · · ·

r0,+;NI ,+ r0,−;NI ,+ r1,+;NI ,+ · · · rNI ,+;NI+ rNI ,−;NI+

r0,+;NI ,− r0,−;NI ,− r1,+;NI ,− · · · rNI ,+;NI ,− rNI ,−;NI ,−



. (4.16)

Similarly, the transmission amplitudes (matrix a) and refracting amplitudes (matrix

b) for region II can be written as follows:
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a =



a0,+;0,+ a0,−;0,+ a1,+;0,+ · · · aNI ,+;0+ aNI ,−;0+

a0,+;0,− a0,−;0,− a1,+;0,− · · · aNI ,+;0− aNI ,−;0−

a0,+;1,+ a0,−;1,+ a1,+;1,+ · · · aNI ,+;1+ aNI ,−;1+

· · · · · ·

· · · · · ·

· · · · · ·

a0,+;NII ,+ a0,−;NII ,+ a1,+;NII ,+ · · · aNII ,+;NII+ aNII ,−;NII+

a0,+;NII ,− a0,−;NII ,− a1,+;NII ,− · · · aNII ,+;NII ,− aNII ,−;NII ,−



(4.17)

b =



b0,+;0,+ b0,−;0,+ b1,+;0,+ · · · bNI ,+;0+ bNI ,−;0+

b0,+;0,− b0,−;0,− b1,+;0,− · · · bNI ,+;0− bNI ,−;0−

b0,+;1,+ b0,−;1,+ b1,+;1,+ · · · bNI ,+;1+ bNI ,−;1+

· · · · · ·

· · · · · ·

· · · · · ·

b0,+;NII ,+ b0,−;NII ,+ b1,+;NII ,+ · · · bNII ,+;NII+ bNII ,−;NII+

b0,+;NII ,− b0,−;NII ,− b1,+;NII ,− · · · bNII ,+;NII ,− bNII ,−;NII ,−



. (4.18)

The transmission matrix of the system becomes to be:

t =



t0,+;0,+ t0,−;0,+ t1,+;0,+ · · · tNI ,+;0+ tNI ,−;0+

t0,+;0,− t0,−;0,− t1,+;0,− · · · tNI ,+;0− tNI ,−;0−

t0,+;1,+ t0,−;1,+ t1,+;1,+ · · · tNI ,+;1+ tNI ,−;1+

· · · · · ·

· · · · · ·

· · · · · ·

t0,+;NII ,+ t0,−;NII ,+ t1,+;NII ,+ · · · tNII ,+;NII+ bNII ,−;NII+

t0,+;NII ,− t0,−;NII ,− t1,+;NII ,− · · · tNII ,+;NII ,− tNII ,−;NII ,−



. (4.19)

The continuity of the wave functions and the current conservation at the two
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interfaces can be rewritten in with definitions accordingly,

(AI+)2NI×2NI + (AI−)2NI×2NI (r)2NI×2NI = (AII+)2NI×2NII (a)2NII×2NI + (AII−)2NI×2NII (b)2NII×2NI

(BI+)2NI×2NI + (BI−)2NI×2NI (r)2NI×2NI = (BII+)2NI×2NII (a)2NII×2NI + (BII−)2NI×2NII (b)2NII×2NI

(CII+)2NII×2NII (a)2NII×2NI + (CII−)2NII×2NII (b)2NII×2NI = (CIII+)2NII×2NIII (t)2NIII×2NI

(DII+)2NII×2NII (a)2NII×2NI + (DII−)2NII×2NII (b)2NII×2NI = (DIII+)2NII×2NIII (t)2NIII×2NI . (4.20)

From Eqs. 4.20, with some mathematical algebra it is possible to obtain unknown

matrices r, a, b and t. For the simplicity of illustration, we do not write the dimensions

of matrices.

a = (CII+)−1(CIII+)(t)− (CII+)−1(CII−)(b)

a = (DII+)−1(DIII+)(t)− (DII+)−1(DII−)(b)

From the equivalence of these two equations, the matrix b is obtained.

b = (b1)−1(b2)(t) (4.21)

where b1 and b2 are defined as:

b1 = (CII+)−1(CII−)− (DII+)−1(DII−)

b2 = (CII+)−1(CIII+)− (DII+)−1(DIII+).

From Equations. 4.20, the matrix b is obtained as follows:

b = (CII−)−1(CIII+)(t)− (CII−)(CII+)(a)

b = (DII−)−1(DIII+)(t)− (DII−)(DII+)(a).

From the equivalence of these two equations, the matrix a is obtained.

a = (a1)−1(a2)(t) (4.22)
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where a1 and a2 are defined as:

a1 = (CII−)−1(CII+)− (DII−)−1(DII+)

a2 = (CII−)−1(CIII+)− (DII−)−1(DIII+).

According to the Equations. 4.20, the matrix r can be written as

r = (BI−)−1[(BII+)(a)+ (BII−)(b)− (BI+)]. (4.23)

Substitution of the matrix a and b into the Equation. 4.24 leads to the matrix r

following:

r = (r1)−1(t)− (r2), (4.24)

where

r1 = (BI−)−1[(BII+)(a1)−1(a2)+ (BII−)(b1)−1(b2)]

r2 = (BI−)−1(BI+)

As a consequence the transmission matrix t is obtained as below:

t = [(AII+)(a1)−1(a2)+ (AII−)(b1)−1(b2)− (AII−)(r1)]−1[(AI+)− (AI−)(r2)] (4.25)

The transmission coefficients can be calculated by multiplying the components of

matrix t and normalized the wave amplitudes.

t̃nI ,σI ;nIII ,σIII =
k+nIII ,σIII

k+nI ,σI

tnI ,σI ;nIII ,σIII (4.26)

The conductance of the system is obtained via Landauer-Büttiker formula (Kassubek

et al., 1999),

GnI ,σI ;nIII ,σIII =
e2

h

∫
dE
−∂ f (E)
∂E

(t̃nI ,σI ;nIII ,σIII (E))∗t̃nI ,σI ;nIII ,σIII (E), (4.27)
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where f (E) is the Fermi distribution function defined as:

f (E) =
1

1+ e(E−EF )/kBT . (4.28)

For low temperature limit kBT ≪ EF , E ≈ EF is assumed. The conductance between

energy spin-split levels which are defined as + and − levels, can be written as:

G++ = G0,+;0,++G0,+;1,++ · · ·+G1,+;0,++G1,+;1,++ · · ·+G2,+;0,++G2,+;1,++ · · ·,

G−− = G0,−;0,−+G0,−;1,−+ · · ·+G1,−;0,−+G1,−;1,−+ · · ·+G2,−;0,−+G2,−;1,−+ · · ·,

G+− = G0,+;0,−+G0,+;1,−+ · · ·+G1,+;0,−+G1,+;1,−+ · · ·+G2,+;0,−+G2,+;1,−+ · · ·,

G−+ = G0,−;0,++G0,−;1,++ · · ·+G1,−;0,++G1,−;1,++ · · ·+G2,−;0,++G2,−;1,++ · · ·.

Then the total conductance G is found to be

G =G+++G−−+G+−+G−+. (4.29)

4.2 Numerical Results

In this part of the thesis, we aimed to theoretically investigate the conductance of a

QWR for different strengths of spin-orbit interactions, magnitude and orientations of

magnetic field. We consider InAs bulk structure with the parameters: effective mass

m∗ = 0.03 and Lande-g factor g∗ = −15. The length is scaled with harmonic oscillator

length l0 = 20 nm and the corresponding energies are obtained in h̄ω0 = 6.35 meV

units. We calculated the transmission amplitudes of an incident electron from region I

to region III.

In Figure 4.2, we showed the calculated conductance of parabolic QWR as a

function of Fermi energy in the presence of Rashba and Dresselhaus spin-orbit

interactions. The subfigure a) presents the total conductance whereas b) and c) depict

the spin-split level conductance. The Rashba and Dresselhaus spin-orbit coupling

parameters are chosen as αR1 = 2 meV nm and αD1 = 1 meV nm for the first and third
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Figure 4.2 The calculated a) total, b) and c) spin-split energy levels conductance as a function of Fermi

energy. The spin-orbit coupling parameters are chosen as: in the first and third region αR1 = 2 meV nm,

αD1 = 1 meV nm and in the second region αR2 = 10 meV nm, αD2 = 5 meV nm. In all regions magnetic

field is zero.

regions which are assumed identical. In the conductor, namely second region, these

parameters are αR2 = 10 meV nm, αD2 = 5 meV nm. The magnetic field is zero in all

regions. As expected, the total conductance exhibits an increasing stepwise profile by

increasing amount of 2e/h. This increment in the conductance can be explained via

the components of conductance which are shown in Figure 4.2(b) and Figure 4.2(c).

The transmission of an electron from region I with mode + transmitted to region

III with mode + is remarked as G++ and with mode − is G+−. Similarly, for the

incident electron from region I with −mode transmitted to region III with mode − the

conductance is G−− and G−+ is with mode +. As seen in subfigures the conductance

G++ and G−− are more dominant than G+− and G−+. The components with incident

same mode increase by an amount of (e2/h) so the total conductance increases (2e2/h).
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Figure 4.3 The energy spin-split levels conductance as a function of Fermi energy for three different

orientations of a constant magnetic field (0.5 T ) with the same spin-orbit coupling constants with

Figure 4.2.

We turn to a study of effect of an external magnetic field on conductance in the

presence of spin-orbit interactions. The spin-orbit coupling constants are chosen

the same in with Figure 4.2 and the magnitude of the applied magnetic field is set

B = 0.5 T. The total conductances for three different filed orientations are presented in

Figure 4.3(a) ϕ = 0, (d) ϕ = π/4 and (e) ϕ = π/2. As expected the total conductances

increase monotonically for all directions of magnetic field. When magnetic field is

applied along the wire axis, the increment in the conductance is amount of (2e2/h).

When the orientation of magnetic field differs from zero, the conductance exhibits an
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increasing stepwise profile with integer conductance. There are breaking points at

(e2/h) with odd integers. The orientation of applied magnetic field strongly affects the

wave functions of the QWR which constitute the elements of transmission matrices.

And this effect can be seen in mode dependent components of conductance. It is

clear from all subfigures that the all of mode dependent conductance increases with

Fermi energy as expected. When magnetic field is applied along the x-direction, three

components of conductance G+−, G−+ and G−− are efficient and contributes to the total

conductance same amount. G++ is more dominant than others and its contribution is

larger than the others. When magnetic field is applied an angle with ϕ = π/4, the

transmission between different modes becomes weaker as shown in Figure 4.3(e) and

Figure 4.3(f) with green and blue lines. The transmission of an electron from region I

with mode + (−) to region III with mode + (−) is more dominant. The conductance

exhibits more smooth behaviour compared the case ϕ = 0. Finally, when the magnetic

field is applied perpendicular to the wire axis, the G+− and G−+ are smaller compared to

G++ and G−− as illustrated in Figure 4.3(h) and Figure 4.3(i). The conductance of same

modes G++ and G++ increases in stepwise manner. This observations demonstrate that,

the conductance strongly depends on the orientation of magnetic field.
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Figure 4.4 The calculated spin-split energy levels conductance a) G++ and G+−, b) G−+ and G−− as a

function of applied magnetic field along the wire axis. The spin-orbit coupling parameters are chosen as:

in the first and third region αR1 = 2 meV nm, αD1 = 1 meV nm and in the second region αR2 = 10 meV

nm, αD2 = 5 meV nm. The length of conductor is 300 nm and the Fermi energy is EF/(h̄ω0) = 1.

The magnetic field has an important effect on the properties of QWR systems. It

leads to observe more complicated energy spectra, spin textures in the presence of
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spin-orbit interactions as demonstrated in previous chapter. Therefore investigation of

the variation of conductance with respect to the external magnetic field is noteworthy.

For this purpose, Figure 4.4 is devoted to the illustrate the conductance as a function of

magnetic field. The spin-orbit coupling constants are chosen as: in the first and third

region αR1 = 2 meV nm, αD1 = 1 meV nm and in the second region αR2 = 10 meV

nm, αD2 = 5 meV nm. The length of conductor is 300 nm and the Fermi energy is

EF/(h̄ω0) = 1. When magnetic field is increased from zero to 0.74 T the same modes

conductances G++ and G−− decreases whereas the different modes conductances G+−

and G−+ increase for this interval of magnetic field. After this value of magnetic field

G++ and G−− rises with the increment of magnetic field and G+− and G−+ decrease.

After nearly 3 T, when conductance of the same modes decreases a little, the different

modes conductances increase a little. They behave oppositely.

Another important system parameter is the length of the conductor. The total and the

components of conductance are illustrated in Figure 4.5 for three lengths of conductor

such as L = 100,200,300 nm. In identical regions I and III spin-orbit interactions are

zero where as in region II the strength of Rashba and Dresselhaus spin-orbit couplings

are chosen as αR2 = 10 meV nm and αD2 = 5 meV nm. The magnitude of magnetic

field is 0.5 T and it is applied along the wire axis. The total conductance for all values

of L increases stepwise with Fermi energy as depicted in Figures 4.5(a), (d) and (g).

We see the effect of conductor length especially in the components of conductance.

Figures 4.5(b), (c), (e), (f), (h) and (i) presents the same modes conductance and

different modes conductance. When the conductor length is L = 100 nm, the same

mode conductances G++ and G−− are larger than the different modes conductances

G+− and G−+. With the increment of the conductor length (L = 200 nm), the different

modes conductances rise and they get close to G++ and G−−. The length of the

conductor is set L = 300 nm, the G+− and G−+ are greater than G++ and G−−. At

this value of length, the components behaves oppositely compared to the other length

values. When the conductor length is increased, the corresponding wave functions

changes their behaviours. So the elements of transmission matrix which are formed by

the integration wave functions changes. This effect is observed in the components of
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Figure 4.5 Conductance as a function of Fermi energy for three lengths of conductor L =

100, 200, 300 nm. The spin-orbit coupling is zero at identical regions and αR2 = 10 meV nm and

αD2 = 5 meV nm are chosen in the conductor. The magnetic field with strength B = 0.5 T is applied

along the wire axis in all regions.

conductance.

In Figure 4.6, we present the conductance as a function of conductor length for

three different Fermi energies EF = 0.56, 1.55, 2.55. In the region I and region III the

spin-orbit is absent, in the conductor the strength of spin-orbit couplings are chosen as

αR2 = 10 meV nm and αD2 = 5 meV. The external magnetic field B = 0.5 T is applied

along the wire axis. When Fermi energy is set to EF/(h̄ω0) = 0.56, the number of

subbands under the Fermi energy is one and it includes both + and − spin-split levels.
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Figure 4.6 The total and mode dependent conductance as a function of conductor length for different

Fermi energies EF/(h̄ω0) = 0.56, 1.55, 2.55. The spin-orbit interaction is zero in identical regions, in

the conductor the strength of spin-orbit couplings are chosen as αR2 = 10 meV nm and αD2 = 5 meV.

The magnetic field is B = 0.5 T and ϕ = 0.

So the total conductance oscillates around 2(e2/h) as shown in Figure 4.6(a). Both +

and − states contributes the total conductance. The components of conductances G++,

G+−, G−+ and G−− exhibit periodic behaviour with L as illustrated in Figure 4.6(b)

and Figure 4.6(c). When Fermi energy is increased to EF/(h̄ω0) = 1.55, the number

of subbands under the Fermi energy is two so the total conductance oscillates around

4(e2/h) (Figure 4.6(d)). The components of conductance are presented in Figure 4.6(e)

and (f). The periodic behaviour in the previous case breaks down. Lastly, we set Fermi
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energy at 2.55 and it cuts three subbands. The total conductance is nearly 6e2/h as seen

in Figure 4.6(g). The mode dependent conductances exhibit more regular behaviour

compared to the EF/(h̄ω0) = 1.55 case.
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Figure 4.7 The calculated mode dependent conductance a) G++ and G+−, b) G−+ and G−− as a function

of orientation of magnetic field (B= 0.5 T). In region I and region III, the spin-orbit interaction is absent.

The spin-orbit coupling parameters in the conductor are chosen as: αR2 = 10 meV nm, αD2 = 5 meV

nm. The length of conductor is 300 nm.

The energies and the wave functions of the QWR are affected from the orientation

of magnetic field. So it is useful to investigate the behavior of mode conductances as

a function of orientation of magnetic field. We consider that the spin-orbit interactions

are zero in region I and region III whereas they have a value in the second region

such as αR2 = 10 meV nm, αD2 = 5 meV nm. The magnetic field is applied in the

three regions. The Fermi energy is set 2 which cuts two states by including both +

and − modes. The conductance of electrons with + modes transmitted to + and −

modes is depicted in Figure 4.7(a). And the incident electron with − mode to − and

+ is illustrated in Figure 4.7(b). The different mode conductances are greater than

the same modes conductance with the increment of angle until it takes nearly π/3.

After that value when same modes conductances rise with the increment of angle, the

different modes conductances decrease. Similar behavior is observed in Figure 4.3 for

different orientations of magnetic field. The different modes conductances decrease for

the larger value of ϕ and the same modes conductances ascend.
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CHAPTER FIVE

CONCLUSION

In this thesis, we mainly aimed to investigate theoretically the energy spectrum, spin

texturing, and zero-temperature ballistic conductance of double quantum wires formed

by nonparabolically confinement of a two-dimensional electron gas. Emphasis has also

been set on exploring the effects of an in-plane magnetic field on the energy dispersion,

spin distribution and conductance by taking into account Rashba and Dresselhaus spin-

orbit interactions and the presence of an external static electric field. Also we searched

the effect of potential profile on the electronic and spin properties of double quantum

wire. In this study the numerical calculations have been carried out with high accuracy

by using a powerful Finite Elements Method which is based on Galerkian procedure.

We have studied the energy dispersion relations of the spin-split subbands for

different cases such as different types of spin-orbit interaction, in the presence or

absence of in-plane magnetic field and electric field. The energy subbands have showed

two-fold degeneracy in the absence of Rashba and Dresselhaus spin-orbit interaction,

magnetic and electric fields. Switching on spin-orbit interactions lifts the degeneracy

between spin-split levels except the point kx = 0. By applying an external magnetic

field the time-reversal symmetry has been broken and the degeneracy has lifted all

values of kx. The electric field leads to a shift in the energy spectra. Also the energy

spectra has showed intriguing properties for the different potential profile. In strong

coupling limits, the tunneling effects are in action whereas in the weak coupling limits

the energy subbands grouped are pairs and the wire behaves as two individual quantum

wires.

The spin distributions of double quantum wire are searched for different situations.

In the presence of spin-orbit interactions spin is not a good quantum number and it

is possible to find spin textures across the wire with the spin direction depending on

kx and the wire transversal coordinate y. Spin textures are strongly dependent on the

strength of Rashba and Dresselhaus spin-orbit interactions, the strength of electric and

the strength and the orientation of magnetic field. We show that the combined effect of
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spin-orbit coupling and magnetic field and electric field lead to a complicated energy

spectra and affects significantly the spin texturing.

Moreover, we investigate the transport properties of double quantum wires for

different potential profiles in the presence of spin-orbit couplings, magnetic/electric

fields. The origin of the conductance oscillation is the local extremas in the subband

structure. The depth and the width of the square conductance strongly depend on the

strength of Rashba and Dresselhaus spin-orbit interactions, magnitude and direction of

magnetic field and the strength of electric field, height and width of the double well

potential.

Briefly, we found that the interplay of different spin-orbit couplings, magnetic and

electric fields brings out the modification of the energy dispersion and consequently the

conductance and phase shift between the modulations of the spin density components.

Electrostatically modulated spin-orbit interaction and external magnetic/electric field

in a quantum wire can be gainfully employed for the future design of spin-field effect

transistors and spin filters, which rely on coherent spin transport.

In the other part of the thesis, we search the conductance of quantum wire

confined by harmonic potential in the presence of Rashba and Dresselhaus spin-orbit

interactions by considering effect of in-plane magnetic field. The conductance is

calculated by transfer matrix method. We obtain both total conductance and mode

dependent conductance as a function of Fermi energy, magnitude and orientation of

magnetic field and the length of conductor. Our numerical results reveal that the

total conductance exhibits stepwise profile as a function of Fermi energy for different

strengths of spin-orbit interactions and magnetic field whereas the mode dependent

conductances changes their behaviours depending on the internal mechanisms and

external fields.
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