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PUBMED ARTICLE RECOMMENDATION SYSTEM BASED ON
COLLABORATIVE FILTERING

ABSTRACT

PubMed is one of the largest public databases on biological and medical sciences,
it contains more than 30 million biomedical articles cited from several resources such
as online books, confrences, and journals, the biggest percentage of citations comes
from MEDLINE. In additon to the current articles, PubMed is being updated on a daily
basis with new articles. Researchers are finding it very hard to cope with exponentially
increasing numbers of biomedical literature, for that reason there is a need to design a
recommendation system that helps researchers in finding materials that are relevant to

them.

In this study we proposed a PubMed article recommendation system, PubGate. Our
recommendation system is based on a hybrid approach using both content-based and
collaborative approach with focus on the latter. For the collaborative filtering
approach, we have used Jaccard similarity to compute the similarities between the
users according to their liked articles and their keywords of interest, where we
recommended articles that have been liked the most by similar users. Collaborative
filtering usually suffers from the cold start problem, which is related to new users who
have zero history. To overcome this problem, we integrated Elasticsearch engine to
recommend articles to users based on their given keywords of interest. This thesis
combines both content-based and collaborative approaches to recommend PubMed

articles to the users.

Keywords: PubMed articles, recommender systems, collaborative filtering, content

based, Jaccard similarity index, Elasticsearch
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ISBIRLIKCI FILTRELEME iLE PUBMED MAKALE ONERI SISTEMI

0z

PubMed, her giin binlerce yeni makale ile giincellenen biyolojik ve tip bilimleri
hakkindaki en buyik erisime agik veri tabanlarindan biridir. Ayrica PubMed,
MEDLINE, yasam bilimleri dergileri ve ¢evrimigi kitaplardan biyomedikal literatiir
icin 30 milyondan fazla alinti igeriyor. Aragtirmacilar, artan sayida biyomedikal
literatiirlerinde istedikleri yayinlari bulmakta zorlanmaktadirlar. Bu nedenle,
aragtirmacilarin ozellikle ilgilendikleri materyalleri bulmalarina yardimci olan bir

Oneri sistemi tasarlamak onemlidir.

Bu calismada PubGate isimli bir PubMed makale oneri sistemi gelistirdik. Oneri
sistemimiz, igerige dayali yaklagimla birlikte daha ¢ok igbirlik¢i yaklagimi kullanan
karma bir yaklasima dayanmaktadir. Isbirligine dayali filtreleme yaklasimi igin,
kullanicilar arasinda ilgilendikleri makalelere ve ilgi alanlarina gore anahtar kelimeleri
kullanarak benzerlikleri hesaplamak i¢in Jaccard benzerligi 6zniteligini kullandik ve
benzer ilgi alanlarina sahip kullanicilara ilgilenebilecekleri makaleleri tavsiye ettik.
Isbirlik¢i filtreleme, genellikle ge¢misi olmayan yeni kullanicilarla ilgili soguk
baglatma sorunundan muzdariptir. Bu sorunun tstesinden gelmek i¢in, kullanicilara
anahtar kelimeleri temel alarak makaleler onermek igin Elasticsearch motorunu
entegre ettik. Bu tez, kullanicilara PubMed makaleleri 6nermek i¢in hem arama

motorunu hem de isbirligi yaklagiminis birlestirir.

Anahtar Kelimeler: PubMed makaleleri, ¢neri sistemleri, igbirlik¢i filtreleme

yaklasimy, igerige dayal1 yaklagim, Jaccard benzerlik endeksi, Elasticsearch
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CHAPTER ONE
INTRODUCTION

1.1 General

Over the last twenty years, the number of people using smartphones, tablets, or
computers have increased rapidly, that increase was accompanied was an increase in
the number of the applications created such as Facebook, Twitter, Instagram, Spotify,
Amazon, Netflix, and many other applications. People using their devices can access
whatever they want, spend hundreds of hours whether in searching for what interests
them, or upload contents that express them. Scientific literature also had a part in the
technology revolution, the number of published researches has increased dramatically,
the internet and open source tools made it much easier for researchers to conduct their
researchers and studies, one of those databases that witnessed that increase is PubMed.
PubMed contains more than 30 million biomedical articles cited from several
resources such as online books, confrences, and journals, the biggest percentage of
citations comes from MEDLINE. The citied articles are usually not in the full-text
format, most of the articles are only presented with their abstract, however articles

usually contains direct links for their original resource which contains the full text.

PubMed is being updated daily with thousands of new articles. Unfortunately,
researchers are not being able to cope with that dramatic increase in the number of new
articles. Exploring PubMed is becoming an exhausting task for them due to the huge
volume of data they have to go through or the huge amount of time they have to spend

to find what they are looking for.

The motivation of this thesis comes here to use the super powers of Artificial
Intelligence (Al). Al approaches are being widely used nowadays in the research areas
of information filtering systems, text mining, and information retrieval. A great
example of artificial intelligence approaches are recommender systems. Recommender
systems are engines that aims to recommend items to the users that are related to them,
items can be movies in a movie domain, books in a book domain, or products in an

online selling website.



Recommender systems is not a new innovation, they have been applied in many
different domains wither in the social network applications, or e-commerce
applications. They are categorized mainly into three main approaches, content-based
approach where the focus is on the characteristics of the items, collaborative filtering
approach where the focus is at finding similar users who share the same taste, and
finally the last approach, hybrid approach which combines more than one approach at
the same time. We will speak about these three approaches more briefly in the later

section.

One of the biggest drawbacks of collaborative filtering approach is the cold start
problem. Cold start problem describes a problem of recommendation for new user,
where there is no personnel network. A possible solution to the cold start problem is
to use content-based filtering. Therefore, we integrated our approach with
Elasticsearch engine to recommend articles to the new users based on their entered
keywords. Elasticsearch engine was used as an external tool and there is no attention

for us to include it in the calculations nor the evaluation part.

To evaluate our system, we have created 10 users, assigned keywords to them, and
added articles to their liked articles lists which enabled us to calculate similarities
between them, finally we recommend articles for the neighbor users. Then, we
calculated the recall, precision, and f-measure metrics for the articles we have
recommended, the outstanding value for precision metrics indicates that all of the

articles we have recommended were relevant for the users.

1.2 Contribution of thesis

In this thesis, we have proposed a system, which we called PubGate and
it recommends users PubMed article based on collaborative filtering approach. We
have developed a user-friendly web interface, where researchers can add their
keywords of interest, follow other users, and like their articles of interest. Users are
presented as a set of keywords and likes in our system, we calculated the similarities
between them based on their liked articles and their keywords of interest. Finally, we

have recommended the articles that have been liked the most among the similar users.



1.3 Organization of the thesis

This thesis includes five chapters, they are organized as follows: Chapter 2 presents
a literature review about recommender systems, and the related work that has been
conducted using the three different approaches, content-based approach, collaborative
filtering approach, and hybrid approach. Chapter 3 gives the details of our system
PubGate, it includes which technologies we have used, how we have collected the data,
how did we calculate similarities between the users, and finally how we recommended
articles to the users. Chapter 4 presents the experiments we have conducted in addition
to their results, finally Chapter 5 covers the conclusion of our proposed model and the

future works that might be conducted.



CHAPTER TWO
LITERATURE REVIEW

2.1 Recommender Systems

Recommender systems aim to recommend items that are related to the users based
either on their previous history, or on users that share with them the same taste
(Hristakeva, et al., 2017) they have been applied in several domains, whether in the e-
commerce domain such as Amazon, Ebay, Aliexpress, Spotify, and Netflix, or in the
social network domain such as Facebook, Twitter, and Instagram (Liu, Hu, Mian, Tian,
& Zhu, 2014). Recommender systems in the research-paper field is not a new field nor
a new study, in a literature survey conducted (Beel, Gipp, Langer, & Breitinger, 2016)
the first research-paper recommender system was introduced in 1998 for a CiteSeer
project, since that time till now there have been many articles published regarding
research-paper recommendation approaches. What type of data is being collected, how
it’s being collected, and how it’s being used, determines the approach of the
recommender system. Recommender systems can be classified into three main
approaches, content-based approach, collaborative filtering approach, and hybrid

approach, described in sections 2.2, 2.3, and 2.4 respectively.

2.2 Content-Based Approach

One of the main approaches for recommender systems is the content-based
approach, which recommends similar items to the user based on his/her previous likes
or purchase history. In content-based approach the features or the characteristics of the
items are extracted and compared with the profile of the user, for example in the movie
domain the genres of the previously liked movies of the user are extracted, movies that
belong to the same genre are recommended to the user, or in the book domain, the user
might be recommended books that belong to the same authors of the books he liked in
the past. Figure 2.1 shows how content-based approach works. In the first step the
previous history of the user is fetched, where transactions can be as a form of like,
watch, read, listen, or purchase. In the second step the similarities between the items

are calculated, and items with the highest similarities are recommended to the user.
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Figure 2.1 Content-based approach (Borges & Lorena, 2010)

Content-based approach is mostly used in the text-based domains such as in the
news domain, book domain, and articles domain where the content is simply a text
(Swapnil, 2012). There have been many content-based techniques applied for the text-
based domains, the most popular one was the term frequency — inverse document

frequency (TF-IDF).

Before introducing the term TF-IDF, the term TF should be introduced first.
Assuming that we have a set of documents which it will be referred to as D, for every
document d that belongs to that set D, all the terms are being extracted from the
documents and an index vocabulary is being built. Terms which are frequently used
like “is, of, the ...” which they are referred to as stop words are excluded from the
index vocabulary because they exist in all the documents, therefore their value is really

not important.

For every term ¢ that belongs to the index vocabulary it’s term frequency (TF) for
document d is simply calculated by counting how many times it appears in that
document d and it is presented as tf (¢, d). Unfortunately, the drawback from relying
on the term frequency technique is that it gives more importance for the frequently
used terms, and less importance for the rare terms, to overcome this issue comes the

term TF-IDF.

Inverse document frequency for term ¢ is calculated as follows:



|D |

idf(t) = log— (2.1)

Where | D | is the total number of documents in the set, and d :t €d is the number
of documents that contain the term ¢. Finally, TF-IDF(¢) for term ¢ is calculated as

follows:

tf — idf(t) = tf (t,d) X idf (t) (2.2)

TF-IDF treats the term ¢ globally and measures its importance within the collection
rather than isolating it and treating it locally. To find the similarity between documents,
documents are transformed in the form of vector space where their scalars are the
values of the TF-IDF for the terms in the index vocabulary. After the vector space
presentation, the distance between the vectors can be measured using one of the
similarity measurements in section 2.5, documents with close distance means they are

similar and are recommended to the user.

PURE, a PubMed article recommendation system based on content-based filtering
developed by (Yoneya & Mamitsuka, 2007) in their recommender system they relied
on the user’s explicit feedback by asking users to select their favorite articles after
registration. Authors used the tf-idf technique in addition to a learning probabilistic
model on the preferred articles selected by the user to recommend the highly rated
articles by the model, tf-idf technique was also used in Science Concierge
(Achakulvisut, Acuna, Ruangrong, & Kording, 2016) a content-based
recommendation system for literature search, their proposed model uses the votes of
the users, users can determine whether a document is relevant or irrelevant to them,
their proposed model used the tf-idf technique and topic modeling, tf-idf was used for
vector presentations of the documents, where for topic modeling the latent semantic
analysis (LSA) approach has been used. They tested their model on 15K scientific

posters from the Society of Neuroscience Conference 2015.



Unlike the two previous studies (Kompan & Bielikova, 2010) in their proposed
model they relied on the implicit feedback of the user, they have developed a content
based recommender system for news domain, their vector article presentation was
based on a several techniques such as term frequency and TF-IDF. The user model
was created by extracting the logs of the user and analyzing the history of the previous
visited articles. They have tested their proposed model over 10000 articles from the

Slovak news portal SME.SK.

2.3 Collaborative Filtering Approach

The second main approach for the recommender systems is the collaborative
filtering approach, it has become the most widely used approach for recommending
items for user (Haifeng Liu, Zheng Hu, Ahmad Mian, Hui Tian, & Xuzhen Zhu, 2014)
unlike the content based approach the collaborative filtering approach is not concerned
with the characteristics nor the features of the items (Wei, He, Chen, Zhou, & Tang,
2017), the concept behind collaborative filtering approach is that users who had the
same taste in the past will probably have the same taste in the future too (Cheng, Yin,
Dong, Dong, & Zhang, 2016). Usually in the collaborative filtering approach the
system is presented as a matrix where the users are represented as the rows, and the
items are represented as the columns, and each cell in user-item matrix corresponds to
a vote or like done by the user to the item, figure 2.2 shows an example for the user-

item matrix for a movie domain, where the cells corresponds to ratings given by the

users to the movies.

Item 1 Item 2 item 3 item n

2 3 ? 5
? 4 3 ?
3 2 ? 3
1 ? 5 4

Figure 2.2 User-Item matrix



Collaborative filtering approach can be categorized into two main approaches,

memory-based collaborative filtering, and model-based collaborative filtering.

2.3.1 Memory-based collaborative filtering

Memory-based technique is somehow similar to the method used in content-based
approach except that in the former we are not dealing with the features nor the
characteristics of the items, in memory-based technique the transactions of the users
are being collected, they can be in the form of clicks, votes, or likes, figure 2.3 shows
how memory-based approach works, the previous history of the users is fetched in the
first step, in the second step similarities between the users are being calculated using
one of the similarity measures mentioned in section 2.5, close or neighbor users will
be detected, finally in the third step items from the neighbor users will be

recommended to the active user.

Step 1 Step 2 Step 3

i ® O
O 1 Likes r |
5< Likes \@__,, P @
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Figure 2.3 Memory-based collaborative filtering approach (Borges & Lorena, 2010)
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The memory-based method is considered more accurate, its only drawback that
with the increasing number of users or items the computing time will grow as well too.

(Liu, Hu, Mian, Tian, & Zhu, 2014).



2.3.2 Model-based collaborative filtering

Unlike the memory-based approach where similarities are being calculated between
the users to find neighbor users and then recommend their items for an active user, the
mode-based approach tries to build a learning model using the previous ratings of the
user to predict ratings for items the user didn’t encounter with before, in other words

the approach tries to predict the empty cells of table of 2.1.

Table 2.1 User-Item matrix with ratings

User / items | Item 1 Item 2 Item 3 Item n-1 Itemn
User | 5 5 5 1
User 2 2 1 1 4 s
User 3 3 4 2 3 3
Userm-1 |2 2 4 4
User m | 1 1 2 4

Model-based approach relies on machine learning, and data mining techniques, of
those popular techniques are Bayesian networks, Singular value decomposition
(SVD), clustering models, decision trees, and Probabilistic latent semantic analysis

(PLCA).

Despite that the memory-based approach is considered more accurate than the
model-based approach, the model-based approach is way much faster than the
memory-based approach were the process is being executed offline, and the

predictions are created within a short period (Liu, Hu, Mian, Tian, & Zhu, 2014).

2.3.3 Cold Start Problem

Before proceeding with the related work section, there is a need to explain about
one of the major drawbacks that the collaborative filtering approach suffers from, the
cold start problem. The cold start problem occurs when the user or the item is new,
that’s why they refer to them with the term cold, new users or cold users usually have

zero history or zero transactions with the system, which makes it hard for the model to



build a profile for them, or calculate the similarity between them and the rest of the

users in the system.

2.3.4 Related Work

Several studies have been conducted using the collaborative filtering approach,
authors in (Sahoo, Pradhan, Barik, & Dubey, 2019) proposed a health recommender
system based on item based collaborative filtering, they tested their proposed model
on a 10k patients, patient's rating ranged from 1-5, their results showed that the values
they got for root square mean error, and mean absolute error were much better when

compared with other approaches.

The cold start problem which presents the major drawback that the collaborative
filtering approach suffers from, was the center of the attention for some studies, in
their proposed model (Bobadilla, Ortega, Hernando, & Bernal, 2012) they proposed a
new similarity measure model by combining several simple similarity measurements,
each similarity measure had a scalar associated with it, the value of scalars were
determined by using neural networks, for the experiments part they have tested their
proposed model on Netflix and Movielens databases, the results showed a good
improvement in the mean of accuracy, precision and recall, also (Wei, He, Chen,
Zhou, & Tang, 2017) they were able to address the recommendation problems for the
cold start problem, their models combined a time-aware collaborative filtering (CF)
model timeSVD++ with a deep learning architecture SDAE. The deep learning neural
network SDAE is responsible for the extraction of item content features, while the

timeSVD++ model is responsible for prediction of unknown ratings.

Other studies dealt with the disadvantages of the existing similarity measures, such
as cosine, Pearson correlation coefficient, and mean squared difference, authors in
(Liu, Hu, Mian, Tian, & Zhu, 2014) they have proposed a new similarity approach
which is based on the proximity, impact, and popularity measure, known as PIP
measure. Their proposed model had a better result when compared with the regular

similarity measures.

10



Time was an important factor in some studies, in their model (Cheng, Yin, Dong,
Dong, & Zhang, 2016) they calculated the similarities between the users using users’
interest sequences. Interest Sequence of the user is described as the rating given by the
user for items over different intervals of time. They assumed that users who have
longer LCSIS (Longest Common Sub-IS) and more ACSIS (All Common Sub-IS)
should also have more similarity in their preferences, while (Yingyuan, Pengqiang,
Hsu, Hongya, & Xu, 2015) they proposed a time-ordered collaborative filtering
recommendation algorithm (TOCF), which takes the time sequence characteristic of
user behaviors into account. Besides, a new method to compute the similarity among

different users, named time-dependent similarity, is proposed.

2.4 Hybrid Approach

The last approach of the recommender systems is the hybrid approach which
combines both of the previously mentioned approaches together, content-based
approach with collaborative filtering approach. The purpose of this approach is to
overcome the disadvantages of solely relying at one approach, for example (Nilashi,
Ibrahim, & Bagherifard, 2018) they proposed a hybrid recommendation model based
on collaborative filtering technique, in order to improve the scalability of their model
they used the singular value decomposition as a dimensionality reduction technique
which helps to find the most similar items and users in each cluster, and in order to

improve the accuracy of the model they have used ontology.

In a different study (Hristakeva, et al., 2017)they showed how to minimise the cold
start problem for collaborative approach by combining implicit feedback with
collaborative approach. In their proposed model implicit feedback comes from the
user’s interactions, such as users adding documents to their personal libraries which
allowed the model to calculate the similarities between the users according to what
they have in their libraries. (Pessemier, Leroux, Vanhecke, & Martens, 2015) they
have developed a hybrid recommender system for news domain, for the content-based
part they used Lucene which was mainly a search engine, and for the collaborative
filtering part they have used Mahout to exchange profile terms among neighboring

users.

11



The inspiration for our contribuation came from the previously mentioned studies,

our contribuation can be summarized as:

- Explicit user feedback: we have developed a user-friendly web application so
researchers can add their keywords of interest, and like the articles they are
interested in.

- Collaborative approach: we calculated the similarities between the users based
on their liked articles and their keywords of interest. We recommended the
liked articles of the neighbor users.

- Cold start problem: new users were recommended articles based on their
entered keywords, the integration of the search engine Elasticsearch as a

content based tool overcame the cold start problem.

2.5 Similarity Measures

In the previous sections, mainly 2.2 and 2.3.1, we spoke about the steps of their
approach, calculating similarities were a common step whether in the content-based
approach or in the memory-based filtering approach. There are three main popular
measures used to calculate the similarities, Pearson’s correlation, Cosine similarity,
and Jaccard’s similarity (Agarwal & Chauhan, 2017). Pearson correlation can be used
in the memory-based filtering approach, given user a and user b their Pearson’s

correlation can be calculated as follow:

Yiiesgnsyy Tai=Ta) X (rpi—Tp)

Pearson(a,b) = (2.3)

\/Z{i €5qnSp}(Tai=Ta)? Eie 54 0 5} (Tbi— Tp)?

Where S, and S are the set of items evaluated by user a and b respectively, r.; and
rpi represents the rating given by user a and b for item i respectively, finally 7, and 73,

are the averages of the ratings made by user a and b.
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On the other hand, the cosine similarity does not take into consideration the average
of the user ratings, for user a and b the cosine similarity in the memory-based filtering

approach can be calculated as follows:

Ziiesgnsyy Tai—Ta)X (rpi—Tp)

Cosine(a,b) = (2.4)

\/Z{i €SanSy}Tai® L{i€Sqn Sy} Thi’

Cosine similarity is being calculated in a different way in the content-based
approach, after transforming the documents into the vector space, the cosine similarity
between document a and b is being calculated by dividing the dot product of the

vectors by the their magnitude as follows:

Qy
o

Cosined = (2.5)

EY

=

In summary Cosine similarity will show how much two documents are close to each
other based on their angle rather their magnitude. Unlike Pearson’s correlation and
Cosine similarity which they don’t take into consideration the rating of the of items
outside the intersection sec, Jaccard’s similarity considers the difference between the
two sets of items, given two users a and b, Jaccard’s similarity can be calculated as

follows:

| Sa N Sp |
[Sq USpl

Jaccard (a,b) = (2.6)
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CHAPTER THREE
METHOD

3.1 System Overview

We have developed a PubMed article recommendation system that aims to
recommend articles for users. Figure 3.1 shows a brief explanation for the system we
have designed. In the first step, we downloaded the articles from PubMed (Section 3.2)
In the second step we stored the data and the transactions of the users, these data are
entered through the web application that we have designed, PubGate (Section 3.3),
using that data that we have collected and stored in the database, we calculated the
similarities between the user’s in the third step (Section 3.4), Finally in the last step,
we have recommended the articles that have been liked by the neighbor users (Section

3.5)

Download, and insert

PubMed Articles PostgreSQL

PubGate

Calculate Similarities L j

Recommend

Figure 3.1 The design of our proposed model
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3.2 Data Collection

To download the PubMed database, AsperaConnect (32) software was installed

mid_to_date

Relationship Diagram for our database.

from the PubMed FTP page and the entire database was downloaded in .tar.gz file
format. The OHDSI MedlineXmlToDatabase tool was launched to extract files
downloaded via FTP from the .tar.gz compressed file format and transfer them to our

local database, we excluded articles with empty abstracts, Figure 3.2 shows the Entity-

proid: INTEGER NOT NULL [PK ]
proid_version: INTEGER NOT MNULL [ PK ]

date: DATE

medcit

lpid: INTEGER. NOT NULL [ PFK ]
lpmid_version: INTEGER  ROT NULL [ PFK ]

lart_abstract_copyrightinformation: LONGYARCHAR
lart_artdate_datetype: VARCHAR(2S5)
lart_artdate_day: INTEGER

lart_artdate_month: INTEGER

lart_artdate _year: INTEGER

lart_arttitle: LOMGYARCHAR
lart_authorlist_completeyn: VARCHAR(2SS)
lart_dblist_completeyn: VARCHAR(255)
lart_grantlist_completeyn: VARCHAR(255)
lart_journal_isoabbreviation: YARCHAR(255)
lart_journal_issn: WARCHAR{Z55)
lart_journal_issn_issntype: VARCHAR(Z55)
lart_journal_journalissue_ctedmedium; YARCHAR(255)
lart_journal_journalissue_issue: VARCHAR(255)
lart_journal_journalissue_pubdate_day: INTEGER
lart_journal_journalissue_pubdate_medinedate: YARCHAR(255)
lart_journal_journalissue_pubdate_maonth: YARCHAR(255)
lart_journal_journalissue_pubdate_season: WARCHAR(255)
lart_journal_journalissue_pubdate_year: INTEGER
lart_journal_journalissue_volume: YARCHAR(255)
lart_journal_title: YARCHAR(Z55)
lart_pagination_medlinepgn; YARCHAR({255)
lart_pubmodel: YARCHAR(Z55)

lart_vernaculartitle; LONGYARCHAR

coistatement: LONGYARCHAR

datecompleted_day: INTEGER

datecompleted_month: INTEGER
datecompleted_year: INTEGER

daterevised_day: INTEGER

daterevised_month: INTEGER

daterevised_year: INTEGER
medinejournalinfo_country: YARCHAR{Z55)
medlinejournalinfo_issnlinking! YARCHAR(255)
medinejournalinfo_medineta: VARCHAR(ZE5)
medinejournalinfo_nimunigueid: YARCHAR(25S)
rumberofreferences: INTEGER

owiner: VARCHAR(25S)

lstatus: YARCHAR(255)

lversiondate: VARCHAR(255)

hrersionid: INTEGER.

medeit_art_authorlist_author

lproid: INTEGER. NOT NULL [ PFK ]

lpmid_version: INTEGER NOT NULL [ PFK ]
Imedcit_art_authorlist_author_order: INTEGER NOT MULL [ PK ]

collectivename: LONGYARCHAR
lequalcontrib: YARCHAR(2SS)
Forename: YARCHAR(25S)
jinitials: YARCHAR(255)
lastname; YARCHAR{255)
lsuffix: YARCHAR(255)

validyn: VARCHAR(255)

article

pid: INTEGER, NOT NULL [ PFK ]
pmid_version: INTEGER. NOT NULL [PFK ]

title: LOMGYARCHAR

abstract: LONGYARCHAR
completedyear: INTEGER,

page: LONGYARCHAR

wolurne: LONGYARCHAR

journaname: LONGYARCHAR
authornames: LONGVARCHAR
keywords; LONGYARCHAR
citationcount: INTEGER
journalimpactfactor; MUMERIC(131089)

triple
L cpelpmid_to_date_pmid: INTEGER. NOT NULL [ PFK ]
prid_version: INTEGER NOT NULL [ PFK ]

id: INTEGER.  NOT NULL

prrid: BIGIMT - NOT NULL

subject: LONGYARCHAR NOT NULL
predicate: LOMGYARCHAR  NOT MULL
object: LONGYARCHAR  NOT NULL
sentenceid: LONGVARCHAR  NOT NULL
source: LONGYARCHAR  NOT NULL
5_pos: LONGVARCHAR  NOT NULL
p_pos: LOMNGYARCHAR  NOT MULL
0_pos: LONGYARCHAR  NOT NULL
confidence_level: LONGYARCHAR  NOT NULL

medcit_art_sbstract_abstracttest

efpenid: INTEGER. MOT MULL [ PFE ]
lpmid_wversion: INTEGER  MOT NULL [ PFK ]
medcit_art_abstract_asbstracttext_order: INTEGER. NOT NULL [ PK ]

[value: LONGWARCHAR.
label: VARCHAR(255)
Inimcategory: YARCHAR(Z5S)

medcit_meshheadinglist_meshheading

pfpmid: INTEGER. NOT WULL [ PFK ]

[pmid_version: INTEGER NOT NULL [ PFK ]
[medcit_meshheadinglist_meshheading_order: INTEGER NOT NULL [ PK ]

[descriptorname: YARCHAR(255)
[descriptarname_majortopicyn: YARCHAR(ZES)
[descriptorname_type: YARCHAR(255)
|descriptorname_ul: YARCHAR{Z55)

medcit_art_publicationkypelist_publicationtype

~chripmid: INTEGER. NOT MULL [ PFK ]
proid_version: INTEGER NOT NULL [ PFK ]
medcit_art_publicationtypelist_publicationtype_order: INTEGER  MOT MULL [ PK ]

walue: YARCHAR(ZSS)
ui: VARCHAR(255)

Figure 3.2 Entity-Relationship Diagram for PubGate database

We have used PostgreSQL as our database, PostgreSQL is a powerful, open source
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with many features that safely store and scale the most complicated data workloads.
The origins of PostgreSQL date back to 1986 as part of the POSTGRES project at the
University of California at Berkeley and has more than 30 years of active development

on the core platform.

PubMed articles contains many fields as seen in Figure 3.2, we were only interested
in certain fields, such as PMID, title, abstract, authors, keywords, and MeSH Terms.
MeSH terms or Medical Subject Headings are manually assigned vocabularies by
biomedical experts who scan each article, these vocabularies describe the main topic

of each article.

3.3 PubGate

In addition to PostgreSQL database, we have deployed our web application,
PubGate at the same apache server which is running under CentOS7 Operating system.
We have used Codelgniter for developing PubGate, Codelgniter is a free, open-source,
easy-to-use, object-oriented PHP web application framework, providing a ready-to-
use library to use with your own PHP applications. We used NetBeans 8.2 as an
integrated development environment (IDE). Figure 3.3 shows the homepage of
PubGate.

PubGATE

Figure 3.3 Homepage screen for PubGate
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Users have to register in order to use PubGate, after successful registration users
are asked to enter their keywords of interest, Figure 3.4 shows the screen of the
keyword’s section, we save these values in the database after being entered by the

users.

™
f 1 Q  Please Type Keywords g L] Search By Ed ‘ 2z G
Home Users Notifications Profile Logout

Add your keywords of interests

Keywords

[Lymphaticl‘v‘letastasis 0] [Adenocar:inoma OJ {Sili:a!es Q]

[Antineopiasti( Combined Chemotherapy Protocols Q] [Cisplalin 0] [Titanium OJ [Re(unen(e 0]

[Ga\lbladder Neoplasms 0] [Fema!e OJ [Humans 0] {MiddIeAged 0] [Male QJ

© 2019 PubGate

Figure 3.4 Keywords of interest screen

Using PubGate users are able to search for other users in the system and follow

them, Figure 3.5 shows a screenshot for the profile screen for a dummy user.
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A r'y
f £ Q Please Type Keywords Search By v . . '.'_ G
Home Users Notifications Profile Logout

test3@gmail.com

0.00% Match

D SELAHATTIN CAN

Followers

Keywords of Interests b o o
[Lung Necplasms] [LwerNecp\asms]

[Cystadeno:arcinoma] [Humans] See All

Liked Articles Following

“[A case of mucinous cystic neoplasm of the liver]...." o .
Authars: ¥ Matsubara, R Sato, T Ohta, R Tatsumi, H Amizuka, K Kimura, H

Nishimori, ] Sakamoto, K Yoshizaki
Year: 2016
See All

See All

© 2019 PubGate

Figure 3.5 Screenshot for a dummy profile from the system

As seen the profile screen provides a valuable information about the users, their
first name, last name, email, keywords of interests, followers list, following list, liked

articles, and their favorite articles.

Once a user follow other users, their transactions will start to appear at the News
Feeds section of the homepage screen, Figure 3.6 shows an example for these

transactions.
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4 »
# 1 Q. Please Type Keywords Search By ¥ S ,‘ G
Home Users Notifications Profile Logout

News Feeds Recomended Articles
&4+ SELAHATTIN CAN has Followed "Fatih Dilmag” "[Detection of liver metastases in gynecologic neoplasms by
sonogr..."
Authors: J Pohl, H Schillinger, R Traeder, W Klosa
Year: 1989

1% SELAHATTIN CAN has favorite's "'Ciliated' tumour cells in
ascitic fluid from two cases of cystadenocarcinoma of the

ovary." EIERER

1% SELAHATTIN CAN has liked "[A case of mucinous cystic

neoplasm of the liver]." IERIELD

© 2019 PubGate

Figure 3.6 Screenshot for the HomePage screen.

PubGate also allows users to search for articles, and give them the option whether
to like them, unlike them, favorite them, unfavorite them, or add them pre-created lists.
Figure 3.7 shows a screenshot for a randomly selected article from the system, in
addition to the title, abstract, PMID, authors, keywords, and MeSH terms we also
display who liked this article. PubGate is a user friendly web application that aims to
combine the features of social network applications such as exploring, searching,
liking content , and following users, with scientific literature, in our case the

biomedical articles in PubMed.
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* 1 Q. Please Type Keywords Search By Y . - . L &
Home Users Motifications Profile Logout

17 beta-hydroxysteroid dehydrogenase in common
epithelial ovarian tumors.

PMID: 8729977
A Yajima, WE Rainey, S Sato, H Magura, H Sasane, T Suzuki, K Kaga, H Nitkura

From The System :

Select List " Add To

Liked By
Abstract

Type 117 beta-hydroxysteroid dehydrogenase (17 beta-HSD) is an estrogen- o
metabolizing enzyme that catalyzes the conversion of estrone to the more
biolegically potent estradiol. We examined the immunolocalization of 17 beta-
HSD in five specimens of normal human ovary and in 51 specimens of common
epithelial tumors of the ovary to study the expression of 17 beta-HSD in these
ovarian neoplasms. 17 beta-HSD immunoreactivity was detected in granulosa cells
of dominant preantral follicles but not in the surface epithelium of the normal
cycling human owvary. In 12 patients, the enzyme was not expressed in tumer cells
of benign cystadenoma. 17 beta-HSD was immunolocalized in the cytoplasm of Mesh Terms
four specimens (50%) of eight of tumors of low malignant potential and in 20
specimens (67%) of 30 of invasive carcinoma. 17 beta-HSD immunoreactivity was
also observed in nonluteinized stromal cells of mucinous tumors (two adenomas
of six, three tumors of five with low malignant potential, and two of 10 invasive
carcinomas) but not in other histologic types, Type 117 beta-HSD expression,
therefore, correlated with malignant transformation of the surface epithelium of
the human ovary, supporting a possible role in its progression by increasing in situ

See All

17-Hydroxysteroid Dehyd rogenases]

Immunchistoch emistry] [Adenucarcinoma ]

© 2019 PubGate

Figure 3.7 Screenshot for an article

3.4 Calculate similarities between the users

In the previous section we have explained the functionalities of PubGate, and how
they can be used. Figure 3.8 shows the entity-relationship diagram between the users,
their liked articles, and their entered keywords.
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user_article_like

users

PK

id

PK

user_id

)

FK
FK

user_id

pmid

date

first_name
last_name
user_name

password

register_time

is_active

user_follow

PK

id

FK

user_id
following_id

follow_date

is_follower_has_seen

article

PK

pmid

Figure 3.8 Entity-Relationship Diagram between users, articles, and keywords

title

abstract

user_keywords

PK

id

Fi

=

user_id
keyword

insert_date

In our proposed system users are presented as a set of keywords and likes. Similarity

between two users u, and v is calculated as follows:

Sim(u,v) = W, L(u,v) + W, K(u,v)

3.1)

Where L represents likes similarity, K represents keyword similarity. Besides W is

the weight factor of each term in range of 0 and 1 were W, + Wy < 1, likes similarity

and keywords similarity is calculated as follows:

L(u,v) =

K(u,v) =

Lyn Ly
LyU Ly

Ky Ky
Ky U Ky

(3.2)

(3.3)

Where Ly is the set of articles liked by user u, Ly is the set of articles liked by user

v, Ku is the set of keywords of user u, and Ky is the set of keywords of user v. Assuming

that the number of the users in the system is # then the matrix presented in figure 3.9

represents the values of the similarities between n % n users.
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Sim(1.1) Sim(1,2) ... ... Sim(lLn-1) Sim(1,n)
Sim(2.1) Sim(2,2 e e SIM(2,n—1) Sim(2, n)
Sim(n—11) Sim(n—-12) .. .. Sim(n—-1n-1) Simn-1,n)
| Sim(n.1) Sim(n,2) ... .. Sim(n,n-1) Sim(n,n) J

Figure 3.9 Similarity matrix

The values of the diagonal will be excluded from our calculations, there is no need
to find the similarity between a user and himself, the result will always be equal to 1.
The matrix we got is called a symmetric matrix, symmetric matrix contains two
triangulars, upper and lower, since the two triangulars are similar, calculating one of
them is enough, in addition to the diagonal we have also excluded the lower triangular

from our calculation.

In our model we consider user u, and v to be a neighbor users or similar users if
their similarity is higher than 0.6 in other words if Sim(u,v) > 0.6, in section 3.5.1

we explain how we use the neighbor users for articles recommendation.

3.5 Articles Recommendation

In the previous section we explained how we calculated the similarities between the
users, in this section we explain how we recommend articles based in our two

approaches.

3.5.1 Neighbor users

After calculating the similarities between the users in the system and obtaining the
matrix mentioned in section 3.4 we are able to identify the neighbor users. Figure 3.9

shows an example for the neighbor users for user 4.
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User a

Sim (a,b) = 0.55

Sim (a,d) = 0.85

Sim (a,c) = 0.80

User b User c Userd

Article 1 Article 2 Article 3 Article 3 Article 4

Figure 3.10 Example showing neighbor users

As seen from Figure 3.10 user ¢, and d are considered a neighbor user to user a
since the calculated similarity is higher than 0.6, while user b is not considered a
neighbor user to user a since the calculated similarity is less than 0.6. In our proposed
model we give a priority for the articles that have been liked the most among the
neighbor users, in our case article 3 will be at the top list of the recommendation list

followed by article 4.

Once users open one of the articles that have been recommended to them, its
is_opened value will be updated to 1 (TRUE), we make sure to not recommend the
same article to the user twice. Figure 3.11 shows a screenshot for how the details of

the recommended articles are stored in the database.
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[+|SELECT * FROM "colobrative" LIMIT 50 Edit

™ Modify id userid pmid  counter s opened
O i g |3 1655875 |1 0
D 9 |5 3580884 |1 1
[0 it 12 |4 6024544 |5 1
D e 10 |1 7894444 |4 0
O e 14 |8 211565 |3 0
g 11 |1 0888885 | 4 1
L stie 9 2 5987771 |1 0
L e 13 3 5447782 |1 0

Figure 3.11 Screenshot for collaborative table in the database

Finally Figure 3.12 shows the section of the recommended articles at the homepage
screen. Once the users login into their accounts they will immediately appear beside

the news feeds section.
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L 1 Q. Please Type Keywords o . Search By 2 = 1 G
Home Users Notifications Profile Logout

News Feeds Recomended Articles

& SELAHATTIN CAN has Followed “Fatih Dilmac" "[Detection of liver metastases in gynecologic neoplasms by
sonogr.."
Authors: J Pohl, H Schillinger, R Traeder, W Klosa

. . Year: 1989
1> SELAHATTIN CAN has favorite's *'Ciliated' tumour cells in

ascitic fluid from two cases of cystadenocarcinoma of the

ovary." EIERIR

“[A case of unknown origin cancer of the mediastinal lymph
node]...."

Authors: Y Masaki, M Yamamoto, H Morioka, H Nishimura
Year: 1992

12 SELAHATTIN CAN has liked "[A case of mucinous cystic

neoplasm of the liver]." €MD

© 2019 PubGate
Figure 3.12 Screenshot for recommended articles section at Homepage

3.5.2 Elasticsearch Engine

One of the approaches to overcome the cold start problem that we mentioned in
section 2.3.3 is to build a hybrid approach which combines both the collaborative
filtering approach with any other approach that does not depend on the history nor the
previous activities of the user, an example can be combining the collaborative filtering
approach with a demographic filtering approach, in which the latter recommends items
that has been liked the most in a certain area. In our model a cold user is a user who
still does not have that enough number of likes for articles that allow the model to find
him neighbor users.. In our proposed model we have decided to combine the
collaborative filtering approach with a content-based approach, for that purpose for

have integrated our system with Elasticsearch engine.

In our proposed model we have used Elasticsearch engine as a distributed NoSQL
database, we integrated the Elasticsearch engine with our system as a content-based
approach tool. Elasticsearch is a search engine based on the Lucene library, it’s well
known for its ability to provide a reliable and accurate results for text searching, thanks
to its high mechanism which allows to find similarities between the texts in a very fast

way. Figure 3.13 shows how we integrated Elasticsearch within our system.
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List of Keywords
Figure 3.13 Integration of Elasticsearch with our system

As mentioned in section 3.3 users once upon registration they are asked to enter
their keywords of interest through the web application PubGate, since the new users
are cold users, Elasticsearch engine will use the entered keywords as a query to return
a list of the top five articles that contain these keywords as a MeSH terms. The returned
five articles will be recommended to the users at their homepage screen, thanks to
Elasticsearch they had the capability to calculate the text similarity for big volumes of
data. Our purpose was to use Elasticsearch as a helper tool to overcome the cold start
problem that the collaborative filtering approach suffers from, there is no intention for

us to include it in the calculation nor the evaluation part.
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CHAPTER FOUR
EXPERIMENTS AND RESULTS

In this chapter we explain how we conducted the evaluation of our proposed model,
starting from introducing the evaluation metrics we have used, to creating trivial
benchmark datasets, and finally applying these evaluation metrics to the results we

have got to evaluate our proposed model.

4.1 Evaluation

To evaluate our proposed model, we used some metrics that are based on the

confusion matrix as an evaluation method, Figure 4.1 shows the confusion matrix.

Predicted Class
Yes No

False Negative
FN

Yes

Actual Class

No

Figure 4.1 Confusion matrix

The confusion matrix is also known as the error matrix, its commonly used to
describe the performance of a classification model, in our case it’s our proposed
recommender system. From Figure 4.1 TP is true positive prediction, in which the

recommended article belongs to the field of the user. FP is false positive prediction, in
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which the recommended article does not belong to the field of the user. FN is false
negative prediction, in which the articles that have not been recommended belong to
the field of the user. TN is true negative, in which the articles that have not been
recommended does not belong to the field of the user. From the confusion matrix we

are able to calculate accuracy, precision, recall, and F-measure.

Accuracy

Accuracy in literature means the quality or the state of being correct or precise, in
our evaluation method its equal to the percentage of the correctness of the articles that

we recommended. Accuracy is measured as follows:

TP+TN

Accuracy = ————
y TP+FP+TN+FN

4.1)

Precision

Precision is the measure of certainty or quality, precision is measured as follows:

TP
TN+FP

Precision = (4.2)

Recall

Recall is the measure of completeness or quantity, recall is measured as follows:

TP
TP+FN

Recall = (4.3)

F-measure

It measures the test’s accuracy and by looking at its equation it can be considered

as the average of recall and precision , the f-measure is calculated as follows:
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4.2 Creating Benchmark Datasets

After defining our metrics for evaluation measurements in section 4.1, in this
section we created the benchmark datasets in order to apply these metrics at our
proposed model. As a first step we have created 10 users using dummy email, we

assigned first name, last name, and photos for these users. Figure 4.2 shows a

[ — measure =

2x recallx precision

recall+precision

screenshot for the list of users we have created.

Modify user id first name

edit
edit
edit
edit
edit
edit
edit
edit
edit

edit

Our goal is to divide these 10 users into three different groups. The first group from
1-5 they are interested in lungs cancer, the second group from 6-8 they are interested
in HIV, and the third group from 9-10 they are interested in Diabetes. The figures 4.3,
4.4, and 4.5 show the representation of group one, group two, and group three. We

assigned a set of keywords, and articles to every user, the mentioned figures show the

last_name user_name

password

202ch362ac59075b964b07152d234b70
202ch%62ac590750964007152d234b70

202¢h362ac59075b964b07152d234b70

202ch962ac590750964007152d234b70
202ch%62ac590750964007152d234b70

202ch962ac59075b964b07152d234b70

202ch%62ac590750964007152d234b70
j202Cb952ac59075b964b07152d234b70
testd@gmail.com .202cb962ac59075b964b07152d234b70
‘temo@gmail.com 202ch362ac590750964b07152d234b70

Figure 4.2 The list of users we have created

register_time

2019-10-31 13:03:31.150087

12019-10-31 13:03:31.150087
2018-10-3113:03:31.150087 |

2019-10-31 13:03:31.150087

2019-10-31 13:03:31.150087

2019-10-31 13:03:31.150087

2019-10-31 13:03:31.150087 |
12019-10-31 13:03:31.150087

2019-10-3113:03:31.150087

2019-10-31 13:03:31.150087

relation between the users, their liked articles, and their inserted keywords.
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Figure 4.4 Group two representation
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Keywords Users Articles

Antigens

Mohammad Barakat PMID; 2031045

Beta Cells

Ezgi Eren
Diabetes Mellitus PMID: 10605312

Diabetes

B

Basal Secretion

PMID: 7152134

PMID: 7750628

Figure 4.5 Group three representation

4.3 Results

In the first step of our results our proposed model calculated the similarities between
the users using equation (3.1), the weight factors W;,and Wy were given an equal
value of 0.5 because we believe that both of the articles and keywords have the same
importance. The matrix mentioned in figure 3.9 which represnets the similarities
between all the users in the system was also calculated as seen in Figure 4.6, since the

number of users is 10 then the matrix hold a size of 10 x 10.
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1 081 041 0.66 080 0 0 0 0 0 |
081 1 033 060 061 0 0 0 0 0
041 033 1 020 041 0 0 0 0 0
066 060 020 1 046 0 0 0 0 0
0.80 0.61 0.41 046 1 0 0 0 0 0
0 0 0 0 0 1 073 071 0 0
0 0 0 0 0 073 1 062 0 0
0 0 0 0 0 071 062 1 0 0
0 0 0 0 0 0 0 0 1 020
0 0 0 0 0 0 0 0 020 1 |

Figure 4.6 User’s matrix similarity

As mentioned before this matrix is a symmetric matrix, in which the upper
triangular and the lower triangular are equal, calculating one side is enough. Neighbor
users are users whoes their similarity is equal to or greater than 0.6, so within this
matrix we are only interested in the values that are equal to or greater than 0.6, for a
better visualizing for what we have in the system, the reset of the values have been set

to zero.

081 0 0.66 080 O
0 0 060 061 O
0 O 0 O

o o
9 O ©O o o o
[E—

S O O o

()
e T I R S B T B B o S
e T I R S B T B B o S

0
0
0
0
0
0.73
0
0
0
0

o O O O O O O O
o O O O O O O
o O O O O O O
o O O O O O O
o O O O O O O

Figure 4.7 Adjusted user’s matrix similarity

As seen from the matrix shown in Figure 4.7, from group one, user one, two, four

and five are neighbor users, from group two user six, seven, and eight are neighbor
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users. Figure 4.8 shows a screenshot for the articles that have been recommended, we

have stored these articles in the database to make sure no article is recommended twice

for the same user, six articles have been recommended for four different users. PMID

is the ID of the article that has been recommended, user id is to whom this articles has

been recommended to.

4.4 Evaluation

Modify id
edit ' 34
edit : 36
edit : 35
edit . 38
edit - 39
edit -4{}

@ |00 | = | h WM

user_id pmid

| 11317547
| 19906368
| 25219825

15627037

9352465

15627037

[ L S R PN

counter is opened

(ams- E (  T s ) o R [ ) s

Figure 4.8 List of the recommended articles.

For evaluating our model, we were able to only use the precision, recall, and f-

measure metrics from the confusion matrix, we applied these three metrics at the six

articles the model had recommended. Before starting with the calculations we have

manually annotated the articles that have been liked by the ten users, table 4.1 shows

the whole list of articles in addition to their field.

Table 4.1 Annotating the articles that have been liked by the users

Article ID

Field / Domain

19906368
25219825
15500150
15209527
11317547

Lungs Cancer
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Table 4.1 continues

20970124 HIV
17163560
15853722
9352465

15627037
10605312 Diabetes
2031045
7750628
7152134

For our proposed model precision, recall, and f-measure is calculated as follows:

# of recommendations that are relevant _ 6/6 = 1

Precision = -
# of items we recommended

# of recommendations that are relevant
=6/15=04

Recall =

# of all possible relevant items

2% recall= precision
= =0.57

[ —measure = —
recall+precision

We can see that our proposed model has an outstanding value for the precision,
which means all the items that have been recommended are relevant for the users. For
recall having a value of 0.4 is normal, users are only considered similar if their
similarity value is greater than our threshold value which is 0.6, which means it’s hard

to recommend all the relevant items unless the similarity between the users is great.
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CHAPTER FIVE
CONCLUSION AND FUTURE WORKS

In the era of technology and information, finding relevant items for users is
becoming a complicated task, hundreds of new items are being added daily to the web,
processing such amount of data manually is not only an exhausting task but also
requires billions of hours, to mitigate this issue comes the part of artificial intelligence,

mainly the recommender systems.

Recommender systems are algorithms that helps user to find what they are looking
for by suggesting relevant items to them. In a scholarly domain where items are
research articles, and researchers are the main users, recommender systems will
recommend research articles for the researches. In the literature review we have
conducted, recommender system approaches are mainly divided into three approaches,
content-based, collaborative filtering, and hybrid approach. While the content-based
approach focuses at the features of the items for computing similarities between the
items, the collaborative filtering approach focuses at finding users with similar taste,
the items of neighbor users are used for recommendation. Finally, the hybrid approach
usually combines two or more approaches at the same time, such as combing the
content-based approach with the collaborative filtering approach, the purpose of this

approach is to overcome the drawbacks of solely relying at one approach.

In our study we have proposed a model that focuses at the collaborative filtering
approach, in which we used the Jaccard’s similarity to compute the similarities
between the users according to their sets of likeds articles, and keywords. Articles that
have been liked the most by neighbor users were recommended first. Another
important contribution were overcoming the cold start problem which the
collaborative-filtering approach suffers from. We integrated our model with the
Elasticsearch engine as a content-based tool to recommend articles for new users based

on their entered keywords.

For the experimentation part we have created 10 users and assigned keywords, and

articles to their liked libraries which enabled us to calculate the similarities between
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the users, and recommend articles. The calculated precision value shows that all the

articles the system have recommended were relevant.

As the researcher’s interests may change over time, taking the time order into
consideration can be considered as an option for improvement in recommendation
model, tracing the sequence of the user’s behavior is a future work improvement for

our study.
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