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ABSTRACT

LUNG MASS CLASSIFICATION USING WAVELETS AND SUPPORVECTOR
MACHINES

Basak SARIKAYA

Institute of Sciences, Computer Engineering Gragl®@abgram

Supervisor: Assoc. Prof. Dr. Adem Karahoca

June 2009, 34 pages

This study deals with observation of an approaclclassification the lung cancer masses as
cancer or not. In this thesis, it is implementedompound of Support Vector Machine
(SVM) and wavelet based image decomposition. Decisnaking was performed with two
partitions, feature determination by computing thavelet coefficients and classification
using the classifier trained on the feature deteation. Support Vector Machine (SVM) is a
learning machine which relies on statistical leagniheory was trained in order to supervised
learning to classify masses. The study implies é@®puterized lung tomography images.
The masses were segmented by breast expert doctarmially at first step to the
classification system. Test results demonstrataracy on lung cancer indicated over 76.74%
classification accuracy by using the SVM with Radiasis Function Kernel. Also confusion
matrix, accuracy, sensitivity and specificity arsdy with different kernel types were

employed to demonstrate the classification perfogeaf SVM.

Keywords: Lung Cancer Mass Detection, Lung Cancer Mass ffilzt#on, Support Vector
Machine, Discrete Wavelet Transform, Image Proogssi



OZET

DALGACIK DONUSUMU VE DESTEK VEKTORU MAKINELERI KULLANILARAK
AKCIGER KUTLESININ SINIFLANDIRILMASI

Basak SARIKAYA

Fen Bilimleri Enstitisl, Bilgisayar MuhendigliYiksek Lisans Programi

Tez Dangmani: Dog. Dr. Adem Karahoca

Haziran 2009, 34 Sayfa

Bu calsmada, bilgisayarli tomografi ile ¢ekilgnakciger goruntilerindeki akger kitlelerinin
kanserli olup olmagini siniflandirmak igin kullanilabilecek yaklanlar incelenmektedir. Bu
tez, Destek Vektdri Makineleri ve Dalgacik D&anli tabanh alt bant gérintl désini
kombinasyonlarina dayanmaktadir. Karar verme mekaasi, dalgacik dogimu katsayilar
ile desenden 6zellik vektori gikarim hesaplanmasdesenden cikarilan vektorin tzerinde
kullanilan eitim siniflandiricisi vasitasiyla siniflandiriilmasimak zere iki boélimde
gerceklatirilmi stir. Destek Vektéri Makineleri, kitle siniflandirmdcin @reticili 6grenme
egitimi dogrultusunda istatistiksel ggenme teorisine dayanangrénme makineleridir.
Calismada 126 bilgisayarli akggr tomografi gortintusu kullanilgtir. Goranttideki kutleler
siniflandirma icin ilk etapta kngi¢ olarak g@is hastaliklari uzman doktorlari tarafindan
tek tek gozle aystirilmistir, daha sonra tezde uygulanan yontemler ile lamdirma glemi
otomatize edilmitir. Bilgisayarli akcger tomografileri Uzerinde yapilan testlerden eldiea
sonuglarda, dalgacik dogiima ile filtreleme yapildiktan sonra, destek velttirakineleri ve
radyal tabanli fonksiyon ¢ekirgekullanimi, % 76.74 siniflandirma galuguna ergilmistir.
Destek Vektor Makineleri’'nin siniflandirmadaki pemihansini géstermek igin, sonug
dizensizlik matrisi, dgruluk, hassasiyet ve kesinlik analizigdgeleri, farkli ¢ekirdek tipleri

kullanilarak gosterilngtir.

Anahtar Kelimeler: Akciger Kitlesinin Belirlenmesi, Akger Kutlesinin Siniflandiriimasi,

Destek Vektorii Makineleri, Kisa Zamanli DalgaciknD¢iimii, Goruntiisleme.
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1. INTRODUCTION

Lung cancer is the most prevalent cancer amongl@eaich is in the second order of the
world’s cancer statistics after skin cancer. Andsiin the first order of Turkey's cancer
statistics is published by Turkish Republic Minystof Health in National Cancer Week in
Turkey. Lung cancer is leading cause of death ftamcer among people of ages between 45
and 70 in Turkey as reported in Turkish Republicnistry of Health Reports 2009
(www.saglik.gov.tr, 2009).

1.1 PROBLEM DEFINITION

In the Past 20 years the incidence and death ohtesg cancer have been taking the lead in
all malignancies, and the incidence rate is as hgl29,51 per 100 thousand people in our
country. Moreover, the incidence and death ratesstll increasing continuously. The first
reason that people caught lung cancer is smokifg 8@n and 70% women directly and
because of the other reasons second-hand smokdog,rasbestos and other toxic products
come in second order (Cancer Care Ontario, 1962200

The two most prevalent forms of lung cancer are-smoall cell lung cancer and small cell
lung cancer. Non-small lung cancer is more wideeap than small cell lung cancer and
accounts for 85 to 87 percent of all lung cance®snall cell is very aggressive and spreads
quickly. By the time that most people are diagdodbe cancer has metastasized to other
parts of the body.

The survival time is very short once cancer is disgd as being in advanced stage and
surgically unresectable and a deadly disease iwtrtd. Early detection of this disease is
very important to prevent this disease. Therefarggood model of prediction of disease
outcome is important for a treatment plan.

Every year 20.000 new lung cancer diagnosis octurBurkey from the public speech of
Ozdemir (2009) in 2009 National Cancer Week in ByrkAnd Ozdemir (2009) indicates this

illness could be caught in earlier stages 15% mcountry and 30% in USA.



For this early detection that reduce the death oatécrease the death ages of the most
trustable method for the determination of earlygluwancer of all determination methods
currently available.

But, there are many difficulties in detecting eaggthological changes and evaluating
oncology parameters in treating because of thécdiff that to date the pathogeny of lung
cancer is not clear yet. By this side, varioushods and criteria of evaluating pathological
diagnosis are being improved day by day. In otdeincrease the speed of detecting lung
nodules, it is using artificial neural networks (NNmethods to determine the target position
in the observed image and to select an adequatplaemimage from several reference
patterns.

Detecting nodules is such a complicated task. Msdshow up as relatively low-contrast
white circular objects within the lung fields. Blyis side, CT (Computerized Tomography)
provides extra peculiarities not available withnstard film-screen tomographic images in
past years such as computer aided diagnosis, sbreinfiancement and digital archiving. It
could be missed cancers which are visible on coentd tomographies by radiologists in
retrospect, but studies before have demonstrated c@amputerized tomographies) that
computer aided detection (CAD) and determination meeaningfully correct radiologists’
truth ratio in intuition set microcalcificationSCAD systems are planned to procure a second
idea, to help not to put any other radiologist. n€@a lung masses often filter the besieging
tissue as they have been widen. They separatercamasses from non cancer masses in
shape and density (Adhami and Bruce, 1999, pp.-1170).

In this thesis, classification of uncertain mas$ed includes cancer or non cancer masses is
comprehended to treat in the newest image proaesaimd artificial neural networks
techniques. At first, it has derived genuine picities from computerized tomographic
images using discrete wavelet transform (MallaBQL.9p. 674-693). Wavelet Transform is a
tool for time-space frequency analysis against ieourransform (Bracewell, 1999, pp. 15-
35), which procures only frequency analysis of algn Wavelet Transform procures time-
frequency analysis, which is especially an advantag pattern recognition. With wavelet
transform it is able to divide the signal as muslit&an, at first it has taken the signal through
with low pass and then high pass filters. Witls thequence, it could be able to separate two
signals with sub band divisions (This techniquedsg especially compression applications,
for example, jpeg2000 and mp4 formats uses watedkinique and it is used often in digital

signal processing area).



The prediction of the cancer region was made bypasing real data obtained from follow-up
periods with data generated by Wavelet Approachnd Aeside this, Wavelet image
processing technique provides good prediction teswhen it is used Support Vector
Machine for classification in the model.

So, after feature extraction, it has been used &upyector Machine (SVM) machine
learning algorithm to classify of images with orfeéwo categories, that cancer or not cancer.
As showed in Figure 1.1, the segmented computerinetbgraphic images are wavelet
separated into multi-level low pass and high pasdands, which will be followed by as an
input of SVMs for training and testing goals. SMMcreases constructed risk in learning
level (Vapnik, 1998, pp. 28-46). In here the pwgds to minimize generalization error, not
to minimize learning error towardly.

In conclusion, SVM is capable of processing pledgawhen developed to data which
external images from the training set. RecentyMSlearning has been applied lots of
applications in the world where it has been thoughipresent the best performance for

computation of methods.

Signals of Discrete Wavele Wavelet Support Classe
Computerized [® Transform (Two Coefficients [» Vector >
Tomographic level wavelet Machine
Images decomposition Classifier
tree)
/'I/
Input
Feature Matrix Cancer ol —
Extractior Not

Figure 1.1: Structure of the SVM Classifier

1.2 BACKGROUND

The researches related to this thesis are followetlis background section. Early prostate
cancer diagnosis by using artificial neural netvgodnd support vector machines has been
searched which is designing a classifier basedresgstem for early diagnosis of the organ
in constraint phase to reach informed decision ngalithout biopsy by using some selected.
The other purpose is to investigate a relationbleijpveen BMI (body mass index), smoking
factor, and prostate cancer. The data used insthity were collected from 300 men (100:
prostate adenocarcinoma, 200: chronic prostatisineoign prostatic hyperplasia). Weight,
3



height, BMI, PSA (prostate specific antigen), Fie8A, age, prostate volume, density,
smoking, systolic, diastolic, pulse, and Gleasooresdeatures were used and independent
sample t-test was applied for feature selectionortter to classify related data, it is used
following classifiers; scaled conjugate gradien€@@, Broyden—Fletcher—Goldfarb—Shanno
(BFGS), and Levenberg—Marquardt (LM) training altfons of artificial neural networks
(ANN) and linear, polynomial, and radial based letrfunctions of support vector machine
(SVM). It was determined that smoking is a factwreases the prostate cancer risk whereas
BMI is not affected the prostate cancer. Since P& me, density, and smoking features
were to be statistically significant, they were st for classification. The proposed system
was designed with polynomial based kernel functiamich had the best performance
(accuracy: 79%). In Turkish Family Health Systemmily physician to whom patients are
applied firstly, would contribute to extract thekiimap of iliness and direct patients to correct
treatments by using expert system such proposed(@t al., 2009, pp. 6357-6361).

Support vector machines combined with feature Seledor breast cancer diagnosis is
investigated and which insists that Breast care¢ineé second largest cause of cancer deaths
among women. At the same time, it is also amongribset curable cancer types if it can be
diagnosed early. Research efforts have reportdd imireasing confirmation that the support
vector machines (SVM) have greater accurate diagraislity. In this paper, breast cancer
diagnosis based on a SVM-based method combinedfeathre selection has been proposed.
Experiments have been conducted on different tigitest partitions of the Wisconsin breast
cancer dataset (WBCD), which is commonly used ammsgarchers who use machine
learning methods for breast cancer diagnosis. Er@pnance of the method is evaluated
using classification accuracy, sensitivity, speiti, positive and negative predictive values,
receiver operating characteristic (ROC) curves emafusion matrix. The results show that
the highest classification accuracy (99.51%) isoietd for the SVM model that contains five
features, and this is very promising compared éopteviously reported results (Akay, 2009,
pp. 3240-3247).

Mining lung cancer patient data to assess heabhessource utilization is inquired which
objects in this study is to assess the utilizatibhealthcare resources by lung cancer patients
related to their demographic characteristics, smmaomic markers, ethnic backgrounds,
medical histories, and access to healthcare ressurc order to guide medical decision
making and public policy. The study compares alitwe data mining techniques in
combination with traditional regression methods asds propensity scoring to differentiate

the predictive power of various models. The stuedgndnstrates that data mining methods can



be applied to large, complex, public-use Medicarsuiance claims files to reveal insights
such as geographic variation in healthcare deliyggctice patterns for lung cancer. The
results indicate that decision trees and artificialral networks, particularly when used in
combination, can produce better predictive and rifgge models than regression alone to
guide healthcare decisions (Dy, Phillips-Wren, 8hdrkey, 2008, pp. 1611-1619).

Cancer informatics by prototype networks in masscspmetry has become a standard
technique to analyze clinical samples in canceeae$. The obtained spectrometric
measurements reveal a lot of information of thaicéil sample at the peptide and protein
level. The spectra are hi Summary in and methodswavelet-based techniques for the
efficient processing and encoding of mass spectimemaeasurements from clinical samples
are presented. A prototype-based classifier isnebe@ by a functional metric and combined
with the concept of conformal prediction to clagsifie clinical proteomic spectra and to
evaluate the results. And as a result, Clinicatgwmic data of a colorectal cancer and a lung
cancer study are used to test the performance eofptbposed algorithm. The prototype
classifiers are evaluated with respect to predictawcuracy and the confidence of the
classification decisions. The adapted metric pataraeare analyzed and interpreted to find
potential biomarker candidates. In conclusioms ghown that the proposed algorithm can be
used to analyze functional data as obtained fromical mass spectrometry, to find
discriminating mass positions and to judge the idemnice of the obtained classifications,
providing robust and interpretable classificationd®ls (Schleif et al., 2008).

Evolutionary ensemble of diverse artificial neurstworks using speciation claims that
recently many researchers have designed neuralorietarchitectures with evolutionary
algorithms but most of them have used only theditsolution of the last generation. To better
exploit information, an ensemble of individuals @& more promising choice because
information that is derived from combining a settdssifiers might produce higher accuracy
than merely using the information from the bestsifier among them. One of the major
factors for optimum accuracy is the diversity of ttiassifier set. In this paper, it is presented
a method of generating diverse evolutionary nemealorks through fitness sharing and then
combining these networks by the behavior knowledgace method. Fitness sharing that
shares resources if the distance between the ¢hails is smaller than the sharing radius is a
representative speciation method, which producesrsi results than standard evolutionary
algorithms that converge to only one solution. Esgly, the proposed method calculates the
distance between the individuals using average ubutpearson correlation and modified

Kullback—Leibler entropy to enhance fitness sharpgyformance. In experiments with



Australian credit card assessment, breast cancet,diabetes in the UCI database, the
proposed method performed better than not onlynthre speciation method but also better
than previously published methods (Kim and Cho22@p. 1604-1618).

Collection of Cancer Stage Data by Classifying Fed Medical Reports implicates that
Cancer staging provides a basis for planning dinimanagement, but also allows for
meaningful analysis of cancer outcomes and evaloaif cancer care services. Despite this,
stage data in cancer registries is often incomplagecurate, or simply not collected. This
article describes a prototype software system (€aStage Interpretation System, CSIS) that
automatically extracts cancer staging informatiamf medical reports. The system uses text
classification techniques to train support vectachines (SVMs) to extract elements of stage
listed in cancer staging guidelines. When procgssew reports, CSIS identifies sentences
relevant to the staging decision, and subsequestiygns the most likely stage. The system
was developed using a database of staging datpathdlogy reports for 710 lung cancer
patients, then validated in an independent se¥8fgdhtients against pathologic stage assigned
by two independent pathologists. CSIS achieved alvexccuracy of 74% for tumor (T)
staging and 87% for node (N) staging, and erroreevabserved to mirror disagreements
between human experts (Bowman et al., 2007).

Artificial neural networks and decision tree modeialysis of liver cancer insists that
Hepatocellular carcinoma (HCC) is a heterogene@rsear and usually diagnosed at late
advanced tumor stages of high lethality. The presardy attempted to obtain a proteome-
wide analysis of HCC in comparison with adjacenh4twamor liver tissues, in order to
facilitate biomarkers’ discovery and to investigite mechanisms of HCC development. A
cohort of 66 Chinese patients with HCC was incluttedproteomic profiling study by two-
dimensional gel electrophoresis (2-DE) analysistifisial neural network (ANN) and
decision tree (CART) data-mining methods were eygdoto analyze the profiling data and
to delineate significant patterns and trends fecriininating HCC from non-malignant liver
tissues. Protein markers were identified by tand#8iMS. A total of 132 proteome datasets
were generated by 2-DE expression profiling ang)yand each with 230 consolidated protein
expression intensities. Both the data-mining athars successfully distinguished the HCC
phenotype from other non-malignant liver sampld®e @ietection sensitivity and specificity of
ANN were 96.97% and 87.88%, while those of CART eve81.82% and 78.79%,
respectively. The three biological classifiers ime tCART model were identified as
cytochrome b5, heat shock 70 kDa protein 8 isof@nand cathepsin B. The 2-DE-based
proteomic profiling approach combined with the AN®dr CART algorithm yielded



satisfactory performance on identifying HCC and eaded potential candidate cancer
biomarkers (Luk et al., 2007, pp. 68-73).

Cancer gene search with data-mining and genetaritigs is searched which indicates that
Cancer leads to approximately 25% of all mortaitimaking it the second leading cause of
death in the United States. Early and accuratectieteof cancer is critical to the well being
of patients. Analysis of gene expression data léadsncer identification and classification,
which will facilitate proper treatment selectiondadrug development. Gene expression data
sets for ovarian, prostate, and lung cancer weatyaed in this research. An integrated gene-
search algorithm for genetic expression data aisalyas proposed. This integrated algorithm
involves a genetic algorithm and correlation-baedristics for data preprocessing (on
partitioned data sets) and data mining (decisiea &nd support vector machines algorithms)
for making predictions. Knowledge derived by thegwsed algorithm has high classification
accuracy with the ability to identify the most sigrant genes. Bagging and stacking
algorithms were applied to further enhance thesdiaation accuracy. The results were
compared with that reported in the literature. Magpof genotype information to the
phenotype parameters will ultimately reduce the emsl complexity of cancer detection and
classification (Shah and Andrew, 2007, pp. 251-261)

Tumor tissue identification based on gene exprassaia using DWT feature extraction and
PNN classifier which is proposed the joint use mtete wavelet transform (DWT)-based
feature extraction and probabilistic neural netw(®RIN) classifier to classify tissues using
gene expression data. In the feature extractionulepdyene expression data are firstly
transformed into time-scale domain by DWT and thie& reconstructed signals by using
wavelet transform are reduced to a lower dimensitasure space. In the module of tissue
classification, the outputs of the extractor akifdo a PNN classifier, and the class labels are
given finally. Some test and comparison experimemse been made to evaluate the
performance of the proposed classification schersmg the features extracted with as well
as without wavelet transform processing proced0merect rates of 92% and 98.7% in tumor
vs. normal classification have been obtained usilegproposed scheme on two well-known
data sets: a colon cancer data set and a humarciuognomas data set (Sun, Dong and Xu,
2006, pp. 387-402).

Prediction of colon cancer using an evolutionaryragnetwork insists that Colon cancer is
second only to lung cancer as a cause of canagedemortality in Western countries. Colon
cancer is a genetic disease, propagated by theséemuof somatic alterations that influence

gene expression. DNA microarray technology providedormat for the simultaneous



measurement of the expression level of thousandgeés in a single hybridization assay.
The most exciting result of microarray technolo@g lbeen the demonstration that patterns of
gene expression can distinguish between tumorsiftéreht anatomical origin. Standard
statistical methodologies in classification anddorBon do not work well or even at all when
N (a number of samples) <p (genes). Modificatiorcafiventional statistical methodologies
or devise of new methodologies is needed for thalyais of colon cancer. Recently,
designing artificial neural networks by evolutiopalgorithms has emerged as a preferred
alternative to the common practice of selectingdhparent best network. In this paper, it is
proposed an evolutionary neural network that di@ssgene expression profiles into normal
or colon cancer cell. Experimental results on catuoroarray data show that the proposed
method is superior to other classifiers (Kim ane (2004, pp. 361-379).

Clinical decision support systems for intensiveecanits using artificial neural networks
subject which provides an overview of applicatiafsartificial neural networks (ANNS) to
various medical problems, with a particular focus the intensive care unit environment
(ICU). Several technical approaches were testede® whether they improve the ANN
performance in estimating medical outcomes anduresoutilization in adult ICUs. These
experiments include: 1- use of the weight-elimimatcost function; 2- use of ‘*high’ and ‘low’
nodes for input variables; 3- verifying the effettthe total number of input variables on the
results; 4- testing the impact of the value of ¢bastant predictor on the performance of the
ANNSs. The developments presented intend to helpicakdnd nursing personnel to assess
patient status, assist in making a diagnosis, aatithte the selection of a course of therapy
(Frize et al., 2001, pp. 217-225).

Artificial neural networks for early detection andiagnosis of cancer asks why use neural
networks, the reasons commonly cited in the liteeafor using artificial neural networks for
any problem are many and varied. They learn fropeggnce. They work where other
algorithms fail. They generalize from the trainiegamples to perform well on independent
test data. They reduce the number of false alariti®ut increasing significantly the number
of false negatives. They are fast and are easiesédhan conventional statistical techniques,
especially when multiple prognostic factors aredeeefor a given problem. These factors
have been overly promoted for the neural technigliee common theme of this paper is that
artificial neural networks have proven to be areresting and useful alternate processing
strategy. Artificial neural techniques, howevere arot magical solutions with mystical
abilities that work without good engineering. Wigbod understanding of their capabilities

and limitations they can be applied productivelyptoblems in early detection and diagnosis



of cancer. The specific cancer applications whidhlve used to demonstrate current work in
artificial neural networks for cancer detection amnosis are breast cancer, liver cancer and
lung cancer (Rogers, Ruck and Kabrisky, 1994, pp83).



2. MATERIALS AND METHODS

2.1 COMPUTERIZED LUNG TOMOGRAPHY DATA

In this thesis, there is a set of 126 computerlaad tomographies with 128x128 pixels were
taken. These images have been taken from Ist&@druhhpasa University Hospital, Yeditepe
University Hospital, TDV 29 Mayis Hospital, Eseny@overnment Hospital and Sisli Etfal
Education and Research Hospital, and which of thessn GE Medical Systems (Centric
DICOM Viewer) with technical properties 120 kV, 860, 0.40s/HE+ 39.4 mm/rot Rot, 0.6
mm 0.984:1/0.6 SP, TiH 0.0, SIENET Sky (DICOM CDeWier) with technical properties
120 kV, changing values with 226 to 255 mA, ST:&:LT50 TI:500, MERGE MED (eFilm
Lite) with technical properties 120 kV, 50 mA, S2Inm, and one more system with 2.5 mm
ST value and changing SP value which changes oae @very 2.5 mm.

At all 85 patients have cancer mass and 41 patlents not cancer mass in their lungs. As
shown in Figure 2.1, the segments of images ettistgrayscale image originally and cancer
masses show systematical and well defined surrageddn images in generally, when non
cancer masses commonly filtered neighbor tissuesvisly non-systematically and angled

edges.

Cancer Lung Mass



2.2 FEATURE EXTRACTION

Feature extraction is the specification of a featamatrix from a pattern. For pattern
processing problems to be traceable are abridgedgentation of patterns, ideally including
only main information.

The variation of patterns to features that are sarmed explanation of patterns, which is
desired, inherits only fundamental information, siders necessary to be traceable for pattern
processing problems. The variation is materialibgdDiscrete Wavelet Transform for this

thesis.

2.3 WAVELET FILTER

The Wavelet Transform which is currently has oledirseniority concerning in various
applications similar compression, noising and dgingi of data or images (Brislawn, 1995,
pp. 1278-1283). The Wavelet Transform interesth Wie frequency and time components of
the signal showing synchronously different from Baurier Trasform which gives scientific
information just about the frequency componenta signal, not determination of the time at
these frequency’s formation (Mathsoft Wavelet reses 2003).

Wavelet is being used to decompose an image inio Sobbands which is low-high (LH),
low-low (LL), high-high (HH), and high-low (HL) coponents. Moreover, the LH subband is
decomposed into another four subbands, and the Higiw-Low-High (LHLH) from this
second decomposition subband is decomposed on@andrcontinuous like this as shown in

Figure 2.2.

LN
Original Image " LR L2 i

| LE {2 —i‘“"‘ e

- r! ILLg]EIL|mi

M H Ny ———
LF, | 12 | [m]  \[LE{mm|na
HF, [+ 2 | "

HF,~ 12 — mm|

Figure 2.2: Image Decomposition with Wavelet Transform
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There is a mandatory to disclosure lung cancer @salsscause of their natural properties. In
this study it used two-level decomposition (Figte). There are various of wavelet
transform types which differs from application tppéication. For continuous signals the
continuous wavelet transform (CWT) can be usedchis the situation for both time and

scale are continuous.
-

Decomposition at level 2

Original Image: Synthesized Image: Diagenal detail coef. at lewel 1

Approximations Horizontal Details Diagonal Details Vertical Details

Figure 2.3: Two-Level DWT Decomposition a) L& HF, images b) Two-Level Decompositions
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The discrete wavelet transform (DWT) can be usediifgcrete signals. In this study, discrete
wavelet transform (DWT) was used because of DWTseridnination. The DWT deals with
a discrete set of the wavelet measurements andgimgniay some definite directions which is
a validation of the wavelet transform generally.

CWT of a signal, function f is:

f(2,0) ZIFX) War(X) OX 1ot et et et et e et et e (2.1)
Wap(X) = ANAWX-D T A) oo e e e e e e e (2.2)

The fundamental wavelet transformvig¢x). In wavelet transform, the basis functions are
derived from translation and scaling of a uniquection, called mother wavelet. The basis of
wavelet function is presented by scaling and stgftnother wavelet function. w(x) signal is

discremination into a family of composition wavsless given in Formula 2.3.

W(X) =X 2 D S WIX), Wan(X) > War(X)  ceeeeie it e e e e e e e e e e (2.3)
W] = Yt 01 Yz G G[D-2K] + Skez ik N[0-2K] wovveeeeieee e (2.4)
w[b] is a discrete time signal,,cwhere i=1,...,| are wavelet coefficients ang where

i=1,...,I are scaling coefficients.

Ce = Yo W] G * [D-2K] , ch = 3 WIB] By * [0-2K]  +voeveveeve oo (2.5)

2.4 TWO DIMENSION OF DISCRETE WAVELET TRANSFORM

In this study, a feature matrix is derived from @uterized lung tomographies supported by
multi-level wavelet decomposition. These matriaes used to train a SVM for classification
of computerized lung tomographies. The DWT is egublto every dimension one by one
(Chaplot and Patnaik, 2006, pp. 86-92). This reswx multi resolution decomposition of the
signal into four subbands called the approximatidrich is low frequency component and

details which represents high frequency componemthe approachn demonstrates a low

13



resolution of the original image. The detail caméints areh for horizontal,v for vertical and

d for diagonal. An image Y is being decomposed mffirst level approach component, Y
and detailed components'YY.,!, and Y; (Gonzales and Woods, 2002) is shown in Figure
2.4. The approach componenti¥cludes low frequency components of the imagenithe
detailed components,YY,, Y, comprise high frequency components.

So,

Y o X Y Y Y (2.6)
When it has applied DWT to .Y, the second level approach and detailed comporsats
taken. When the manipulation goes on after aner afp to N levels, the image Y can be
mentioned by the Nth approach componegft &hd every detailed components as shown like

Formula 2.7.

Y =Y A T on DY b+ Y Y oottt 2.7)

Figure 2.4: Two-Level DWT Lung Tomographic Image a) Regioimterest (ROI) Image b) DWT application
to ROl Image
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In every decomposition level, the equal share H#teds produce signals which are spanning
just equal share band of the frequency band. mMiaikes the frequency resolution two when
the undetermination in frequency becomes % leske decomposed signals’ lengthiness
reduces % of the lengthiness of the signal in tteges before. So, the first level
decomposition of an NxN image is N/2xN/2 when teeand level decomposition is N/4xN/4
and goes on like this. When there exists the augmtien of the level of decomposition,
frequently but it has taken rough approach of thage. It is attained that wavelets procure a
basic rank order fundamental for commentary ofitiiege definition (Cybern, 1984, pp. 363-
373).

2.5 SUPPORT VECTOR MACHINES

Nowadays, Support Vector Machine (SVM) which wasured by (Vapnik, 1999, pp. 988-
999) has been used in various problems inheritéi@nparecognition, bioinformatics and text
classification (Haykin, 1999, pp. 329-339). Thasdlification system using in medical
diagnosis is augmenting day by day and acquirgsnititorious by the means of assorted

fetching preculiarities, and experimental perforoeaxpectation.

2.5.1 SVM CLASSIFIER

SVM is a learning tool derived from the last state learning algorithms. On the
exaggeration power of learning functioned machisd4M gives certain advantage for
limiting. The algorithm of SVM establishes by seying the input space interior distinct
extreme surfaces in the input space a high dimeabjeculiarity space internal certain non
linear surveying preferred a precedence (interoiafroducing in this peculiarities space the
Maximal Margin Hyperplane (Bazzani and Bevilacq2@00).

As shown in Figure 2.5, in every edge of the hyjzem it severances the data. The
hyperplane enlarges the distance between the tvediglchyperplanes which is the distinction
of hyperplane. A hypothesis is constructed from thajorities of the margin or distance
between these parallel hyperplanes will be moréugegeneralization error of the classifier.

If the data is trained (xy;), i = 1,...£ are distinction of w - x + b = 0 hyperplane, itors
when y(w - x + b)> 1, where y= +1 are the categories. The margin is 2 / |fmis the
hyperplane, with maximal margin data severance is:
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Class 1

A

Optimal Hyperplane

Decision Surface

2 Support Vectors

. » Class 2

Figure 2.5: A hypothetical classification involving two iﬂmivariable( sakt s (Bishop, 1995).

Moons denote patterns from Class 1 and Sun syndmiste patterns from Class 2. The
decision boundary (shown by the line) is able tovjate good separation of the two classes,

although there are still a few patterns which wdwédncorrectly classified by this boundary.

The establishment of two parallel hyperplanes;

{
¢ Minimize ||wf/ 2
e Withy(w-x+b)>1

Constraints are expanded towy:- X +b)>1 =&, &5>0 ..o el (2.9)

In the sequence of tolerance misclassificationrsrr¢Formula 2.1) transforms to Figure 2.6.



Bias b

K(x.x))

K(x, x,)
Input vector x K(x,x5) Output v

’7 +1
K(X“ Xm) ) I
Weights
(Lagrange Multipliers)
Hidden Nodes _ mo '
(Support Vectors) v=f(x)= Z o, -K(x,x, )+b

k=!
Figure 2.6: Architecture of the Support Vector Machilie indicate Hidden Layer and m is the number of
support vectors) (National Cheng Kung University TaiwaneBeshes).

2.5.2 DESIGN OF SVM CLASSIFIER FOR CLASSIFICATION

2.5.2.1 SVM Kernel Functions

SVM is not capable of accomplish the classificattrties in the non linear condition. To

conquer this boundary on SVM, kernel approximatiares proposed. The kernel function in
SVM is the main function of completely surveying timput matrix into a high dimensional

peculiarity space. Main types for kernel functame: Gaussian Radial Basis Function (RBF),
Sigmoidal, Polynomial, Inverse Multi quadratic aswon. In this study, The Gaussian RBF
and polynomial kernels are used.

Polynomial Kernel Function:

LI T A A 1) (2.10)

where p>0 is a constraint.



Gaussian RBF Kernel Function:

KX, Xi) = @XP FIX = XJ] et e e (2.11)

This two kernel functions are sufficient for thesea, and they have the most majority in use
in between SVM functions in SVM.

2.5.2.2 Training Examples and SVM Model Selection
Binary Support Vector Machine has separation cdipakihich can separate positive samples

from negative samples in training. Lagrange mli¢ip o; parameters of every binary support

vector machine find out by reducing the cost funtin Formula 2.12 below:

PW) S22 [[WH e e (2.12)
Managed by:
Vi- ()= +L =66 >0, 1= 1,2, K oo (2.13)

The cost function L.is convex and quadratic in terms of the unknowraipetersy. The aim
IS to increase the classification margin that margay constraints. So, in this matter it can

be analyzed with dual formula explained as

LD = Zai - ]/22| Zj 0 o) Yiyi X Xj ................................................................. (214)
Managing by
O0< oS C aNdy o Y = 0 oot (2.15)

When appreciative C, systematic parameter whickckshehe tolerance for the errors of
classification in training step is load, and beeaofthis, the errors will have to be a pay fine.
The training vector »which corresponds is non zero is called Support Vector.

In this study, 66% percentage split is used whigans 66% of the instances would be used

for training and the other part of the percenta@4%4) would be used for testing. So, 43
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instances are used for training in this data $&rcentage Split is used to select model with
varied moderation, every one is for conjectureefagalization error.

43 instances are used for training and 83 instaaesised for testing in this data set. In this
method, it is important that what sort the dataawist partitioned. Each data point obtains to
be in a test set and in a training set severalstime

As model definition percentage split method is edexed in this study. In training and
testing RBF kernel and Polynomial (Linear) were duse~or the best error level will be

reached, kernel parameters were selected like Cat69=0.1.



3. FINDINGS AND TEST RESULTS

3.1 EXPERIMENTAL RESULTS

The inputs of the wavelet coefficients of computed lung tomographies have been selected
to use in MATLAB tool to put on images to computed data. After then wavelet filter has
applied to this data set in WEKA'’s (Frank and Witt@005) (The histogram values of one of
the image from the data set are shown in Figur¢ SMM SMO (Sequential Minimal
Optimization) with RBF Kernel and Polynomial Kerrfelr training and the classification.
The level 2 HAAR wavelet approximation coefficielat® taken in consideration (Figure 3.2)
and they have been the input of the SVM classifierthis study, it is used a SVM classifier
to find out if it is cancer or not cancer mass @fputerized lung tomographic images. For
classification purpose, it is used and tested smteniques like shown in Figure 3.3, Figure
3.4 and Figure 3.5.

00 120

Cumulative histogram

Figure 3.1: The histogram values of one of the images frerddta set with Two-Level & HAAR
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Colored Coefficients for Terminal Nodes

Scale of Colors from Min to Max

Figure 3.3: Colored Coefficients for Terminal Nodes
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WO - phi funetion - WA - psi function -

Figure 3.4: Signals of HAAR Wavelet Coefficients for m@mal Nodes

Wavelet Tree Wavelet Tree

1

e e e @
]

Figure 3.5: Wavelet Tree a) For Depth Position b) Fogkne

Fusion application of Original Image is shown iguie 3.6.
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|

NOISNd

Synthesized Image Fusion of Decompositions

Figure 3.6: Image Fusion for HAAR Level 2.

3.2 CLASSIFICATION AND TEST ACTIVITIES

The usage of SVM inherits training and testing geankn this study, for training and testing
with specific kernel function, percentage split epal method is decided. For training and
testing the polynomial (linear) and RBF kernelsavased. The conclusion of classification
of the SVM SMO (Sequential Minimal Optimization)askifier was shown with a confusion
matrix. The confusion matrices are shown in T&bleof the conclusions of classification of
test values for the 43 computerized lung tomogm@phiass images. It is shown the
classification ratio of RBF kernel is bigger th&e fpolynomial (linear) kernel. As it is shown
in confusion matrix, if it is taken only trainingaes which is 43 test images from 126
images, when it is deal with 43 instances, 3 006 cancer mass were classified wrong which
supposed like cancer mass by the net like cancss,nraspite of this situation, 7 of 37 cancer

mass were classified wrong which supposed likeagamter mass by the net.
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Table 3.1: Classification results for the computerized tomographic mass images.

Kernel Types of SVM _ Output Result
N Desired Result
Classifier Cancer Mass Non Cancer Mass
Cancer Mass 30 7
RBF Kernel

Non Cancer Mass 3 3

_ Cancer Mass 24 5

Poly(Linear) Kernel

Non Cancer Mass 9 5

SVM SMO (Sequential Minimal Optimization) classiétest performance can be supposed
to the computation of sensitivity, specificity artdtal classification accuracy. The
explanation of features listed as follows:

Sensitivity: number of correct classified non carmoass / total number of non cancer masses
Specificity: number of correct classified cancersmaAtotal number of cancer masses

Total classification accuracy: number of classifieass / total number of masses

The specificity, sensitivity and total classifiaati accuracy reached from the using of the

SVM classifier for classification of computerizach tomographic mass images are shown in
Table 3.2.

Table 3.2: Values of statistical parameters of SVaksifiers.

Statistical parameters (%)
Kernel Types of SVM _
» o o Total Classification
Classifier Sensitivity Specificity
Accuracy
RBF Kernel 50 81.1 76.74
Poly(Linear) Kernel 35.71 82.76 67.44

The examination of Table 3.2, the best results haogeved in sensitivity, specificity and
total classification accuracy when it used RBF Kém@s 76.74 % and Polynomial Kernel as
67.44 % in decreasing order. It can be decided3WM with RBF kernel could be one of the
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hopeful procedures in the classification of compmésl lung tomographic mass as (From the
values of Table 3.3 and Table 3.4) with the vall&&ppa statistic 0.243, Mean absolute error
0.2326, Root mean squared error 0.4822, Relatigelate error 53.5939 %, Root relative
squared error 108.053 % with 33 correctly clasdifiestances. In other side, Polynomial
Kernel (PolyKernel) error values are Kappa statiBtil 995, Mean absolute error 0.3256, Root
mean squared error 0.5706, Relative absolute &5d¥315 %, Root relative squared error

127.85 % with 29 correctly classified instances.

Table 3.3: Detailed accuracy by class of SVM with RBFri¢é

TP Rate| FP Rate| Precision| Recall | F-Measurel ROC Area| Class
0.3 0.091 0.5 0.3 0.375 0.605 no
0.909 0.7 0.811 | 0.909 0.857 0.605 yes
Weighted | 767 | 0558 | 0739 | 0.767| 0.745 0.605
Average
Table 3.4: Detailed accuracy by class of SVM with RGéynel.
TP Rate| FP Rate| Precision| Recall | F-Measure ROC Area| Class
0.5 0.273 0.357 0.5 0.417 0.614 no
0.727 0.5 0.828 | 0.727 0.774 0.614 yes
Weighted | 071 | 0447 | 0718 | 0.674| 0.691 0.614
Average

In this thesis also the other classifiers have liested as an experiment, and the results of the
other classifiers are demonstrated in Table 3.5.

Table 3.5: The other classifiers.

N _ Output Result
Classifier Desired Result
Cancer Mass Non Cancer Mass
o Cancer Mass 23 4
Logistic
Non Cancer Mass 10 6
) Cancer Mass 27 5
Multilayer Perceptron
Non Cancer Mass 6 5
) o Cancer Mass 22 7
Simple Logistic
Non Cancer Mass 11 3
Cancer Mass 31 9
Voted Perceptron
Non Cancer Mass 2 1
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The other classifiers’ sensitivities, specificiteesd accuracies are shown in Table 3.6. Ifitis
checked by the accuracies (as Table 3.6, Table TaBle 3.8 and Table 3.9) the SVM
classifier with RBF Kernel is victorious with theher classifiers that it is examined as it is

used 66% Percentage Split as training.

Table 3.6: Values of statistical parameters of differéagsifiers from SVM classifier.

Statistical parameters (%)
Classifier o o Total Classification
Sensitivity Specificity

Accuracy

Logistic 37.50 85.19 67.44
Multilayer Perceptron 45.46 84.38 74.42
Simple Logistic 21.43 75.86 58.14
Voted Perceptron 33.33 77.50 74.42

Detailed accuracy by Logistic classifier is shownTiable 3.7. And the errors in Logistic
Classifier, which is 67.44 % successful that haseealed, are Kappa statistic 0.2456, Mean
absolute error 0.3459, Root mean squared error38,98elative absolute error 79.7253 %,

and Root relative squared error 126.2262 % witlk@®ectly classified instances.

Table 3.7: Detailed accuracy by Logistic classifier.

TP Rate| FP Rate| Precision| Recall | F-Measure, ROC Area| Class
0.6 0.303 0.375 0.6 0.462 0.639 no
0.697 0.4 0.852 | 0.697 0.767 0.639 yes
Weighted | 67, | 0377 | 0741 | 0.674| 0.696 0.639
Average

Table 3.8 shows detailed accuracy by MultilayercBptron classifier. Errors of the Classifier
which is reached 74.42 % success and which hagithigois based on nodes related to
classes, Kappa statistic 0.3075, Mean absolute @r8434, Root mean squared error 0.4781,
Relative absolute error 72.214 %, Root relativeased error 107.1232 % with 32 correctly

classified instances.
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Table 3.8: Detailed accuracy by Multilayer Perceptrassifier.

TP Rate| FP Rate| Precision| Recall | F-Measure ROC Area| Class
0.5 0.182 0.455 0.5 0.476 0.658 no
0.818 0.5 0.844 | 0.818 0.831 0.658 yes
Weighted | 7,4 | 0426 | 0753 | 0.744| 0.748 0.658
Average

Simple Logistic Classifier which has 58.14 % susaede and 25 instances correctly founded,
detailed accuracy is shown in Table 3.9 and thergrare Kappa statistic -0.0293, Mean

absolute error 0.4041, Root mean squared errod®,98elative absolute error 93.1207 %,

Root relative squared error 126.5269 %.

Table 3.9: Detailed accuracy by Simple Logistic classifi

TP Rate| FP Rate| Precision| Recall | F-Measure, ROC Area| Class
0.3 0.333 0.214 0.3 0.25 0.485 no
0.667 0.7 0.759 | 0.667 0.71 0.485 yes
Weighted | oe1 | 0615 | 0632 | 0.581| 0.603 0.485
Average

At last, in Voted Perceptron classifier which ha&42 % success rate and 32 correctly
classified instances with using perceptrons, dadagiccuracy by classifier is shown in Table
3.10 and the with the classifier's error values lka@pa statistic 0.0521, Mean absolute error
0.2582, Root mean squared error 0.5017, Relatigelate error 59.5076 %, Root relative

squared error 112.4158 %.

Table 3.10: Detailed accuracy by Voted Perceptron classifi

TP Rate| FP Rate| Precision| Recall | F-Measure ROC Area| Class
0.1 0.061 0.333 0.1 0.154 0.474 no
0.939 0.9 0.775 0.939 0.849 0.474 yes
Weighted | 2,4 | 0705 | 0672 | 0.744| 0.688 0.474
Average

Root Mean Squared Error (RMSE), accuracy and ctyredassified instances are very
important variations. RMSE (Root Mean Squared Eri@lues of the classifiers vary
between 0.4781 and 0.5706, where accuracy is bet&%@d4 % and 76.74 % in classifiers.
As it is shown in Table 3.11, Although RMSE values SVM with RBF Kernel and

Multilayer Perceptron classifiers have both biggaues than the other classifiers, and nearly
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Kernel classifier is bigger than the Multilayer &gptron classifier.

same values with each other, the number of coyretdissified instances of SVM with RBF

Table 3.11: Root mean squared error, accuracy and corrextbifedd instances comparison.

Correctly
. Root Mean .
Classifier Accuracy Classified
Squared Error
Instances
SVM with RBF Kernel 0.4822 76.74 33
SVM with PolyKernel 0.5706 67.44 29
Logistic 0.5634 67.44 29
Multilayer Perceptron 0.4781 74.42 32
Simple Logistic 0.5647 58.14 25
Voted Perceptron 0.5017 74.42 32

Also, RMSE values could be a good indicator ofafglity of classifiers. The smaller Root
mean squared errors of the classifiers are SVM Wehnel's and Multilayer Perceptron’s
errors and SVM with Kernel's and Multilayer Peraepts sensitivities are bigger than the
other classifiers (as shown in Table 3.12). Inatasion, SVM with Kernel’s both Root mean
squared error and sensitivity values have the dmrdition, and that makes SVM with Kernel
classifier the best from inside of the other cléss.

Table 3.12: Root mean squared error values with stafigtizameters.

- Statistical parameters (%) Root Mean
Classifier
Squared Error
Sensitivity Specificity Accuracy

SVM with RBF Kernel 50 81l.1 76.74 0.4822

SVM with PolyKernel 35.71 82.76 67.44 0.5706

Logistic 37.50 85.19 67.44 0.5634
Multilayer Perceptron 45.46 84.38 74.42 0.4781

Simple Logistic 21.43 75.86 58.14 0.5647
Voted Perceptron 33.33 77.50 74.42 0.5017
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4. DISCUSSION AND CONCLUSION

This thesis has been based on the classificatidheoflung masses that is cancer or not. The
investigation proved that 76.74 % total classifmataccuracy can be reached by using SVM
and RBF kernel function trained with the wavelep@ximation coefficients of decomposed
signals. Discrete Wavelet Transformation methagllbeen used for the extraction of features
from computerized lung tomographic images.

Wavelets have qualification to decompose varioasudencies and to protect in hand signal
properties in various resolutions.

The SVM classifier performed a superior performawben classification like mapping of the
features to a higher dimensional space. Two tydekernel function is applied in SVM
method, the best classification accuracy resultstalken when RBF kernel is used and the
worst classification accuracy results are takennaireear kernel is used between the two
classifiers. 66 % of 126 computerized lung tompgres which means 43 instances are used
for training and it is reached 33 correctly inseswith using SVM with RBF Kernel. RMSE
(Root mean squared error) of SVM with RBF Kernekwiae smallest value than the other
classifiers that have examined and sensitivity ipatar value of SVM with RBF Kernel is the
biggest value of all classifiers’ sensitivity vatueAs a result, SVM with RBF Kernel gives

the best results when classification of the commed lung tomographic masses.
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