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OZET

BILGISAYAR DESTEKLU SINAV
Bilgisayar Uyarlamali Sinav i¢in Soru Siniflandirbegerlendirmesi
Erdazdu, Bettil
Yiksek Lisans, Bilgisayar MihendigliBolumu
Tez Yoneticisi: Dog. Dr. Adem Karahoca
Haziran 2009, 65 sayfa

Bu calsmanin amaci kullancinin bir soruya vesidievaba gore sinavdaki bir sonraki
soruyu tespit edecek bilgisayar destekli bir sirgisteminde kullaniimak Gzere
hazirlanan sorularin zorluk derecesini en ggkilde belirlemektir Kullanicinin bir
soruya verdii cevaba gore bir sonraki soruyu segen bilgisayestekli sinavliara
bilgisayar uyarlamali sinav denir. Oncelikle hamdn sorularin zorluklarini
belirleyebilmek i¢in bu sorulari kullaniciya bilgigar tizerinden aktaracak bir uygulama
gelistirilmi stir. Kullanicilarin gelstirilen uygulama tzerinden verdikleri cevaplar fark
istatistiksel yontemlerle gerlendirilerek sorularin zorluklari belirlengtir. Buna bgli
olarak soru zorlgunu en iyi tespit eden yontem bulungtwr. Soru zorluklari en iyi
tespit eden yontem bulunduktan sonra, hazirlanarulso RRT yontemi ile
siniflandinimsgtir. Bu sinifandirma bu camanin gelecekteki yolunu cizgtir. ilki
bilgisayar uyarlamali sinav yazilimlarinda soruniflandirmak igin en iyi yontemin
ne oldgudur. ikinci sonug ise soru siniflandirmalarinda soru awun buyiklginin
onemidir.

Bunlara ek olarak, bu tez daha 6nce yapilnilgisayar uyarlamali test uygulamalarini,
bilgisayar destekli ve bilgisayar uyarlamal testerasindaki farki, bu c¢amanin

bilgisayar uyarlamali test yazilimi ggirmek icin nasil kullanilagani da 6zetler.



Anahtar Kelimeler: Soru Analizi, Bilgisayar Destekli Test, Bilgisayatyarlamal
Test, Veri Madencifi



ABSTRACT

COMPUTER BASED TESTING
Evaluation of Question Classification for Compuielaptive Testing
Erdozdu, Bettil
M.S. Department of Computer Engineering
Supervisor: Assoc. Prof. Dr. Adem KARAHOCA
June 2009, 65 pages

The objective of this thesis is to determine tleenidifficulties in a test that are going to
be used on Computer Adaptive Testing (CAT). CompuBased Testing (CBT)
software has been developed to collect user resgotmsssample items. According to
these user responses, item difficulties have beemd using different approaches.
Consequently, best approach to find item difficuiys been determined by a simple
classification tool.Since using this classification tool, the best rodtho find item
difficulties is determined, items have been clasdifusing RRT algorithm. This
classification ended up with two different resulsit define the future work of this
study. First one tries to reveal which algorithnthe best method for classifying the
guestions for CAT software; and the second onede#srmined whether the size of

item pool is important for question classification.

In addition, this thesis outlines the previous waitthout CAT software, differences
between CAT and CBT, how the current work will beed to further to implement
CAT software. Finally, the benefits and potentiatitations of this research are also
presented here.

Keywords: Item Analysis, Computer Based Testing, Computesptide Testing, Data
Mining
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1. INTRODUCTION

Computer technologies are becoming an importarntqgdahe foundation for improved
education delivery. So implementation, standardimatind regulation of computers,
computer based education and computer assistedsassets are becoming more and

more popular each day.

The potential of computers to create a betteritrgienvironment is a widely discussed
issue in education today. Now many organizationd arperts are trying to find

answers to questions like: What are the benefitasoig computers in teaching and
testing students? What are the flexibility issudsusing computers rather than
traditionally linear-structured information deliy®r What is the proper period and way
to use computers in education? How can the cowsteit or tests be delivered to the

students by text, images or icons? How should siee interfaces be?

As explained above, in education computers carsbd to deliver the course content or
to measure the success rate of the course. Thstlevells upon the assessment
techniques in education via computers. The Britdndards Institution estimates that
approximately 1000 computer-assisted assessmeatpearformed each day in the
United Kingdom (British Standards Institution, 200 addition, a number of studies
relating to the use of computers in student assasswmithin British Higher Education
have been published in recent years, some exarbplag Towse and Garside (1998),
Harvey and Mogey (1999), Doubleday (2000), Kleem&eech, and Wright (2001),
Conole and Bull (2002) and Sclater and Howie (2008)ese studies covered a wide
range of computer-delivered assessments, andhissststudy focuses on two specific
delivery methods: computer-based test (CBT) andpeer-adaptive test (CAT).

As others (Mason, Patry, and Bernstein, 2001; Dgefis 2000; Harvey, and Mogey
1999; Pritchett 1999) have reported numerous bisnefithe CBT approach over the
standard paper-and-pencil one. These benefits dafnge the automation of marking
and subsequent reduction in marking workload todppgortunity to provide students

with immediate feedback on their performance (yill8arker, Britton, 2004)Due to



the limitations of traditional success measuringesa the contribution to the
understanding of students’ knowledge about a stilgelittle. The use of CBTs is an
attempt to overcome these limitations and go sonagy W making course and
assessments more interesting and useful processeloth teachers and students.
Computer-based testing has been developing quiskige then as new question
formats, alternative models of measurement, impr@ms in test administration,
immediate feedback to test takers, and more efficidormation gathering are possible
through using computers (Mills, 2002; Wise & Plak890; Akdemir & Oguz, 2008). A
growing trend among organizations and test devetofs increasingly moving their
paper-and- pencil tests to computer-based tests(MD02). So, instead of persuading
educators to use traditional teaching technigudsermation system specialists should
develop software that assist them in teaching aedsuoring the success level of a

course.

Notwithstanding these benefits, previous work byeos (Carlson 1994; Wainer 1990;
Freedle, and Duran 1987; Lord 1980) suggestedGBdts have often being viewed as
unsatisfactory in terms of efficiency. The reasam this inefficiency is that the
guestions administered during a given CBT sessrennat tailored for the specific
ability of an individual student. In a typical CBfhe same predefined set of questions is
presented to all students participating in the sswent session, regardless of their
ability (Lilley, Barker, Britton, 2004)The questions within this fixed set are typically
selected in such a way that a broad range of abditels, from low to advanced, is
catered for (Pritchett, N. 1994). In this scenaiids accepted that high-performance
students are presented with one or more questi@isate below their level of ability.
Similarly, low-performance students are present@ti wuestions that are above their
level of ability (Lilley, Barker, Britton, 2004).

The underlying idea of a CAT is to offer each stntda set of questions that is
appropriate to their level of ability (Lilley, Bagk, Britton, 2004). Generally, a CAT
initiates with a random question with an averadécdity. A more difficult question
follows if the student answers the question colyed€onversely, if the response
provided is incorrect, an easier question thauitable for this new lower estimate is
presented next Lilley and Barker (2003, 2002).



The use of CAT has been increasing and indeed dieglaraditional CBTs in some
areas of education and training (Lilley, BarkeritBn, 2004). Usually this replacement
is associated with the need for higher efficiendyew assessing large numbers, for
example, in online training. The replacement of GBWith CATs in examinations such
as the Graduate Management Admission ‘T&&st of English as a Foreign Language

and Microsoft Certified Professioriare evidence of this trend.

The study presented here focuses on the evaluattidetermining item difficulties for
CAT software. Accordingly, a brief explanation dém classification according to
difficulties is followed by the study that reveaise best classification algorithm.
Furthermore, previous work on testing, differerstiteg approaches and the pedagogical
aspects of these approaches, the future directibrnthe research within computer
adaptive testing are discussed along with our jpéiares on the benefits and limitations

of these classification methods.

This study launched with the development of a semPBT application designed by
using .NET platform to investigate the power of guer based testing for a course of
university students. Then some items from the CBpliaation were classified to

determine the item difficulties. For this classifion, Weka and Rapidminer were used.

To produce the CBT application, Visual Studio .NEJO5 and SQL Server 2005 were
used since both are convenient and popular foricgifns that need to combine user
interfaces with database. Developing a testing iegidn using .NET platform is
reviewed in Chapter 4 and use of .NET for applaratievelopment is being discussed
in Chapter 3. The second part (Chapter 2) is devate computer based testing
techniques and their comparison. Chapter 5 focosethe evaluation of determining
item difficulties for CAT software. In this sectioaf this study, there is a brief
explanation of item classification according tofidiflties followed by the study that

reveals the best algorithm that determines itefiicdifies.

1 www.mba.com/mba/TaketheGMAT/TheEssentials/WhatSti& T/ComputerAdaptiveFormat.htm
2007

2 www.toefl.org/educator/edcomptest.ht2007

3 www.microsoft.com/traincert/mcpexams/faqg/procedwags? 007




In the last part (Chapter 6) of the thesis, thalltesvithin computer adaptive testing
obtained from this study are being discussed atitiy perceptions on the benefits and
limitations of these evaluation methods. This chaptoncludes with the further

suggestions and tips on the subject.



2. LITERATURE SURVEY

There is lots of academicals and commercial workedon computer based testing
applications. The need of speed, time flexibillow-cost, fair scoring and besides the
unceasingly increasing information technology malkles computer based testing
applications essential. In recent years many reBearhas been done on this issue and

below the historical evolution and some exampleseaplained.

2.1 HISTORICAL EVOLUTION OF TESTING

For a long time, educational testing has focusethlsnan paper and-pencil tests and
performance assessments. Since the late 1980s, twbdarge-scale dissemination of
personal computers (PCs) in education began, tlessieg formats have been rapidly
extended to formats suitable for delivery by compu€omputer-based delivery of tests
has several advantages. For example, it allowseging on demand, that is, whenever
and wherever an examinee is ready to take the Adst, the enormous power of
modern PCs as well as their ability to control npldt media can be used to create
innovative item formats and more realistic testiegvironments. Furthermore,
computers can be used to increase the statisticalracy of test scores using
computerized adaptive testing (CAT). Instead ofrgjveach examinee the same fixed
test, CAT item selection adapts to the ability lemeindividual examinees. After each
response the examinee’s ability estimate is updaedthe subsequent item is selected

to have optimal properties at the new estimate.

The idea of adapting the selection of the itemthéexaminee is certainly not new. In
the Binet-Simon (1905) intelligence test, the itavese classified according to mental
age, and the examiner was instructed to infer thatat age of the examinee from the
earlier responses to the items and to adapt tkets®i of the subsequent items to his or
her estimate until the correct age could be idieatifvith sufficient certainty. In fact, the

idea of adaptive testing is even as old as thetipeaof oral examinations. Good oral



examiners have always known to tailor their questido their impression of the

examinees’ knowledge level.

The development of item response theory (IRT) i ithiddle of the last century has
provided a sound psychometric footing for CAT. Key feature of IRT is its modeling
of response behavior with distinct parameters fog examinee’s ability and the
characteristics of the items. Due to this paramségraration, the question of optimal
item parameter values for the estimation of examaiglity became relevant. The main
answer to this question was given by Birnbaum (194® proved that, unless guessing
is possible, the optimal item is the one with tighbst value for the item discrimination

parameter and a value for the difficulty parametgral to the ability of the examinee.

The further development and fine tuning of the psyoetric techniques needed to
implement CAT took several decades. Because teedomputers were slow and did
not allow for ability estimation in real time, eartesearch was almost exclusively
directed at finding approximations or alternatigenfiats that could be implemented in a
traditional paper-and-pencil environment. Exampbetude the two stage testing format
(Cronbach & Gleser, 1965), Bayesian item selectiotih an approximation to the
posterior distribution of the ability parameter (€w 1969), the up-and-down method
of item selection (Lord, 1970), the Robbins-Monigasithm (Lord, 1971a), the flexi
level test (Lord, 1971b), the stradaptive test @&eil973), and pyramidal adaptive
testing (Larkin & Weiss, 1975).

With the advent of more powerful computers, appiccaof CAT in large-scale high-
stakes testing programs became feasible. A pidndéis field was the US Department
of Defense with its Armed Services Vocational Aypdié Battery (ASVAB). After a

developmental phase, which began in 1979, the @AT version of the ASVAB

became operational in the mid 1980s. However, tigration from paper-and-pencil
testing to CAT truly began when the National Courmdi State Boards of Nursing
launched a CAT version of its licensing exam (NCLEOAT) and was followed with a
CAT version of the Graduate Record Examination (ERer since, many other large-
scale tests like the Test of English as a Foreigmguage (TOEFL), State Farm

Insurance's selection test programs have folloedeems safe to state that at the



moment the majority of large-scale testing programither has already been

computerized or are in the process of becoming so.

2.2 SAMPLE COMPUTER BASED TESTING APPLICATIONS AROUND
THE WORLD

2.2.1 Test of English as a Foreign Language (TOEFL) CBT

In 1998 TOEFL began switching from a paper-basedtl te a computer-based test
(CBT). The TOEFL CBT has four sections: ListeniSgructure, Reading, and Writing.
While the Structure section on the TOEFL CBT feasuthe same types of questions as
the paper-based version, the Listening and Readewions use some new and

innovative types of questions as well as the tiauktl multiple-choice questions.

The Listening and Structure sections are adapBué.the reading and writing sections

are not.

In computer-adaptive sections, questions are chiveena very large pool of questions
that are categorized by difficulty and content. Toeestions are chosen by the
computer, based on how you answer the previoustiqnes For instance, the first
guestion you receive in a computer- adaptive sectitli be of average difficulty. The

guestion you receive next will generally be ond thest fits your performance. In these
sections, you will be able to change your answersften as you like until you have
made your final choice, confirmed your answer, amaved on to the next question.
Your answers to all previous questions help deteenthe difficulty level of the next

guestion you will be given.

The Reading section similar to that of the papesedatest in that you will be given
passages and accompanying sets of questions. Bettaiselection of these passages
and questions will not be based on your performayae will be allowed to omit items

or go back to previous questions.



In the writing section you will be assigned a topétected by the computer from a pool
of topics. You will be given the choice of handwrit your response or typing it on

computer.

The test design for both paper and computer asshaésil test takers will be tested on
similar skills (e.g. comprehension of main ideadenstanding of inferences) and
subject matter (a variety of topics for lecturesl grassages). The scores of all test
takers, at all ability levels, are based on the esammber of questions. Pretest
questions, used for research purposes, may bedegtlin the test, but your answers to

these questions are not scored.

2.2.2 Armed Services Vocational Aptitude Battery (ASVAB)CAT

The Armed Services Vocational Aptitude Battery (AB) is a series of tests
developed by the Department of Defense in the 198@s test consists of 9 individual
tests of the following subjects: Word Knowledge, rd@maph Comprehension,
Arithmetic Reasoning, Mathematics Knowledge, Geneaience, Auto & Shop
Information, Mechanical Comprehension, Electroninformation, and Assembling
Objects.

There are currently three versions of the ASVABsies from any one of them can be

used for military recruiting purposes.

High School Version:The "High School Version" is officially called "Fo 18/19." It's

a paper-based ASVAB commonly given to juniors agwiars in high school through a
cooperative program between the Department of Befeand the Department of
Education. The test is offered at more than 130i@h schools and post secondary
schools in the United States. The primary purpdghis test is not for enlistment in the
military (although the test scores can be usedniditary enlistment). The primary
purpose of this test is to help school counselotssaudents discover where a student's
basic aptitude lies. Approximately 900,000 studeatee Form 18/19 ASVAB each

year.



Paper ASVAB for Recruiting: The paper version of the ASVAB used for military
recruiting is officially known as "Forms 20-22." iBhversion is given by the Armed
Forces for enlistment purposes only. While the tjaes on the high school version and
the recruiting version are different, they are éqoadifficulty. Few people take the
paper recruiting version of the ASVAB these daysdamse most folks interested in
joining the military take the computerized versiof the ASVAB at the Military
Entrance Processing Station (MEPS).

CAT-ASVAB: The third version of the test is the CAT-ASVAB, il is a
computerized version of the Forms 20-22 ASVAB. Aslequestion is answered on the
computer screen, the computer automatically seteetsext question. Most people find
that they score better on the CAT-ASVAB than theya the paper-versions. This is
because, for overall ASVAB score calculation (nadividual line scores), the
mathematics knowledge (MK) and arithmetic reasoriig) questions on the ASVAB
are "weighted," with harder questions worth moresothan easier questions. On the
CAT-ASVAB, when one gets an answer right, the compautomatically selects a
more difficult question (worth more points). If ogets a question wrong, the computer

selects an easier question for the next question.

2.2.3 Graduate Record Examination (GRE) CAT

The computer based GRE is a test in which the ctenpactually adapts to your
performance as you're taking the test. Here is homorks: instead of having a pre-
determined mixture of easy, medium, and hard qoestithe computer will select
guestions for you based on how well you are doifige first question will be of
medium difficulty (500 level questions are half-wlagtween 200 and 800). If you get it
right, the second question will be selected fromarge group of questions that are a
little harder; if you get the first question wrorthe second will be a little easier. The

result is that the test is self-adjusting and selrecting to your skill level.
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Figure 2-1 This graph shows how the test keeps amning score of your performance as you take
the test. The student's running score goes up whére gets the first three questions right (blue) and
the score goes down when the test taker gets quesis wrong (red)

A result of the CAT format is that the harder peshk count more than easier ones. If
one student does twenty easy questions, half afiwihe gets right and half of which he
gets wrong, and then another student does twemyydiicult questions, half of which

he gets right and half of which he gets wrong,sbeond student will get a higher score.

The student who answered ten out of twenty verficdit questions incorrectly would
still get a very high score on the GMAT CAT becatise harder questions are more
heavily weighted. Simpler questions might be easleanswer, but they count much
less.

The CAT puts much more value on the earlier questiban the later questions. The
computer has to make large jumps in the estimaifoyour score for each of the first

few questions. The later questions are used tetfine your score.

800

500 } $ 4

200

Figure 2-2 The blue graph shows a student who gdh¢ first 8 questions right and the remainder
wrong and the red graph show a student who got thérst 8 questions wrong and the remainder
right. The blue student scores much higher, despitenswering fewer questions
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3. DIFFERENT APPROACHES FOR TESTING WITH
COMPUTERS

3.1 INTRODUCTION TO COMPUTER BASED TESTING (CBT) &
COMPUTER ADAPTIVE TESTING (CAT)

Since the 1970s there has been a tremendous ambuvesearch on CAT and CBT.
Countless psychometrician years of effort were ireguto produce a test that could be
used seamlessly with the paper-based tests. Margr ¢ésting programs have also
devoted great effort to computerizing their assesgnnstruments. The efforts devoted
to CAT and CBT in the past two decades are rememisof the growth of large-scale
standardized paper-based testing in the 1940s @B@s1 This growth led to extensive
research by psychometricians to ensure that exawineceived scores that were fair
and equitable. For example, multiple test formsensgeded by these large assessment
programs so that practice effects and cheating wetean issue. However, the use of
multiple test forms creates the problem of placatigexaminees' scores on the same

scale; thus began the field of test equating.

CBT is having analogous growth today. This groveticrieating new technical problems
for psychometricians that must be solved for tgsfimograms to operate smoothly.
Issues include developing and calibrating large lmens of items, constructing item
pools for operational tests, limiting exposure tms to ensure security, designing
procedures for scoring tests, and selecting mofibel€haracterizing item responses.
Furthermore, numerous basic issues have not besguatdly studied such as under
what conditions should the fundamental unit of gsialbe an item or a set of items (i.

e., a "testlet").

It is important to maintain one's perspective ie flace of the numerous technical
challenges to CAT and CBT. Computerization enatdesnuch broader range of
measurement advances than just adaptive admirostret traditional multiple-choice

items. The first is visualization. True color imagean be presented with remarkable

resolution. Moreover, it is possible to allow useyspan in and out, as well as rotate
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objects in space. Audition provides a second imgment. Simulations of phone
conversations, such as those made to call certmnsalso be used to glean information
about examinees. What might be called interactionstitutes the third area: Full
motion video can be presented by the computer Aod it is possible to develop
assessments of skills related to human interactiGosnputerization greatly increases
the variety of stimulus materials that can be pmessk to examinees. As noted
previously, we can use the terms visualizationjtaurd and interaction to classify new

assessment tools.

3.1.1 Visualization

Computer monitors are rapidly converging to a tosdor standard that allows 16
million colors to be presented; this representsnilaimum number of colors that can
be discriminated by the human eye. Moreover, ttst gbmonitors has fallen rapidly so

that the new generation of large monitors can veh@sed by many testing programs.

Large screen sizes, true color, and high resolutidow high fidelity displays of

images.

Ackerman et al. (1999) exploited these featureshay developed a dermatological
disorder examination for medical students. Varieki disorders are presented with
nearly photographic clarity; examinees can pannith aut to view the disorder. Some
information about the case history is also preskrded the student must choose the

disorder from a long list.
Assessments in many other domains can benefitifmproved visualization.

For example, the University of lllinois dendrologgurse uses visual presentations to
test students' abilities to identify trees and woethnts. Identification of rocks in a
geology course, paintings in an art course, ancoubés in a chemistry course could all

benefit from this type of visualization.
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3.1.2 Audition

It is theoretically possible to present examinedth Wigh-quality color images in a
paper-based exam (but panning and rotation aregosgible), but it is prohibitively
expensive. Audition is even less feasible for pdmeed tests. For computerized
assessment, however, examinees can put on headphode"press enter to begin."
Vispoel's (1999) musical aptitude test provideoadyexample of the use of audition.
Musical sequences of varying complexity are presgbrand the examinee must identify

a matching sequence.

Again, the use of audition facilitates the assesénoé a wide variety of skills. For
example, telephone service centers are becomingcaeasingly important means of
providing service to customers. Simulations of ratéions with customers can be
presented to job applicants or trainees, and impbrtliagnostic information can be

quickly collected.

3.1.3 Interaction

Paper-based assessments of social and interpersaitial have been difficult to
construct. Stevens and Campion's (1994) test ofiieak skills, for example, has been
found to be highly correlated with verbal aptitddéowing correction for unreliability.
This high correlation raises serious questions aliba construct validity of the
teamwork skills assessment. Nonetheless, researchssessment centers (Gaugler,
Rosenthal, Thornton, and Bentson, 1987) suggeatsstitial skills are important in the

workplace.

Full-motion video provides an assessment mediurh mitich lower cognitive demands
than paper-based tests. Olson-Buchanan et al. (1B®8sgow et al., 1999) used full-
motion video to develop an assessment that predietsagers' abilities to deal with
conflict in the workplace but is almost perfectlycorrelated with cognitive ability.

Similarly, Donovan et al. (1998) developed an amsesnt of leadership skills that
predicts job performance of managers but is uredlad cognitive ability. Note that low

correlations between cognitive ability and integoeral skills provides evidence of
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discriminant validity for the new assessments amdiges insights into the structure of

human abilities.

The variety of social skills needed by children itderact with their peers seems
substantial. Adults also need many disparate sgkill to function effectively in the
workplace and with their families. Full-motion vo@resented by a computer seems to

be the right way to develop standardized assessméntasonable costs.

What kinds of psychometric models will adequateljaracterize responses to
assessments using visualization, audition, andaaten? It is not clear that latent trait
models are preferable to latent class models foresof the skills that can be assessed

in these modalities. Creative work on appropriatelets is needed.

3.2 ADMINISTRATION OF COMPUTER BASED TESTS

Currently, large scale testing programs generalipiaister their tests to large groups of
examinees on a relatively infrequently basis. Campuadministered tests are
impractical for large group administrations simplgcause it is difficult to have large

numbers of computers in one place at one time.

Freeing the test administration model from thedaggoup format has resulted in a wide

variety of new options.

Perhaps the most appealing of the many alternaisv@zdividually scheduled testing
available on a daily basis. Here examinees reserseat in front of a computer for a
particular time and take the test at that time. sThilhe test is administered at the
convenience of the examinee rather than the coewmeai of the test publisher.

Obviously, examinees find this alternative veryaattive.

Individually scheduled testing presents significalmdllenges for test publishers. In this
context, maintaining test security becomes a alitissue because examinees take the
test serially. Individuals already tested may déscitems that they were presented to

as-yet-untested examinees.

14



If these latter examinees encounter any of thertest items, it is clear that they are
provided an unfair advantage. To counter this threaveral methods for exposure
control have been developed to minimize the ovebl@pveen items selected for

administration to different examinees from a giitem pool.

Numerous other administration models can be cordeio address security concerns.
These include less frequent test administration)tipbel item pools, and specific
disclosure test dates. Some of these administratiotiels will be more convenient for
the examinee than others. It is possible that assck legislation will encourage
administration models that are less preferred merees. Some of these effects of
legislation are likely to be unanticipated, but nieya major concern to examinees that

are inconvenienced by the administrative models.

3.3 COMPUTER BASED TESTING (CBT)

The decade of the 1990s has been one of significaahge for the measurement
profession. Much of the change has been driverhbyrapid expansion of computer-
based testing (CBT). Although CBTs have been adi@red for many vyears,
improvements in the speed and power of computenpled with reductions in their
cost have made large-scale computer delivery ¢ fessible. CBT is now a common
form of test delivery for licensure, certificaticernd admissions tests. Many large-scale,
high-stakes testing programs have introduced CBfeeias an option or as the sole
means of test delivery. The move to CBT has beeg, great extent, successful. It has
not, however, been without problems. As CBT gainmegopularity, questions were
raised about access to CBT testing centers, thaigeof CBTSs, the reliability of test-
delivery systems, the psychometric quality of tlestd, and the adequacy of the
theoretical models that support them. Traditior@aerns about testing, such as item
and test bias, continue to be raised with respe@BTs and have been expanded to
include issues such as whether access to technoddfpcts test performance
differentially for members of different groups. CBi&s been expensive and has placed

new demands on test developers to produce mores iteore rapidly to maintain
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security in a continuous testing environment. Imtcast to these concerns, many
measurement professionals have noted that CBT raeg the potential to provide a
richer understanding of examinee performance anuhhibities. Data that is not
available in paper-and-pencil testing programg(etime spent per item) may provide
new information to inform the interpretation of fmmance. In addition, there is some
evidence that computer processes may supplemeaplace manual processes for test
development and the scoring of complex responseésaasna result, render certain forms
of testing more economical than has been the gadbei past. CBT also allows for
substantial reductions in the time between testimidtration and score reporting, a
significant benefit in the eyes of many. Finallgstt sponsors are free to offer their tests

more frequently, a convenience that many examifieésppealing.

CBT is already a major vehicle for test deliveryglam fact, become the dominant form
of test delivery. Both the difficulties and the opjunities associated with CBT offer
challenges to the measurement profession. Advaincpsychometrics are required to
ensure that those who rely on test results can ablaast the same confidence in CBTs

as they have in traditional forms of assessment.

3.4 COMPUTER ADAPTIVE TESTING (CAT)

There are a number of important ways in which CARsl other computerized tests
differ from paper-and-pencil tests. First, for papad-pencil tests, there is a clearly
defined component called a "test form." This is se¢ of items in a test booklet that
counts toward an examinee's reported score. Eaat lpege testing programs produce
several test forms composed of mostly unique teshs. It is easy to determine how
many items a test form uses, and all items on ¢ fare used the same number of

times as the form as a whole.

CATs do not have test forms of the sort encountaved paper-and pencil testing.
Instead, items are drawn from the CAT item pooth®y item selection algorithm so that

items are of appropriate difficulty for each indival examinee. The CAT item pool
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contains a large number of calibrated items; tén ipool may include a few hundred to
several thousand items. The items have varyingcdiffes that assess the material
specified in a test's blueprint. Calibrating armiténvolves first administering it to a
large representative sample of examinees underoperational conditions. Then a
statistical analysis is performed to determine abt@ristics of the item such as its
difficulty. Following calibration, items are placea the CAT item pool; this includes
the item's text, the classification of the item-aisis the test blueprint, and the

estimated item parameters (including item diffigllt

The item selection algorithm incorporates sophaséid methods derived from item

response theory (IRT) to choose items to admintstar particular examinee so that (1)
the test is of appropriate difficulty (the itemesstion algorithm chooses more difficult

items if an examinee answers items correctly arsieedems if an examinee answers
incorrectly); (2) the test provides precise meanamet; and (3) all examinees are
administered items that span the same test coBenause the test for each individual
is created during the process of test administiatizere is not a test form in the sense

of a conventional paper-and-pencil test.

It has been suggested that the set of items adeviadis to an individual might be
considered as a test form. Using this definitiosjrle CAT item pool would produce
hundreds or thousands of different test forms altyu@he testing literature has not
considered in detail what would constitute the rd&tin of a test form for a CAT or

whether the notion of latest form is useful in domtext of CAT.

CATs select items from a large collection of iteroalled an item pool. The
characteristics of an item pool are critical forCAT, and the item pool must be
constructed very carefully. Also the manner in vahike CAT item pool is revised has

important implications.

Some of the reasons to switch to computerizedagsiinistration were: (1) CAT makes

it possible for students to schedule tests at tbemvenience; (2) tests are taken in a
more comfortable setting and with fewer people adthan in large-scale paper-and-
pencil administrations; (3) electronic processiidgest data and reporting of scores is

faster; and (4) wider ranges of questions andctasient can be put to use.
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In the current CAT programs, these advantages lav&inly been realized and
appreciated by the examinees. When offered theceHmtween a paper-and-pencil and

a CAT version of the same test, typically most eixe®s choose the CAT version.

However, the first experiences with actual CAT halso given rise to a host of new
questions. For example, in high-stakes testingnarag, item security quickly became a
problem. The capability of examinees to memorizt items as well as their tendency

to share them with future examinees appeared toum higher than anticipated.

As a consequence, the need arose for effectiveadetto control for item-exposure as

well as to detect items that have been compromised.

Also, the question of how to align test contenthwilte test specifications and balance
content across test administrations appeared tmdre complicated than anticipated.
This question has led to a search for new testigorihms as well as the introduction
of a variety of new forms such as testlet-basegtadatesting. Furthermore, items now
have to be calibrated on line, and the feasibdftgfficient methods of item calibration,
using background information on the examinee andpleying optimal design

techniques, are currently investigated.

3.5 COMPARISON BETWEEN CAT & CBT

Harvey and Mogey (1999) and others (e.g., De Asge2000; Mason, Patry, &
Bernstein, 2001;Pritchett, 1999) have stated variadvantages of the CBT approach
over the standard paper and pencil one. These tdyesranged from the automation
of marking and subsequent reduction in marking Veartt to the opportunity to provide
students with immediate feedback on their perforrearn spite of these advantages,
previous work by Lord (1980), Freedle and Duran8{)9 Wainer (1990) and Carlson
(1994) showed that CBTs are not satisfactory enangierms of efficiency. Because
the questions delivered during a CBT session atedeweloped for an ability of a
specific student. During a CBT session, the samee@ipusly developed questions are

delivered to all students without considering thetility. In this condition, students
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with higher performance are answering questionsdha below their ability. And vice

versa counts for students with low performance.

Offering each student a set of questions that isagguiate to their level of ability is the

reason for CAT. In CAT, questions are dynamicadliested for each student according
to his/her performance to previous questions. Inegad terms, a CAT session starts
with a random question of average difficulty. Ifetlstudent answers the question
correctly, the estimate of his or her ability icri@ased. Consequently, it is logically
decided that he/she can answer a more difficultsime And a harder question

according to this new estimate is asked. If thpaese is incorrect, a converse manner

is used to select the new question for the student.

Asking an easy question to a high ability studeould not provide true information
about his/her ability even the answer is correiitewise, a difficult question answered
wrongly by a less successful student would not shiogv real ability level of this
student. By selecting and administering questidrad match the individual student’s
estimated level of ability, questions that preserbw value information are avoided
(Lilley & Barker, 2002, 2003). In doing so, the ttésngth can be reduced up to 50%
without jeopardising test validity and reliabilitfCarlson, 1994; Jacobson, 1993;
Microsoft Corporation, 2002).

Low performance student might be disappointed aodfused, high performance
students might be bored and tired of questions iwdppropriate levels of difficulty. So
it can be stated that in addition to increasingcifiicy, CATs also increase the level of

interaction and motivation of the student.
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4. CBT DEVELOPMENT

The study presented here involves an applicatioa shmple problem from education
delivery area by the representation of the tesivelgl tool developed by using
Microsoft .NET platform and item classification kedques applied by Weka and
Rapidminer. From this point of view, current stutBeply involves in investigation of
computer based and computer adaptive testing tgebsj development of an
application using Microsoft .NET platform, previdyisdeveloped computer based

testing tool applications and classification algoris and tools.

The problem taken from the education delivery iseah on an application that
represents measuring proficiency on a course \santg by using database models,
guestion selecting algorithms, developing test #eand designing user interfaces run
on .NET framework. The approach gives a mean bmddmputer based testing
problems via database connection to relate andesihlose problems since both the

application and algorithm parts are considered lgeep

From this study, it is observed that selecting tireper algorithm for question
classification can make test delivery for measutimg proficiency level of a course

makes test delivery faster and error free.

4.1 THE NEED FOR DEVELOPING A CBT APPLICATION

Firstly a CBT application has been developed. A dvabed application that displays
questions in a regular or random order — not adegrtb their weights — has been
developed in .NET. Afterwards a CBT session we@htach question used in the test
was determined. Afterwards, a CAT application w#l developed to use these question

weights.
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4.2 DEVELOPING THE TESTING APPLICATION

A small .NET web application has been created BT CSame interface has also been

used in CAT model with a difference in selectingesfions, in other words selecting

guestions in adaptive manner rather than in a aegulrandom order.

The application offers different procedures for tdifferent roles; administrator and

user. Some interfaces of the application are dygplébelow, others can be found in

Appendix A.

The user enters the system from the below web gegmrding to the username system

checks whether the user is an administrator or @inary user. To provide this

property, the system checks if the user name igad@ or not so that the user names

are unique.

& Login - Windows Internet Explorer E]@
ok

+ | B Htp:ifiocalhost: 1512/ TestBuilder fLogin, aspx (][ ][%] [5o0a

o iﬁmg\n I far- B @ - esee - Gk

Quizzer...

User Name:

Password:

[Iremember me next time.

Bahgesehir University | Faculty of Engineering © 2006 Bahgeschir Universiy

Al 162

Done: % Lacalintranst * 100%

Figure 4-1 Login screen
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Below screenshot shows a sample question enterauggs.

dmin - Windows Internet Explorer mE=x]
G_@ v [8] httpifflocaihost: 1512 TestBuider CreateTest aspx ‘l]li’ J[¢] [s0oge 2
o ‘?.ﬂ\dm\ri f‘ - o - |hpage + G Taols +
m
Quiz Builder...
#User Options
* Add User Test| | Create Test
* Update User
AR
o D“(‘;‘ay.“e‘ e ©Add Question C Create Test
est Options R
*Test Editing
-
] Queston 1 |How many sides does a triengle have? | 1
* Update Test
-3 stion Im === = = = = =
Test Results Cmatiod g ¢ [Frrr—
¥ Test-Based Scores . FE S FE R R
e, Queson Type:, ~Bliugs ©ilen
*Help A fowr [ Carrect - A
¥ Contact B |fve [ Correct - B
o Corect - C
D O Correct - D
o :
. _ &l
fl Bl
Done: % Localintranet. w100% v

Figure 4-2 Question entry screen
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5. QUESTION CLASSIFICATION FOR COMPUTER ADAPTIVE
TESTING

5.1 DATA GATHERING AND PREPROCESSING

The dataset introduced here consists of a midtetametaken by 368 students and a
final exam taken by 356 students during the fieshaster of History of Civilization
course. In the midterm exam, there were 13 multgbleice questions with 4 choices
and in the final exam, there were 30 multiple caajoestions with 4 choices. Questions
were delivered via a CBT system to the studentsguseparate computers. CBT system
was a web application running on Intranet backb@peestions delivered during the

midterm and final exams were taken into considenafdor classification purpose.

The reason for classifying these questions is toved the CBT system to a Computer
Adaptive Testing (CAT) system. In CAT, items arawn from the item pool by a

simple item selection algorithm so for each indidtexaminee, appropriate items are
delivered. All items in the CAT item pool rangedifficulty values. If an examinee gets
an item right, an item having a greater difficulsyselected from the item pool and
delivered to the examinee as the next questiohetdst. If he/she gets it wrong, then
an item having a smaller difficulty is selectednfrahe item pool and delivered to the

examinee as the next question of the test.

Table 5-1 Nominal question levels

Question Level | Numerical Representation
Very Easy -1
Eas) -0,£
Middle 0
Hard 0,5
Very Hard 1

The aim of this section is to determine the initiam difficulties of the questions using
the appropriate algorithm so that a CAT applicattan be developed using these initial

item difficulties and the algorithm.
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In a classification problem, in addition to caldirig the item difficulties, output classes
have to be determined to create a model. Quesaimnslassified in 5 different classes
asvery easy easy middle, hard andvery hard as listed in above tablel (Karahoca,
Gokceeli, Gungor et al. 2007).

The problem here is to determine the item diffiegitand place them into right nominal

guestion levels.

5.2 METHODS TO FIND ITEM DIFFICULTY

5.2.1 p-value

In many educational and psychological measuremé&mt®ns, the easiest way is to
determine the item difficulty from thegroportion of the total group selecting the correct
answer to that question. The following formula mag used to calculate the item

difficulty factor (called the p-value):
p=c/n

Where c is the number of students who selecteddhect answer and n is the total

number of respondents.

As seen from Table2 and Table4, p-value is indyegroportional to the item
difficulty. For instance, the Bquestion of the midterm exam is answered by 187 te
takers among 368 test takers. The p-value of théstipn is 0,372, which shows that
the probability of getting this question is abo@®@ With this probability 18 question

is the most difficult among the midterm exam quesi

With this information in mind, let's position theidterm and final questions into the

pre-determined Nominal Question Levels in abovéetab
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Table 5-2 ¢, n, p and nominal question levels fahe Midterm exam using p-value method

MIDTERM
ltemID | ¢ n p Nominal Question Levels
1 194| 368| 0,527 0
2 193| 368| 0,524 0
3 235| 368 0,639 -1
4 186| 368| 0,505 0
5 202| 368/ 0,549 -0,5
6 219| 368 0,595 -0,5
7 168| 368| 0,457 0,5
8 150| 368/ 0,408 0,5
9 207| 368/ 0,563 -0,5
10 172| 368 | 0,467 0
11 194/ 368 | 0,527 0
12 156| 368 | 0,424 0,5
13 137|368 0,372 1

For the items in Table2, the mean and standarcatieniis calculated using p values as
shown in Table3. According to these mean and stahdeviation values, a scale,
shown in Figurel, is designed for placing item® inbminal question levels. And all

items are placed into related nominal questionllageshown in below table.

Table 5-3 Mean and Standard Deviation of Item Difftulties found by p-value Method for Midterm
and Final Exams

MIDTERM | FINAL
Mean 0,504 0,487
Standard Deviation 0,076 0,116

-1 -0,5 0 0,5 1

Figure 5-1 Midterm Exam Nominal Question Level vsitem Difficulty Scale
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Same procedure is also applied to the final examst And nominal distributions
found after the procedure are shown in below table.

Table 5-4 ¢, n, p and Nominal Question Levels fohe Final Exam using p-value Method

FINAL

Nominal Nominal

Question ltem Question

temID | c n p Levels ID c n p Levels
1 179| 356, 0,503 0 16 190| 356| 0,534 0
2 146 | 356| 0,410 0,5 17 175| 356| 0,492 0
3 132 356| 0,371 0,5 18 209| 356| 0,587 -0,5
4 111 | 356, 0,312 1 19 154| 356| 0,433 0
5 163 | 356, 0,458 0 20 197| 356| 0,553| -0,5
6 117 | 356| 0,329 0,5 21 207|356( 0,581 -0,5
7 142 | 356| 0,399 0,5 22 266| 356 | 0,747 -1
8 153 | 356, 0,430 0 23 217| 356| 0,610 -0,5
9 142 | 356| 0,399 0,5 24 177| 356 | 0,497 0
10 161| 356| 0,452 0 25 211|356( 0,593 -0,5
11 179| 356/ 0,503 0 26 137| 356| 0,385 0,5
12 196| 356/ 0,551 -0,5 27 245| 356 | 0,688 -1
13 102| 356| 0,287 1 28 201| 356| 0,565 -0,5
14 206| 356, 0,579 -0,5 29 203| 356| 0,570 -0,5
15 191| 356| 0,537 0 30 91| 356/ 0,256 1

5.2.2 Norm-Referenced Item Analysis

A norm-referenced test (NRT) is a type of testeasment, or evaluation in which the
tested individual is compared to a sample of hisesrpeers (referred to as a "normative
sample") (By the Numbers, Terry Bergesn). The témormative assessment” refers to
the process of comparing one test-taker to hisophkers.

In NRT, the goal is usually to rank the entire eétindividuals in order to make
comparisons of their performances relative to onetleer. In this paper, students’
performances will be analyzed on multiple-choicstde Well-constructed multiple-
choice items can be used to diagnose student wltféis if the incorrect options are
designed to reveal common misconceptions, and thay provide a more
comprehensive sampling of the subject material iizanore questions can be asked.

In addition, they are often more valid and reliaihlen essay tests because
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(a) They sample material more broadly; (b) discnation between performance levels
is easier to determine; and (c) scoring consisténeyrtually guaranteed when carried

out by machine.

The validity of multiple-choice tests depends uposystematic selection of items with
regard to both content and level of learning. Alitjo most teachers try to select items
that sample the range of content covered in cthey, often fail to consider the level of

discrimination and level of difficulty of the itentisey use.

Item discrimination and item difficulty can be callated by evaluating the test takers as
in norm-referenced item analysis supposed by Bralr) (1995, pp. 40-47). Item
difficulty is a measure of overall difficulty (p)fahe test item. The lower the p, the
more difficult a particular item is. Whereas, itafiscrimination tells us how good a
question is for separating high and low perform#rg more important for an item to

be discriminable than it is to be difficult.

For norm-referenced item analysis, test takersldhmeisorted in descending order first.
Then two things must be specified: number of pedpldigh and low groups and

number of people in high and low groups who geawdiqular answer right. Using these
two groups, item discrimination index and item idiffty index can be calculated using
the below formulas:

Item Discrimination Index: a=@JU) - (L, /L)

Item Difficulty Index: p=(UW+Ly)/(U+L)
Where,

Up = Number of high performers who got question right
L, = Number of low performers who got question right
U = Number of high performers

L = Number of Low performers
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Table 5-5 Lp, Up, a and p and Nominal Question LeVs

MIDTERM
Nominal Question
ltemID |[Lp | Up | a p Levels
1 40| 91| 0,42 0,539 0
2 39| 86| 0,380,514 0
3 46 | 108/ 0,51| 0,634 -1
4 35| 83| 0,39 0,486 0,5
5 51| 74| 0,19 0,514 0
6 50| 100 0,41| 0,617 -0,5
7 28| 94| 0,54 0,502 0
8 29| 71| 0,340,412 0,5
9 41| 98| 0,46 0,572 -0,5
10 23| 93| 0,570,477 0,5
11 30| 99| 0,560,531 0
12 22| 98| 0,620,494 0
13 28| 65| 0,300,383 1

In Table 5.5 and Table 5.7 are thandp values for 13 midterm and 30 final questions

calculated by the above formulas respectively.

Nominal question levels are found using the samaérggtechnique in p-value section.

Table 5-6 Mean and Standard Deviation of Item Difftulties found by Norm-Referenced Item
Analysis Method for Midterm and Final Exams

MIDTERM | FINAL
Mean 0,513 0,507
Standard Deviation 0,070 0,116
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Table 5-7 Lp, Up, a and p and Nominal Question LeVs for the Final Exam using

FINAL

ltemID| L, | Up| a p Nominal ltem |Lp| Uy | a p Nominal

Question ID Question

Levels Levels
1 36| 83| 0,40| 0,515 0 16 | 40| 90 | 0,43/ 0,563 0
2 39|60 0,18 0,429 0,5 17 | 46| 72 | 0,22/ 0,511 0
3 26/69|0,37| 0,411 0,5 18 | 60| 92 | 0,27| 0,658 -0,5
4 16| 62| 0,40| 0,338 0,5 19 | 29| 79 | 0,43 0,468 0
5 42173 0,26| 0,498 0 20 | 52| 79 | 0,23| 0,567 -0,5
6 35| 45| 0,08| 0,346 0,5 21 | 59| 61 | 0,01 0,519 0
7 36| 66| 0,26| 0,442 0,5 22 | 77] 99 | 0,18/ 0,762 -1
8 27| 85| 0,50{ 0,485 0 23 | 59| 84 | 0,21 0,619 -0,5
9 37| 62| 0,21| 0,429 0,5 24 | 35| 84 | 0,42 0,515 0
10 27|73]0,39| 0,433 0,5 25 | 50| 83 | 0,28/ 0,576 -0,5
11 | 35/88|0,45| 0,532 0 26 | 41| 48 | 0,06/ 0,385 0,5
12 46| 81| 0,30| 0,550 0 27 | 54|101| 0,40 0,671 -0,5
13 26| 40| 0,12| 0,286 1 28 | 55| 86 | 0,26/ 0,610 -0,5
14 61| 94| 0,28 0,671 -0,5 29 | 49| 79 | 0,25/ 0,554 0
15 53/ 79|0,22| 0,571 -0,5 30 | 29| 36 | 0,06| 0,281 1

The higher the value & (up to 1), the better the item is capable of s&pay high and
low performance. I& = 1, this means the entire high performance gengpnone in the
lower performance group get a particular questightr Since this is not a frequently

seen situatiora rarely (if ever) = 1

An item has an acceptable level of discriminatibrai>= 0,30 p anda are not
independent probabilities. Discrimination indexesssl than 0,30 are sometimes

acceptable if we have a very high p value.

From Table5 And Table7, it is observed that 100%nafterm questions and 93,33% of
final questions have acceptable level of discritioma However, none of them are

close to the optimum difficulty level. Consideriige optimum difficulty index for
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multiple choice questions with 4 options from Tablboth tests can be termed as easy.
But yet, taking student success into consideragieids presented nominal question

levels.

Table 5-8 Recommended Difficulty Index for VariousTest Items

Number of Options (k) | Optimum Difficulty Index
2 (True-False) 0,85
4 0,74
Oper-Endec 0,5C

5.2.3 Item Response Theory

Item difficulty can be determined by using anothRT approach which uses the

formula below [15]:

ID = MSCA/SCAE

Where,

ID = item difficulty

MSCA = Minimum Sum of Correct Answers

SCAE = Sum of Correct Answers of Each Question

Among the midterm questions, the least answeredsotie 13 question. So it has the
greatest ID. With this information in mind, let'sogition the midterm and final

guestions into the pre-determined Nominal Quedievels in Tablel.

For the items in Table9 the mean and standard tieviss calculated using ID values as
shown in Table9. The standard deviation valuethermidterm exam is used to place
items into related nominal question levBame procedure is also applied to find the

levels of the final exam items.
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Table 5-9 MSCA, ID and Nominal Question Levels fothe Midterm Exam using IRT

MIDTERM
Nominal
ltem ID| MSCA | ID | Question Levels

1 194 | 0,706 0

2 193 | 0,710 0

3 235 | 0,583 -0,5

4 186 | 0,737 0

5 202 | 0,678 -0,5

6 219 | 0,626 -0,5

7 168 | 0,815 0

8 150 | 0,913 0,5

9 207 | 0,662 -0,5
10 172 | 0,797 0
11 194 | 0,706 0
12 156 | 0,878 0,5
13 137 | 1,00d 1

According to this algorithm, there is no item tagges very easy. Forwhy an item can
be very easy if and only if converges to zero,timeowords the difference between the
item having the minimum difficulty and mean must chumore than the standard
deviation.

Table 5-10 Mean, Standard Deviation and Minimum oftem Difficulties found by IRT for Midterm
and Final Exams

MIDTERM | FINAL

Mean
0,755 0,559

Standard Deviation
0,120 0,155

Minimum item difficulty

0,583 0,342
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Table 5-11 MSCA, ID and Nominal Question Levels fothe Final Exam using IRT

FINAL
Item ID | MSCA | ID Nominal tem | MSCA| ID Nominal
Question ID Question
Levels Levels
1 179 | 0,508 0 16 190 | 0,479 -0,5
2 146 | 0,623 0 17 175 | 0,520 0
3 132 | 0,689 0,5 18 209 | 0,435 -0,5
4 111 | 0,820 1 19 154 | 0,591 0
5 163 | 0,558 0 20 197 | 0,462 -0,5
6 117 | 0,778 0,5 21 207 | 0,440 -0,5
7 142 | 0,641 0 22 266 | 0,342 -0,5
8 153 | 0,595 0 23 217 | 0,419 -0,5
9 142 | 0,641 0 24 177 | 0,514 0
10 161 | 0,565 0 25 211 | 0,431 -0,5
11 179 | 0,508 0 26 137 | 0,664 0
12 196 | 0,464 0 27 245 | 0,371 -0,5
13 102 | 0,892 1 28 201 | 0,453 -0,5
14 206 | 0,442 -0,5 29 203 | 0,448 -0,5
15 191 | 0,476 -0,5 30 91 | 1,000 1

5.2.4 Selecting the Best Algorithm for Determining Item Dfficulties

Since item difficulties of both tests are calcuthte three different ways, now a
classification algorithm called RandomTree is goiade used to determine which of
the methods above the best for determining the d@#ficulty is. For this purpose, final

exam data will be used since it has more samples.

A Rapidly-exploring Random Tree (RRT) is a datacture and algorithm designed for

efficiently searching non-convex, high-dimensiosaéarch spaces. Simply put, the tree
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is constructed in such a way that any sample insffeee is added by connecting it to

the closest sample already in the tree (Hambletod,Swaminathan, (1985)).

According to RRT, classification results for p-vaJunorm-referenced item analysis and

IRT are shown in Table 5-12 and the detailed resare shown in Appendix B:

Table 5-122 Classification Results for p-value, Non-Referenced Iltem Analysis according to RRT

Total Percentage ofl Percentage of
Correctly | Incorrectly
N N Number Correctly Incorrectly
Classified | Classified N N
of Classified Classified
Instances Instances
Instances Instances Instances
p — value 6490 4190 10680 60.77 % 39.23 %
Norm - Referenced
_ 7052 3628 10680 66.03 % 33.97 %
Item Analysis
IRT 6343 4337 10680 59.39 % 40.61 %

As seen from the results the questions are nosified perfectly, to correct this

problem data is made nominal and RRT is applietthéodata again. Using the nominal

data, the results are fairer. According to RRTssification results for p-value, norm-

referenced item analysis and IRT on nominal dagsshown below in Table 5 - 13:

Table 5-133 Classification Results for p-value, Non-Referenced Item Analysis on Nominal Data
according to RRT

Total Percentage ofl Percentage of
Correctly | Incorrectly
N » Number Correctly Incorrectly
Classified | Classified » B
of Classified Classified
Instances Instances
Instances Instances Instances
p — value 9635 1045 10680 90.22 % 9.78 %
Norm - Referenced
_ 10252 428 10680 95.99 % 4.01 %
Item Analysis
IRT 9539 1321 10680 87.63 % 12.37 %
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Best method to determine the item difficulties ®aned as Norm-Referenced Item
Analysis as a consequence of taking both item idiseation and item difficulty into
consideration. Another important thing is to makgéadhominal before trying to run any

classification method on it.
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6. CONCLUSIONS AND FUTURE WORKS

There is a great need in the education area totoal&to monitor test results on a large
scale as well as more precise tools to identifystjaes that are most likely to be

benefited by students according to the knowledgel lef the student.

The applications of item response theory modeliag leelp to create these tools. Item
and scale analysis within the framework of IRT \eilisure reliable, valid, and accurate
measurement of respondent trait levels. Identificabf items that are informative or

problematic help investigators to understand th@alos they are measuring as well as

the populations they measure.

Furthermore, there is a need in the education @restandardize the concepts and
metrics of knowledge measurement to allow compassaf results across assessment

tools and across diverse populations.

Item banking is one method that will place multipieasures on a common metric to
allow cross-walking of scores. From the item baanky number of instruments can be
tailor-made to measure the population of interesthaut the worry of score
comparability with other groups that may be takamgalternative assessment developed
from the same item bank. On top of that, item baglallows for the development of
computerized adaptive tests that reduce responderden and increases reliable

measurement by using a methodology that targeds & respondent’s true score.

So, why are the methodologies of item responseryhsiow to be adopted into the
health care measurement field? Item response the@y developed within the
framework of educational testing and so most of literature and terminology is
oriented towards that discipline (Hambleton & Swaatihan, 1985). A limitation of the
modern measurement theory is the complexities @htathematical IRT models. Most
researchers have been trained in classical testytlaad are comfortable with reporting
statistics such as summed scale scores, proportionmect, and Cronbach’s alpha.

Beyond the mathematical formulas, there are theptexities of the numerous IRT
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models themselves as to what circumstances are@gte to use IRT and which
model to use. There is not even a consensus andugat®rs as to the definition of
measurement and which IRT models fit that definitiddding to the burden of
confusion, the numerous available IRT softwarenm market are not user-friendly and
often yield different results (parameter and testimates) because of the different

estimation processes used by the software.

Despite these limitations, the practical applicadioof IRT cannot be ignored.
Knowledge of IRT is spreading as more and moreselasre being taught within the
university disciplines of psychology, educationdgublic health, and at seminars and
conferences throughout the world. Along with timgre books and tutorials are being
written on the subject as well as more user-frignstbftware is being developed.
Research applying IRT models are appearing moguénetly in health care journals,
and much of their concluding comments are dire¢tedards discussing the benefits
and limitations of using the methodology in thisldi. Together, a better understanding
of the models and applications of IRT will emergel dRT will be as commonly used
as the methodology of classical test theory. THrtewill result in instruments that are

shorter, reliable, and targeted towards the pojouaf interest.

One further note is that item response theory Ig one step towards the goal of the
creation of reliable and valid education measurzsnbleton (2000) states quite well
that IRT is not “the solution to all of our instremt and measurement problems. It is a
mathematical model only, and when it can be dematest that (1) the model fits the
data of interest, (2) model parameters are propaiynated, and (3) the model is used
correctly, the model has many useful features. Buine of the IRT models
[paraphrased] are magic wands to wave over vagiriment specifications and poorly
constructed items to make reliable and valid measants. Hard and thoughtful work
is still required in defining constructs and rethttomains of content, drafting items to
measure the constructs, field testing, test normangd conducting reliability and

validity studies...If these steps are not handled,weald measurements will follow.”

However in the sample of this study, best methodeatermine the item difficulties is

obtained as Norm-Referenced Item Analysis as aerprence of taking both item
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discrimination and item difficulty into considerati. Another important thing is to

make data nominal before trying to run any clasaifon method on it.

The further work to done on this research starth wuestioning the size of item pool.
Since the best method to find item difficultiesdistermined, both midterm and final
exam data is going to be classified since thegi##r in number of items. These items
will be classified and the importance of the siZeitem pool will be tried to be

determined by comparing the classification of itemdifferent pools.

Another work to be done on this research is tordatee whether other classification
algorithms yield better results or not. This prace&seasy to test since all the data has

already been made nominal and is ready to be fikahsi
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APPENDICES

APPENDIX - A

The user enters the system from the below web gesgmarding to the username system
checks whether the user is an administrator or @inary user. To provide this

property, the system checks if the user name igaé@ or not so that the user names
are unique.

‘€ Login - Windows Internet Explorer E]@ﬁ

ey

5 ‘g\.og\n ﬁ‘

= | ] http:{flocalhost 1512 TestBuideriLogin, aspx [ae] [##] 1| [5o0ge T

Br B o o- [hoaos - @Tesk v

Quizzer...

User Name:

Password:

[JRemember me next time.

Bahgesehir University | Faculty of Engineering =006 Balicesehir University

&l

Dore

% Local intranst. # 100%

Figure A-1 Login screen
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 Admin - Windows Internet Explorer BEx]
G@- - ‘5 http:fflocalhost: 1512 TestBuilder/CreateTest. aspx |UJ |
& & [@aamn = fir- B & - e - Grosk - "
m
. .
Quiz Builder...
*User Options
¥ Add User Testt |[ CreateTest |
* Update User
FE
i D’Sgaﬂs“ See @ Add Question O Create Test
est Options
[ Select ]
* Test Editing
» it et
CieateTost Question 1 How many sides does a triangle have? 1 s
*Update Test £ E
» tion Imi L
Test Results Question Image: I | i)
* Test-Based Scores ;
[T —— Question Type: O Image @ Text
*Help A [four ] O Cotrect - A
* Contact B e ] [l Correct -B
e fthree ] Correct - C
D one 1 CCotrect -D
v
7l B
Done *J Local intranet H100% v
9

Figure A-2 Test creation screen

After adding the first question to your test, aléadonsisting of questions appears at the

bottom part of the page. Using that table, questaan be updated or deleted.

& Admin - Windows Internet Explorer L—.JLEE@
%/ - \g, http: flocalhost: 1512/ TestBuider /CreateTest.aspx [ﬂ‘y X ol \ 0 ||

& | @adun = fi - B # e - @l T

Quiz Builder...

*User Options
2L Tes| [ CresleTest |
Update User

T
Display User Scores @ Add Question O Create Test

“Test Options
*Test Editing
" Create Test A |
o 55 it
es esults .
*Test-Based Scores st e |Cawma) speciy afle to
*User-Based Scores upload.
¥ Help Question Type: O Image O Text
* Contact A 1 = S
B - ] [Cotrect - B
& 1 [Correct - C
D ] CComect - D

QUESTION |
<o QUESTION 4 B C D CORRECT
How many
Edit Delete sides does afour five three one ¢
trizngle have?

‘Bahgesehir University | Faculty of Engineering © 2006 Bahceschic

Figure A-3 Test creation screen after a question atition
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To update a test, below page is used. First thedd® updated is chosen,

' Admin - Windows Internet Explorer

=JE/&d|
e~ | & http: flocathost: 1512/ TestBLilderfUpdateTest aspx “&15
& & | @panin B~ B 8- e Gk 7

el [##] x| [ sonai=

=

Quiz Builder...

“User Options
* Add User
* Update User
* Display User Scores
“Test Options
* Test Editing
¥ Create Test
*Update Test
*Test Results
¥ Test-Based Scores
¥ User-Based Scores
“Help
* Contact

Choose a Test:

C )

Bahgesehir University | Faculty of Engineering © 2006 Balieschic

IEY

% Local intranet AW v

Figure A-4 Test selection screen

Then a table displaying questions is shown andtouescan be updated or deleted
using this table.

G@ + [ ] hpsfiocaihost: 1512 TestBuiderUpdateTest aspx
% & ‘ﬁﬂdmin

=JE/&d|
|E25
i v peage - (O Tack -

=

i

Quiz Builder...

3

Dane

“User Options
*Add User Choo
se
*Update User P
*Di T
Display User Seores oESTION )
“Test Options Ho: QUESTION B c D
- iti = . I
T:St Edling Update Cancel |How many sides does a ti four | five: | three |[one
Create Test
*Update Test Edit Delete Which animal is this?  cat sheep ace =
e Test
* Test Results Edit Delete Which one is a cat? images'2.gif images\30.gif images\33.gff images'11.gif
* TestBased Scores Edit Delete Select the similar animal images'S gif images'2.gif images\30_gif images17 gif
¥ User-Based Scores
}Heb
* Contact

Bahgesehir University | Faculty of Engineering © 2006 Balieschic

% Local intranet AW

Figure A-5 Test editing screen
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If a user enters the system, a user home pagspkaged first.

[ i g BEx]
GG} + [ ] e fiocaihost: 1512 TestBulderfUserHome. aspx [l [#2 <] [0cg |21
& & ‘gUW f‘ i~ B v [bpame - GTadk -

G
Quizzer...
*User Info
" Takea Test By using the user pancl of Osline Quizzer, you can
* See Results
Help + update your user information
* Contact » take atest
» see your test results

Bahgesehir University | Faculty of Engineering © 2006 Bahcesehir Universis

< I =Y

Done % Localintranet; 0% v

Figure A-6 User home page screen
To take a test, user selects the test first. Ifuber has already taken that test, an error
message directing user to select another pagepagied. Otherwise, the questions of

the selected test are displayed.

Jser - Windows Internet Explorer L-_JLC_ljﬁ
ES- i [+, | Taoode ol
Ge- B 15127 i [ae] [##) x| [s00a= |l

R & (B = BB 8- G-

Quizzer...

*User Info
“Take a Test
¥ See Results
:-Ha}p

* Contact

Select Test

‘Bahgegehir University | Faculty of Engineering © 2006 Babiesehir University

<] I =]

% Local ntranet 0% T

Figure A-7 User test selection screen
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Tl ] [

= Bi- B 8 e Geke 7
o
Quizzer...
}‘;‘serrlnfo
*Takea Test
* See Results YOU HAVE ALREADY TAKEN THIS TEST! PLEASE SELECT ANOTHER
"Help ONE!
" Consc Loba sz ] (ST ]

Bahgesehir University | Faculty of Engineering. © 2006 Babiesehis Universits

<

Done.

il =] T

| % Localintranet F100% T

Figure A-8 User test selection warning screen

Sample questions:

B=
00 - Ermiaenn . [l %) [0 |25
& g [ B8 B Gk "
)
Quizzer...
*User Info
*Tale a Test
" Sez Results
*Hep
* Contact Test: test2
Total Number of Questions: 4
Question 1- How many sides does  triangle have?
[Ofour
lfive I
[ three
one
=
<l I 2]
Done T[] | % Localintranet F100% T 4

Figure A-9 Text based question displaying screen
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S & ‘Qussr ﬁ‘ - i v peage - (O Tack -
)
S
Quizzer...
* User lufo
" Take a Test
* See Results ]
*Hap i
* Contact Test test2
Total Number of Questions: 4
Question 2: Which azimal is this?
[eat
sheep
[Cdog
[Jbird
_iv)
< 1l |2l
Done % Localintranet Hew -

Figure A-10 Picture including question displaying sreen

£ ] [#2 ][] [0oa I2E
=l i - v e - (iTack - 7
~
—
Quizzer...
*User Info
*Take a Test
¥ See Results
}HE}R
¥ Contact Test test2
Total Number of Questions: 4
Question 3- Which one is a cat?
[oe]
% Im | [
Dene S Local intranet A0 v

Figure A-11 Multiple picture choice question displging screen
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= B8 8 o Gus-
o]
3 . 2
Quizzer...
*User Info
*Take a Test
¥ See Results
PHE‘}P
¥ Contact Test test2
Total Number of Questions: 4
Question 4: Sclect the similar animal
[oe]
£ m E
Done S Local intranet | R0 v

Figure A-12 Picture comparison question displayingcreen
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APPENDIX - B

p - value
Table B-14 Classification Results for p-value accding to RRT
Number %
Correctly Classified Instances 6490 60.76 %
Incorrectly Classified Instances 4190 39.23 %
Total Number of Instances 10680

Table B-2 Statistical Results for p-value accordingo RRT

Results
Kappa statistic 0.4518
Mean absolute error 0.1567
Root mean squared error 0.2901
Relative absolute error 52.6107 %
Root relative squared error 75.1734 %

Norm - Referenced ltem Analysis

Table B-3 Classification Results for Norm - Refereced Item Analysis according to RRT

Number %
Correctly Classified Instances 7052 66.03 %
Incorrectly Classified Instances 3628 33.97 %
Total Number of Instances 10680
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Table B-4 Statistical Results Norm - Referenced Ita Analysis according to RRT

Results
Kappa statistic 0.5099
Mean absolute error 0.1412
Root mean squared error 0.2739
Relative absolute error 49.1849 %
Root relative squared error 72.3016 %

Table B-5 Classification Results for IRT accordingo RRT

Number %
Correctly Classified Instances 6343 59.39 %
Incorrectly Classified Instances 4337 40.60 %
Total Number of Instances 10680

Table B-6 Statistical Results IRT according to RRT

Results
Kappa statistic 0.3274
Mean absolute error 0.1624
Root mean squared error 0.2948
Relative absolute error 63.66 %
Root relative squared error 82.55 %

51




CURRICULUM VITAE

Betll Erd@&du was born in 28th February of 1982 in Istanbbk §raduated from Ozel
Bahcgehir Lisesi in 2000 and entered to Computer EngingeDepartment of

University of Bahggehir with full scholarship in the same year.

She received her B.S. degree in Computer Engirggériom Bahgeehir University in
2004 with the second degree of Engineering Fa@sdta high honor student. She has
been working in Bahgehir University since 2004 as a member of EngimgeFaculty.
Her main interest in computing are human compuitgraction, mobile applications,
object oriented programming, database managemmeehisirial network technologies

and applications, operating systems and softwareifsgation and quality.

52



53



