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ii



ABSTRACT

NEW CLUSTER ENSEMBLE ALGORITHMWITH AUTOMATIC CLUSTER
NUMBER AND NEW PRUNING TECHNIQUE FOR FAST DETECTION OF

NEIGHBORS ON BINARY DATA

Akşehirli, Mehmet Emin

Computer Engineering
Supervisor: Asst. Prof. Dr. Selim Necdet MİMAROĞLU

June 2011, 73 Pages

Cluster analysis is to group similar, real or abstract data objects together in an unsu-
pervised way. Cluster analysis, or clustering is a very important tool for data analysis
and widely-used in almost every scientific field including data mining, machine learning,
bioinformatics, and social network analysis. Unsupervised nature of clustering comes
with unique opportunities and challenges. Applying the optimum clustering algorithm
with correct parameters is not straight forward. Moreover, unlike classification algorithms
which use the provided labels, clustering algorithms extract the information from the data
itself, therefore most of the algorithms suffer from long execution times.

Combining multiple clusterings methods emerge as a promising solution that not only
ease the algorithm and parameter selection for cluster analysis but also solve some unique
clustering problems. In this theses we discuss the methods that combine multiple clus-
terings to obtain a better overall clustering of the data, including a recent method: Di-
CLENS. DiCLENS does not take any input arguments and finds the number of clusters
automatically using objective measures. Although finding the co-associations between
objects is a computationally expensive task, it is one of the strongest similarities in the
field. DiCLENS utilizes a recent method to compute the similarities in an efficient way.
Our experiments show that DiCLENS produces a better final clustering at almost all of
the scenarios. Moreover execution time of the DiCLENS is very good compared to other
methods.

We also discuss DBSCAN BV, a novel method that improves the execution time per-
formance of DBSCAN clustering algorithm by utilizing a pruning method on binary data
and Hamming distance. DBSCAN is a well-known density-based algorithm. Even though
space indexing techniques are widely used with DBSCAN, they do not perform well on
categorical and binary data sets. Extensive tests show that DBSCAN BV works up to
40 times faster than DBSCAN while keeping the same clustering accuracy. Tests also
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show that the new pruning method allows the application of DBSCAN to resource limited
environments.

Keywords: Clustering, CombiningMultiple Clusterings, Clustering Ensemble, DBSCAN,
DiCLENS
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ÖZET

KÜME SAYISINI OTOMATİK BULAN BİR KÜMELENME BİRLEŞTİRME
ALGORİTMASI VE İKİLİ VERİDE KOMŞULARIN HIZLI BULUNMASI İÇİN

YENİ BUDAMA YÖNTEMİ

Akşehirli, Mehmet Emin

Bilgisayar Mühendisliği
Tez Danışmanı: Yrd. Doç. Dr. Selim Necdet MİMAROĞLU

Haziran 2011, 73 Sayfa

Kümeleme, birbirine benzeyen gerçek ya da soyut nesnelerin denetimsiz bir biçimde bir
araya gruplanmasıdır. Küme analizi ya da kümeleme, veri analizi için çok önemli bir
araçtır ve veri madenciliği, makina öğrenmesi, bioinformatik ve sosyal ağ analizi de dahil
olmak üzere neredeyse bütün bilimsel alanlarda sıklıkla kullanılır. Kümelemenin dene-
timsiz doğası özgün fırsatlara ve sorunlara neden olur. Doğru kümeleme algoritmasını
veriye uyacak parametreler ile uygulamak kolay değildir. Dahası, sağlanan etiketleri kul-
lanan sınıflama algoritmalarının aksine kümeleme algoritmaları bilgiyi verinin kendisin-
den çıkarttığı için çoğu algoritmanın çalışması uzun sürer.

Çoklu kümelemeleri birleştiren metodlar yalnızca algoritma ve parametre seçimini kolay-
laştıran değil aynı zamanda bazı özgün kümeleme sorunlarını da çözen, umut vadeden
çözümler olarak belirmiştir. Bu tezde daha iyi bir kümeleme elde etmek için eldeki çoklu
kümelemeleri birleştiren metodları ve bunlardan biri olan DiCLENS’i gösteriyoruz. Di-
CLENS hiç bir argüman almadan çalışır ve nesnel ölçümler kullanarak kümelerin sayısını
otomatik olarak bulur. Nesneler arasında eş-atamaların bulunması fazla hesaplama gerek-
tirse de, eş-atamalar alandaki en güçlü benzerliklerden biridir. DiCLENS benzerlikleri
etkin bir biçimde hesaplamak için yeni bir metod kullanmaktadır. Deneylerimiz Di-
CLENS’in neredeyse bütün senaryolarda daha iyi bir sonuç kümelemesi ürettiğini gös-
termiştir. Dahası diğer metodlar ile karşılaştırıldığında DiCLENS’in çalışma zamanı
oldukça iyidir.

Aynı zamanda, ikili veri ve Hamming uzaklığı üzerinde bir budama yöntemi kullanarak
DBSCAN kümeleme algoritmasının çalışma hızı performasını artıran DBSCAN BV’yi
de gösteriyoruz. DBSCAN oldukça iyi bilinen bir yoğunluk temelli kümeleme algorit-
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masıdır. Uzam dizinleme teknikleri DBSCAN ile birlikte yaygın olarak kullanılsa da, bu
teknikler kategorik ve ikili veri setlerinde düşük performans gösterirler. Yoğun testler,
kümeleme doğruluğu aynı kalmakla birlikte DBSCAN BV’nin DBSCAN’den 40 kata
kadar daha hızlı çalıştığını göstermiştir. Testler aynı zamanda yeni budama metodunun
DBSCAN’in kaynağı sınırlı olan ortamlarda da kullanımının yolunu açtığını göstermek-
tedir.

Anahtar Kelimeler: Kümeleme, Çoklu Kümelemelerin Birleştirilmesi, Kümeleme Top-
luluğu, DBSCAN, DiCLENS
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1. INTRODUCTION

1.1 CLUSTERING

Clustering, or Cluster Analysis, is the process of organizing data objects into previously

unknown groups, i.e., clusters. Data objects in the same cluster are similar to each other

and dissimilar to the data objects in the other clusters. Unlike classification, cluster anal-

ysis is an unsupervised process and it is also called Unsupervised Learning. Clustering

methods find the relations in the data just by using the similarities of the data points.

Therefore, clustering becomes the only option if a labeled training set is not avaiable, i.e.,

the true labels of the data is not known beforehand.

Similarity measure, which is generally defined on the attributes of a data set, has a major

impact on clustering results and it must be selected according to the clustering needs.

Moreover, not every similarity measure can be used with every clustering algorithm. For

instance, similarity metrics that are only defined between data objects can not be used

with algorithms that define pseudo points in the data space during the clustering process,

such as k-means (MacQueen 1967).

Clustering is used to find the segments of the data, which are very useful for data analysis.

They can be labeled by an expert to define the characteristics of the data or used to define

similar data objects. Also, by using representative objects for the segments (groups), data

can be compressed.

There are many fields that use clustering as an essential tool for data discovery. Data

Mining deal with clustering methods that work on very large data. In Machine Learning,

clustering is used to detect similarities in the complex formations of data. Clustering is

also used in computer vision (Fang et al. 2010, Kannan et al. 2010, Elnakib et al. 2011,

Bandyopadhyay 2011), bioinformatics (Bin and Risso 2011), medical data analysis (Joshi

et al. 2010, Greene et al. 2004), social network analysis (Stanoev et al. 2011), intelligent

transportation systems (Yucenur and Demirel 2011, Faouzi et al. 2011), wireless sensory

networks (Guo et al. 2011), and time-series data analysis (Frank et al. 2010, Lai et al.

2010).



Clustering is also used for outlier detection. If a data object is not a member of any group,

it is called an outlier. Outlier detection can be used for detection of anomalies and frauds.

As an example, in a medical examination, if a correlation between heat exposure and

headache exists only for one patient, that patient may have serious health problems.

Clustering is a very useful but tough research field because of its unsupervised nature. It

is not easy to determine the optimum clustering algorithm and tts parameters to fit to the

data. Figure 1.1a, Figure 1.1b, Figure 1.1c and Figure 1.1d shows clustering results of k-

means algorithm for a two dimensional data with varying parameters and configureations.

In the figures every color and shape represents a cluster of the data. that the clustering

result change dramatically with the parameters, even for the same clustering algorithm.

There are numerous clustering algorithms in the literature and, as stated by Jain (2010),

there is still room for new algorithms. Furthermore, state of the art algorithms are still

developed for obtaining better accuracy, faster execution and scalability. As explained

in detail in Chapter 2, methods that combine multiple clusterings fuse the information in

different clusterings to get a better clustering results.

We give a brief overview of clustering methods in Section 1.2 and methods to evaluate

clustering quality in Section 1.3. We discuss a novel Clustering Ensemble Technique in

Chapter 2 and a novel pruning technique for fast detection of neighbors on binary data in

Chapter 3.

1.2 CLUSTERING METHODS

In this section we give a brief description of the clustering methods. Clustering methods

can be grouped into following categories.

• Partitioning methods

• Hierarchical methods

• Density-based methods

• Grid-based methods

• Model-based methods
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Figure 1.1a k-means with k = 3
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Figure 1.1b k-means with k = 6
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Figure 1.1c k-means on y-dimension with k = 3
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Figure 1.1d k-means on x-dimension with k = 2

Figure 1.1: Clustering results of k-means algorithm.

• Graph-based methods

1.2.1 Partitioning Methods

Partitioning methods divide the data set into k groups, where each group represents a

cluster. Objects of the same group are expected to be similar to each other and dissimilar

to objects in other groups. The most frequently used and the most well known partitioning

methods are the centroid based ones, i.e. k-means and k-medoids.

k-means algorithm (MacQueen 1967) takes the number of clusters k, data set D and a

distance metric as input parameters. The aim of the algorithm is to partition data set into

k clusters that will minimize the sum of square errors in a clustering. k-means starts by
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randomly selecting initial cluster centers. It assigns every object to its nearest cluster

center. After the assignment, cluster centers are re-computed. This process is repeated

until cluster centers converge.

1.2.2 Hierarchical Methods

Hierarchical methods organize the objects into a tree form where every node is a cluster

consisting of its child nodes. Hierarchical clustering methods can be further divided into

two sub groups: agglomerative (bottom up, merging) and divisive (top down, splitting).

AGglomerative NESting (Jardine and Sibson 1971, Sneath and Sokal 1962), which is

a characteristic example of agglomerative methods, starts by considering each object as

a singleton cluster. The algorithm iteratively finds the most similar clusters and merge

them to form a new cluster until every object become a member of a one single cluster

or another termination condition is met. Termination condition is a user specified param-

eter which can either be the number clusters or a data centric measure such as cluster

compactness.

Divisive methods, on the other hand, start by putting all of the objects into one big cluster

and then iteratively split the clusters. A good example for divisive methods is Minimal

Spanning Tree (MST) (Zahn 1971) algorithm which first constructs a MST of the data

and then iteratively removes the minimum weighted edge until a termination condition is

met.

Hierarchical clustering methods use several ways to compute the similarity between clus-

ters. Let dist(di, dj) be the distance between data objects di and dj , then popular distances

between two clusters Ci and Cj can be computed as follows:

• Minimum Distance, or Single Link, between Ci and Cj , distmin(Ci, Cj), is com-

puted as the minimum distance between their corresponding objects.

distmin(Ci, Cj) = min dist(di, dj), di ∈ Ci, dj ∈ Cj (1.1)
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• Maximum Distance, or Complete Link, between Ci and Cj , distmax(Ci, Cj), is

computed as the maximum distance between their corresponding objects.

distmax(Ci, Cj) = max dist(di, dj), di ∈ Ci, dj ∈ Cj (1.2)

• Average Distance between Ci and Cj , distavg(Ci, Cj), is computed as the average

of pairwise distances of objects between two clusters.

distavg(Ci, Cj) =
1

|Ci||Cj|

�

di∈Ci

�

dj∈Cj

dist(di, dj) (1.3)

1.2.3 Density-based Methods

Density-based clustering methods find the high and low density areas in the data set as

clusters. Density-based methods effectively find arbitrary shaped clusters and noise when

provided with correct parameters.

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) (Ester et al.

1996), which is a well known density-based method, identifies the dense areas in a data

set by labeling the points as core, border or noise. A point is labeled as core if it has a

certain minimum number (MinPts) of neighbors in its ε neighborhood. MinPts and ε are

user specified parameters that dramatically change the final clusters. Neighbors of core

points are included into the same cluster with the core point. A border point is a point

which is not a core point but in the ε-neighborhood of a core point. Points that are neither

core nor border are labeled as noise.

OPTICS (Ordering Points to Identify the Clustering Structure) (Ankerst et al. 1999)

and DENCLUE (DENsity-based CLUstEring) (Hinneburg and Keim 1998) are also well

known density-based clustering methods.
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1.2.4 Grid-based Methods

Grid-based methods divide the object space into finite number of cells by quantizing each

attribute. Defining grid size is not straight forward. Generally quantization techniques,

such as equal frequency binning or equal length binning, are used to divide the attribute

(Tan et al. 2005). After grid is formed each object is assigned to one of the cells.

An intuitive method is to perform a density-based clustering on grid-structure by iden-

tifying and connecting the high-density cells. Connected dense cells can be regarded as

clusters. Density of a cell can be defined as the number of objects in that cell, if equal

length binning is performed, or it can be the size of a cell, if equal frequency binning is

performed.

Grid-based methods are very fast since they do not depend on the number of objects,

however determining the correct grid size, besides other parameters, is not easy.

1.2.5 Model-based Methods

Model-based methods assume that the input data is aligned with one or more probabilistic

density distributions where each distribution defines a cluster. Identifying these distribu-

tions and their parameters also identifies the clusters in the data set.

A well-known model-based method is Expectation Maximization (EM), which is a gen-

eralized and extended version of k-means. EM finds the parameters of k different prob-

ability distributions that best fit the data. EM starts with an initial parameter vector and

iteratively assigns objects to the distribution that maximize the probability. After all of

the objects are assigned to clusters, parameters of each distribution is updated according

to the assigned objects.

1.2.6 Graph-based Methods

Graph-based clustering methods organize the data set as a graph structure. Generally,

nodes of the graph are selected as data objects and the edges between them are the cor-

responding proximities. Graph partitioning techniques can be utilized for clustering pur-

poses. Some key approaches of graph-based methods include; sparsifying the graph for
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faster and more accurate calculation and defining a new neighborhood-based similarity

metric.

Some of the most known graph-based methods are: Minimum Spanning Tree (MST)

Clustering (Zahn 1971), OPOSSUM (Strehl and Ghosh 2000), Chameleon (Karypis et al.

1999) and spectral clustering (Ng et al. 2001).

1.3 EVALUATION OF CLUSTER QUALITY

Unlike classification results, validation of clustering results is not straightforward. Dif-

ferent clustering methods may produce different clusters on the same data set. Moreover,

almost every clustering method finds a clustering even if the distribution of data is not

suitable for clustering, i.e., random.

Clustering Evaluation methods can be grouped into three categories:

Unsupervised. Clustering is validated by using only the information that is available

while clustering, such as the similarities between objects. Sum of squared errors is

an example for unsupervised evaluation methods.

Supervised. Clustering is validated by using an information that is not used for cluster-

ing, such as real class labels. Even though supervised techniques are very accurate,

external information is not available in most of the scenarios, therefore they can

not be used. Entropy and Rand Index (Rand 1971) are examples for supervised

validation methods.

Relative. Clustering is validated by comparing the output with another clustering of the

same data. Comparison can be done by supervised or unsupervised metrics. Cal-

culating the mutual information between two clusterings is an example for relative

validity measures.

1.3.1 Unsupervised Evaluation Methods

Cohesion, or compactness, measures how similar the objects in a cluster are. If objects in

a cluster are similar to each other, then the cluster is said to be compact. Mathematical
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definition of cohesion is given in Equation 1.4, where similarity(di, dj) is the similarity

between data objects di and dj .

cohesion(Ci) =
�

di∈Ci

�

dj∈Ci

similarity(di, dj) (1.4)

Separation is the measure of dissimilarity between two clusters. In a graph based manner,

separation is measured as the weighted sum of pair-wise similarities of objects between

corresponding clusters. For clusters Ci and Cj mathematical definition of separation is

given in Equation 1.5, where wij is the assigned weight.

separation(Ci, Cj) =
�

di∈Ci

�

dj∈Cj

wij similarity(di, dj) (1.5)

If clusters are prototype-based, cohesion and separation can be mathematically defined as

in Equation 1.6 and Equation 1.7, respectively, where ci represents the centroid of cluster

Ci.

cohesion(Ci) =
�

di∈Ci

similarity(di, ci) (1.6)

separation(Ci, Cj) = similarity(ci, cj) (1.7)

Another definition of separation for prototype-based clusterings is given in Equation 1.8,

where c stands for the centroid of the whole data set.
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separation(Ci) = similarity(ci, c) (1.8)

Cohesion of a clustering is defined as the weighted sum of the cohesions of the individual

clusters and similarly, separation of a clustering is defined as the wighted sum of the pair-

wise separations of clusters. Mathematical definition for cohesion and separation of a

clustering π is given in Equation 1.9 and Equation 1.10, respectively. In the formulas wi

andwij stands for the weights that are associated with the corresponding clusters. Weights

are selected according to the application needs, but in general they are selected either as

a normalizing factor proportional to the number of objects in the cluster or just 1.

cohesion(π) =
�

Ci∈π

wi cohesion(Ci) (1.9)

separation(π) =
�

Ci∈π

�

Cj∈π

wij seperation(Ci, Cj) (1.10)

Cohesion and separation are widely-used validity measures for globular shaped clusters.

Even if the real clusters are not globular shaped, there are similarity measures that allow

a globular relation between objects. ICS (Intra Cluster Similarity) and ECS (Inter Cluster

Similarity) measures, which are explained in detail in Section 2.3, are two examples for

this.

Silhouette Coefficients method (Kaufman et al. 1990) uses both separation and cohesion

to compute the validity of a clustering. For each object in the clustering, silhouette coef-

ficient is calculated in 3 steps:

1. Calculate object’s average similarity to other objects in its own cluster and call this

value a.
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2. For each cluster not having the object, calculate object’s average similarity to the

objects in that cluster. Find the minimum of these values and call it b.

3. Silhouette Coefficient is s = (a− b)/max(a, b)

s is between -1 and 1. Negative values of s indicates that the object is similar to other

clusters than its own cluster, which is not desirable. Validity of a clustering, in terms of

silhouette coefficients, can be calculated by finding the coefficient for all of the objects

and then taking a weighted sum of them.

Cophenetic Distance between two objects is the distance between their corresponding

clusters just before an agglomerative clustering algorithm puts both objects into the same

cluster. When two clusters Ci and Cj are merged, all of the pair-wise cophenetic distances

between their corresponding objects will be equal to the distance between Ci and Cj .

Cophenetic distance between two objects is also the magnitude of the node that connects

these objects in a dendogram.

CoPhenetic Correlation Coefficient, CPCC, which is the correlation between original dis-

similarities and cophenetic distances, is used to evaluate how well agglomerative algo-

rithms fits the data.

1.3.2 Supervised Evaluation Methods

If the labels of classes in the data set are known, then the clustering quality can be eval-

uated with respect to this external information. Clustering is performed by disregarding

the real labels of the data and labels are used just to check the clustering accuracy of the

method at hand. Although classification evaluation methods can be used, simple modifi-

cations are needed because unlike classification results, clustering results do not have the

label information.

Clustering evaluation methods that are originated from classification evaluation methods

are:

Entropy is the degree of agreement between a clustering and the real classes in terms of

mutual members. It is calculated as follows: For each cluster Ci and each class Cj;

pij , the probability of the membership of the members of cluster Ci to the class Cj
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is calculated as pij =
mij

mi
, where mi is the number of objects in cluster Ci, andmij

is the number of objects that is a member of both the cluster Ci and the class Cj .

Entropy of each cluster Ci is ei = −
�L

j=1 pij log2 pij , where L is the number of

the real classes. Entropy of a clustering is the weighted sum of all entropies of all

clusters, e =
�K

i=1
mi

m
ei, whereK is the number of clusters in the clustering andm

is the number of objects.

Purity measures the agreement between the clustering and the real classes at its max-

imum level. Purity of a clustering is calculated as purity =
�K

i=1
mi

m
maxj pij ,

where the terms are defined above.

Precision is the ratio of the number of members of both the cluster Ci and the class Cj to

the number of members of the clusterCi, which is calculated as precision(Ci,Cj) =

pij .

Recall is the measure of representation capability for a cluster of a class. It is calculated

as the ratio of number of members of both the cluster Ci and the class Cj to the

number of members of the class Cj , recall(Ci,Cj) =
mij

mj
, wheremj is the number

of members of the class Cj .

F-measure (Larsen and Aone 1999) is the measure of agreement between a cluster and a

class, that does not disregard the false positives and false negatives. It is calculated

as F (Ci,Cj) = 2×
precision(Ci,Cj)×recall(Ci,Cj)

precision(Ci,Cj)+recall(Ci,Cj)
.

Methods that find the similarity between two clusterings can be used to find the similarity

between the clustering and the real classes. High similarity between the clustering and he

real classes implies a high quality clustering. Two of these methods, Jaccard similarity

and Rand Index, use contingency matrix for calculation.

Contingency matrix consist of two rows and two columns, showing the pair-wise object

relations between the clustering and the real classes.

Table 1.1: Contingency matrix

Same Class Different Class
Same Cluster f11 f01
Different Cluster f10 f00
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Values on the cells of the Table 1.1 are defined as,

f11 number of object pairs that are both in the same cluster and in the same class

f01 number of object pairs that are in the same cluster but not in the same class

f10 number of object pairs that are not in the same cluster but in the same class.

f00 number of object pairs that are neither in the same cluster nor in the same class

Using the definitions above, Jaccard Similarity between a clustering and the real class

labels is defined in Equation 1.11.

Jaccard =
f11

f01 + f10 + f11
(1.11)

Rand Index (Rand 1971), which is another popular measure of similarity between two

clusterings, is the ratio of agreements between the clusterings to the total number of cases.

Formal definition of the Rand Index is given in Equation 1.12.

Rand =
f00 + f11

f00 + f01 + f10 + f11
(1.12)

Adjusted Rand Index (ARI) (Hubert and Arabie 1985), which is a corrected for chance

version of Rand Index (Rand 1971), is defined as follows: Given two clusterings π0(D) =

{C0
1 , C

0
2 , . . . , C

0
|π0(D)|} and π

1(D) = {C1
1 , C

1
2 , . . . , C

1
|π1(D)|}, where C

0
i ∩ C0

j = ∅ for

1 ≤ i, j ≤ |π0(D)|, and C1
i ∩ C

1
j = ∅ for 1 ≤ i, j ≤ |π1(D)| with variables in Table 1.2

referring to;

p = |π�(D)| , r = |πo(D)| , nij = |Cd
i ∩ C

�
j | (1.13)
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ni. =

p�

j=1

nij , n.j =

r�

i=1

nij (1.14)

Table 1.2: Abbreviations for ARI

Class \ Cluster C�
1 C�

2 . . . C�
p Sums

Cd
1 n11 n12 . . . n1p n1.

Cd
2 n21 n22 . . . n2p n2.
...

...
...

...
...

Cd
r nr1 nr2 . . . nrp nr.

Sums n.1 n.2 n.p n.. = n

ARI is formulated as follows:

�
i,j

�
nij

2

�
−
��

i

�
ni.

2

��
j

�
n.j

2

��
/
�
n

2

�

1
2

��
i

�
ni.

2

�
+
�

j

�
n.j

2

��
−

��
i

�
ni.

2

��
j

�
n.j

2

��
/
�
n

2

� (1.15)

ARI takes maximum value at 1 which indicates perfect match between two clusterings

π�(D) and πo(D).

1.4 COMBININGMULTIPLE CLUSTERINGS

Combining Multiple Clusterings (Clustering Ensembles or Clustering Fusion) is combin-

ing the information from different clusterings to produce a better overall clustering. We

discuss some of the motivations for combining multiple clusterings:

Choosing the Clustering Algorithm Since there are many clustering algorithms in the

literature (Jain 2010), it is very hard to choose the right clustering algorithm that

best fit the data set, let aside deciding the correct parameters of the clustering al-

gorithm. Furthermore, there are data sets that can not be fit by only one clustering
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algorithm. Each different clustering, produced by one of the algorithms, contain a

different information about the data. Thus, instead of choosing one of the available

clusterings, combining the information from the clusterings can generate a much

better clustering.

Knowledge from External Sources Clustering algorithms work either with attributes of

the objects or on predefined similarities between the objects. Unavailability of these

crucial information may prevent the clustering algorithms to function. However,

there are several situations which require these kind of restrictions, including;

• Commercial applications that treat the class names and data source as a clas-

sified information,

• Situations that the prior groupings of the data must be used,

• Distributed environments that the entire source of data is not available on each

site.

Combining multiple clusterings methods are emerged as a good solution for some unique

problems. We discuss some of the methods that produce a better clustering by combining

the input clusterings and compare them with a novel algorithm in Chapter 2.
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2. DİCLENS: DİVISIVE CLUSTERING ENSEMBLE WITH

AUTOMATIC CLUSTER NUMBER

2.1 COMBININGMULTIPLE CLUSTERINGS

In this chapter we provide the formal definition of combining multiple clusterings prob-

lem and then discuss a novel combining multiple clustering algorithm that can detect the

number of clusters automatically.

Definition 2.1. A data set D is defined as a set of data objects D = {d1, d2, . . . , d|D|},

where di is a data object and |D| is the number of data objects in D.

Definition 2.2. For a data set D, a clustering (partition) of D can be stated as follows:

πi(D) = {Ci1, Ci2, . . . , Ci|πi(D)|}, (2.1)

where Cik is a cluster of πi(D), 1 ≤ k ≤ |πi(D)|, |πi(D)| is the number of clusters in

πi(D), and

|πi(D)|�

k=1

Cik ⊆ D (2.2)

Definition 2.3. For data set D, Π(D) is defined as input clusterings, such that,

Π(D) = {π1(D), π2(D), . . . , π|Π(D)|(D)} (2.3)

where, πi(D) is a clustering of D and |Π(D)| is the number of clusterings.

Definition 2.4. Co-association, co-occurrence or evidence accumulation, between two

objects di and dj is defined as the number of clusters in input clusterings that include

both di and dj .

sim(di, dj) = |{Ckl|di ∈ Ckl, dj ∈ Ckl}|, Ckl ∈ Π(D) (2.4)
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Definition 2.5. Co-association matrix M is defined as a similarity matrix where Mij =

sim(di, dj).

2.2 RELATED WORK

Cluster-based Similarity Partitioning Algorithm (CSPA) (Strehl and Ghosh 2002), shown

in Algorithm 2.1, is based on co-association matrix and METIS, which is a well-known

graph partitioning algorithm and software package (Karypis and Kumar 1998). Evidence

Accumulation (EAC) (Fred and Jain 2005) uses hierarchical clustering algorithms to par-

tition the co-association matrix as shown in Algorithm 2.2.

Algorithm 2.1 Cluster-Based similarity partitioning algorithm CSPA

Input: Π(D): Multiple Clusterings
n: Number of Objects
k: Number of Final Clusters

Output: π∗(D): Final Clustering
1: Initialize SM as an n× n matrix
2: // Construct similarity matrix
3: for all di ∈ D do
4: for all dj ∈ D do
5: for all πk(D) ∈ Π(D) do
6: for all Ckl ∈ πk(D) do
7: if di ∈ Ckl ∧ dj ∈ Ckl then
8: SMij := SMij + 1
9: π�(D) := METIS(SM, k)
10: return π�(D)

Algorithm 2.2 Evidence accumulation EAC

Input: Π(D): Multiple Clusterings, n: Number of Objects
Output: π∗(D): Final Clustering
1: Initialize SM as an n× n matrix
2: // Construct similarity matrix
3: for all di ∈ D do
4: for all dj ∈ D do
5: for all πk(D) ∈ Π(D) do
6: for all Ckl ∈ πk(D) do
7: if di ∈ Ckl ∧ dj ∈ Ckl then
8: SMij := SMij + 1
9: Run Agglomerative Clustering on SM to construct π∗(D)
10: return π�(D)
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COMUSA is a recent work by Mimaroglu and Erdil (2011), which uses a novel graph

partitioning technique to partition the co-association matrix. It automatically finds the

number of cluster when provided with correct parameters.

Meta-CLustering Algorithm (MCLA) (Strehl and Ghosh 2002), which is shown in Algo-

rithm 2.3, creates a similarity graph of clusters. Edge weights of the graph are propor-

tional to the Jaccard Similarity between corresponding clusters. Graph is partitioned using

METIS to find meta-clusters. Objects are distributed between meta-clusters by utilizing

weighted majority voting.

Algorithm 2.3Meta-Clustering algorithmMCLA

Input: Π(D): Multiple Clusterings
k: Number of Clusters In the Final Clustering

Output: π�(D): Final Clustering
1: G := (E, V,W ) // Initialize Weighted Meta-Graph
2: V := ∅ // Set of Vertices
3: E := ∅ // Set of Edges
4: W := ∅,W ⊆ E → R // Weight Function of Edges
5: for all πi(D) ∈ Π(D) do
6: for all Cij ∈ πi(D) do
7: V := V ∪ Cij

8: for all Cik ∈ V do
9: for all Cjl ∈ V, i �= j, k �= l do
10: E := E ∪ (Cik, Cjl)
11: W :=W ∪ (E, Jaccard(Cik, Cjl))
12: π�(D) = METIS(G, k)
13: // Do majority voting
14: for all di ∈ D do
15: Assign di to its most associated meta-cluster in π

�(D)
16: return π�(D)

HyperGraph-PartitioningAlgorithm (HGPA), which is also introduced in Strehl and Ghosh

(2002), converts input clusterings into a hyper-graph, where vertices of the graph repre-

sent the objects and each input cluster become a hyper-edge across its member objects.

Hyper-graph is partitioned by HMETIS (Karypis and Kumar 1999) algorithm to generate

clusters.

Fern and Brodley (2004) proposes Hybrid Bi-partite Graph Formulation (HBGF) for clus-

ter ensembles, which constructs a bi-partite graph, where vertices represent both objects

and clusters. Unweighted edges connect the object vertices to the vertices that repre-

sent their assigned clusters. Final clustering is generated by partitioning the graph using
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METIS or spectral clustering. Iam-on et al. (2010) proposes LCE: Link-based Cluster

Ensembles, which improves the HBGF by augmenting the graph with edge weights.

MULTI-K (Kim et al. 2009) iteratively decrements the edge values of a co-association

graph. At each iteration connected components represent a clustering and final clustering

is selected among these clusterings. Graph-based Consensus Clustering (GCC) (Yu et al.

2007) produces final clustering by partitioning the co-association matrix with normalized

graph cut algorithm. Gionis et al. (2007) proposes to model the problem as correlation

clustering and partition the co-association matrix using the methods proposed for that

problem. Wang et al. (2009) partitions a probabilistic version of co-association matrix.

Topchy et al. (2003) models the combining multiple clustering problem as a median par-

tition problem. Two recent examples for this approach can be found in Ayad and Kamel

(2010) and Vega-Pons et al. (2010). Evolutinary methods for combining multiple cluster-

ings are proposed in Cristofor and Simovici (2002) and Mohammadi et al. (2008).

2.2.1 Weaknesses of Related Work

Most of the algorithms that combinemultiple clusterings, including CSPA, HGPA,MCLA,

EAC, and LCE, must be provided the number of final clusters. The algorithms that work

on object level does not scale well because of the size of the co-association matrix. EAC,

CSPA, COMUSA and MULTI-K suffer from this drawback.

MCLA finds the similarities between clusters in terms of Jaccard. Jaccard measure finds

only the one to one differences between clusters and disregards the valuable information

in input clusterings.

Working solely on object level or solely on cluster level has the disadvantage of missing

the information from the other level. HBGF tries to overcome this disadvantage but it

still can not capture all of the relations between the objects and clusters. LCE improves

HBGF by adding missing information but in exchange of additional computation.

HGPA works very fast. However because it gives every cluster equal importance, it can

not produce convenient clusterings at the presence of irrelevant clusters.
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Genetic formulations of the problem are not straight forward. Core concepts of genetic

algorithms are not easy to define for combining multiple clustering problem. Execution

times of genetic algorithms are not deterministic and in general they are very long.

Finding the median partition is an NP-hard problem, thus utilized optimization method

and other parameters of the methods hugely affect the output. Moreover, inconvenient

clusterings has a huge negative effect on final clustering.

2.3 DiCLENS

DiCLENS, which is shown in Algorithm 2.4, is a novel cluster ensemble method that

detects the number of clusters automatically. DiCLENS finds similar clusters as the rep-

resentatives of the same group of data. Similarity between two clusters is based on the

co-associations of the objects of corresponding clusters.

Definition 2.6. IntEr Cluster Similarity (ECS), or separation, between two clusters Cik

and Cjl is defined as the pair-wise similarities between the objects of the corresponding

clusters,

ECS(Cik, Cjl) =
1

|Cik||Cjl|

�

d∈Cik ,d
�∈Cjl

sim(d, d�) (2.5)

ECS(Cik, Cjl) is pictured in Figure 2.1.

�

�

�

�d1

d2

d3

d4

Cik Cjl

sim(d1, d3)

sim(d1, d4)

sim(d2, d3)

sim(d2, d4)

Figure 2.1: Representation of Inter Cluster Similarity (ECS)

It can be seen that the high values of ECS(Cik, Cjl) resemble a high similarity between

clusters Cik and Cjl. DiCLENS finds the similar clusters by organizing the clusters as a
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weighted un-directed graph G. Vertices of the graph are the clusters and weights of the

edges are the ECS values between corresponding clusters, as shown in lines 5-11.

In order to obtain similarity based minimum-cost spanning tree (SMST), we run Prim’s

Algorithm on G as shown in line 12. But, note that cost of edges and edge weight values

W have inverse relationship, since low values of similarity indicate high values of dissim-

ilarity (cost). We explain the core of DiCLENS, find best clustering procedure

(line 13), in the next section.

Algorithm 2.4 DiCLENS: Divisive CLustering ENSemble with automatic cluster num-
ber
Input: Π(D): Input Clusterings
Output: π�(D): Final Clustering
1: G := (E, V,W ) Initialize Weighted Graph
2: V := ∅ // Set of Vertices
3: E := ∅ // Set of Edges
4: W := ∅,W ⊆ E → R // Weight Function of Edges
5: for all πi(D) ∈ Π(D) do
6: for all Cij ∈ πi do
7: V = V ∪ Cij

8: for all Cik ∈ V do
9: for all Cjl ∈ V, i �= j, k �= l do
10: E := E ∪ (Cik, Cjl)
11: W :=W ∪ (E,ECS(Cik, Cjl))

// Cost of edges andW values have inverse relationship
12: SMST := Prim’s Algorithm(G)
13: π�(D):= find best clustering(SMST )
14: return π�(D)

2.3.1 Finding the Best Clustering Automatically

Inter Cluster Similarity concept can be applied to the whole clustering, as described in

Section 1.3. Inter Cluster Similarity of a clustering, ECSπ, is defined in Equation 2.6.

ECSπ(πi(D)) =
1

�
|πi(D)|

2

�
�

Cik ,Cil∈πi(D),k �=l

ECS(Cik, Cil) (2.6)
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Clusterings that have low values of ECSπ, i.e., well-separated clusters, are preferred.

Intra Cluster Similarity (ICS), or compactness, is the measure of how similar the objects

in a cluster are, as defined in Section 1.3. Intra Cluster Similarity of a cluster Cil, which

is pictured in Figure 2.2, is calculated as shown in Equation 2.7.

ICS(Cil) =
1

�
|Cil|
2

�
�

d,d�∈Cil

sim(d, d�) (2.7)

�

� �

d1

d2 d3

Cik
si
m
(d

1
, d

2
) sim

(d
1 , d

3 )

sim(d2, d3)

Figure 2.2: Representation of Intra Cluster Similarity (ICS)

Intra Cluster Similarity of a clustering (ICSπ) is the weighted sum of all ICS values in a

clustering as shown in Equation 2.8.

ICSπ(πi(D)) =
1

|πi(D)|

�

Cil∈πi(D)

ICS(Cil) (2.8)

We use co-occurrence based similarity, thus input clusterings are best represented with

compact and well-separated clusters. Therefore, we define the quality function φ(πi) as

in Equation 2.9.

φ(πi(D)) = ICSπ(πi(D))− ECSπ(πi(D)) (2.9)
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In Equation 2.9, ICSπ(πi(D)) and ECSπ(πi(D)) are the min-max normalized values of

the ICSπ(πi(D)) and ECSπ(πi(D)), respectively. Normalization is utilized to scale the

values between 0 and 1 so that the effects of both ICS and ECS will be equivalent to each

other and small values will not be dominated by large values. Normalization procedure is

shown in Algorithm 2.5.

DiCLENS finds the clustering that maximizes the quality function as the final clustering

π�(D), shown in 2.10.

π�(D) = argmax
πi(D)

φ(πi(D)) (2.10)

Selection of best clustering is performed by the procedure find best clustering,

which is shown in Algorithm 2.6. Removing the minimumweighted edge from the SMST

increase the number of connected components, which are meta-clusters that are com-

posed of similar clusters (line 5). Since objects can appear in more than one meta-cluster,

majority voting is utilized to distribute the objects between these meta-clusters (line 7).

The final clustering, generated by majority voting, is evaluated using ICSπ(πi(D)) and

ECSπ(πi(D)) (lines 8-9).

Procedure find best clustering iteratively removes the minimum weighted edge

and produces a final clustering for evaluation, until no edges are left in the SMST (lines 3-

10), finally reporting the clustering with the best quality. ICSπ(πi(D)) andECSπ(πi(D))

are calculated for each clustering (lines 11-12) and the one that maximizes Equation 2.9 is

output as the final clustering π�(D) (lines 15-16). There may be more than one clustering

that produce the maximum value.

ECSπ(πi(D)), ICSπ(πi(D)) (therefore ICSπ(πi(D)) and ECSπ(πi(D))) can be com-

puted very fast –linear with the number of total clusters in the input clusterings– using

very little memory by bit vectors, and binary operations as described in Mimaroglu and

Yagci (2009).
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Algorithm 2.5 normalize(list)

Input: list : a list of values
Output: normalized list : min-max normalized list of values in list
1: max := max(list)
2: min := min(list)
3: normalized list := initialize empty list
4: for i := start of(list) to end of(list) do
5: normalized listi :=

listi−min
max−min

6: return normalized list

Algorithm 2.6 find best clustering(SMST )

Input: SMST : Similarity Based Minimum-cost Spanning Tree
Output: k: Cluster Number
1: initialize empty lists: ics, nics, ecs, necs, φ, π
2: k := 0 // Store Edge Number
3: repeat
4: k := k + 1
5: remove minimum weighted edge from SMST
6: πMC(D) is the meta-clustering of SMST , each connected component is a meta-

cluster
7: πk(D) := majority voting(πMC(D))
8: icsk := ICSπ(πk(D))
9: ecsk := ECSπ(πk(D))
10: until there are some edges in SMST
11: nics := normalize(ics)
12: necs := normalize(ecs)
13: for i := 1 to k do
14: φi := icsi − ecsi
15: max index := maxi(φ)
16: return πmax index

2.3.2 Toy Problem Demonstration

Table 2.1 shows an example clustering ensemble data set with 4 clusterings, that are rep-

resented as πi. Clusters are represented in binary form, where value of the cell is 1 if

the object is assigned to the corresponding cluster. Note that the number of clusters vary

among clusterings. Moreover, π4 is a partial clustering: d3, d4 and d5 are not assigned to

any of the clusters.
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Table 2.1: Input clusterings on a data Set D

Π(D) Clusters d1 d2 d3 d4 d5 d6

π1(D)
C11 1 1 0 0 0 0
C12 0 0 1 1 0 0
C13 0 0 0 0 1 1

π2(D)
C21 0 0 0 0 1 1
C22 0 0 1 1 0 0
C23 1 1 0 0 0 0

π3(D)
C31 1 1 1 0 0 0
C32 0 0 0 1 1 1

π4(D)
C41 1 1 0 0 0 0
C42 0 0 0 0 0 1

SMST of the data set is shown in Figure 2.3a. DiCLENS iteratively cuts the edges of

the SMST starting from the minimum weighted edge. Iteration steps with cut edge and

quality value of the resulting cluster is shown in Table 2.2a. Each cut produces connected

components of clusters, meta-clusters. Majority voting is utilized to distribute objects

to these meta-clusters. Figure 2.3b shows the meta-clusters at the second step of Table

2.2a and Table 2.2b show the majority voting for corresponding meta-clusters. Resulting

clusters are shown in Figure 2.3c.

Table 2.2: DiCLENS steps and majority voting

Table 2.2a SMST Cutting Steps

Step No. Cut Edge φ(π�(D))
1 C12 − C32 0.37
2 C12 − C31 0.5
3 C13 − C32 0.5
4 C12 − C22 -0.27
5 C11 − C31 -0.46
6 C13 − C42 -0.46
7 C13 − C21 -0.46
8 C11 − C23 -0.46
9 C11 − C41 -0.46

Table 2.2bMajority Voting

Meta-Cluster d1 d2 d3 d4 d5 d6
C�

1 4 4 1 0 0 0
C�

2 0 0 2 2 0 0
C�

3 0 0 0 1 3 4

For each edge cut a clustering is formed. After all of the edges are cut quality of each

clustering is calculated by the objective measure in Equation 2.9. The most qualified

clustering, the clustering that has the maximum φ(πi), is output as the final clustering.
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For the example data set the clusterings that are generated on 2nd and 3rd steps have the

same maximum value. Actually, both of these clusterings are exactly the same. Final

output of the DiCLENS algorithm for the example data set is shown in Figure 2.3c.

2.4 EXPERIMENTAL EVALUATIONS

In this section, we present test data sets, methods for generating input clusterings, and

experimental results.

We tested DiCLENS both on synthetic and real data sets. Real data sets include 34

different gene expression data sets which are shown in Table 2.3. Glass Identification

(Glass), and Image Segementation (Imageseg) are obtained from the University of Cali-

fornia Irvine Machine Learning Repository (Frank and Asuncion 2010). Synthetic data

sets consist of 2-half rings (Figure A.1a), 2-curve (Figure A.1a), 4c10k (Figure A.3a),

4c20k (Figure A.4a), and 4c40k (Figure A.5a).

Synthetic data sets are not linearly separable (except 2-half rings) and they are hard to

cluster using basic clustering algorithms. 4c10k, 4c20k and 4c40k data sets consist of

10000, 20000 and 40000 objects respectively.

For all of the data sets we have the original data set and true labels. We generated the

clustering ensembles by utilizing various approaches including k-means algorithm with

varying k-values and random sub-spacing on gene expression data sets, manually con-

structing clusters, randomly injecting error into the original clusters, Chameleon (Karypis

et al. 1999), and hierarchical agglomerative clustering (agnes) with varying input param-

eter values. For k-means algorithm we randomly select k values (between 2 and
�

|D|)

to increase diversity across clusterings. Diversity is an important aspect that increase the

effectiveness of combining multiple clusterings (Hadjitodorov et al. 2006).

We mostly rely on k-means for generating our input clusterings. This situation is in

harmony with the real world popularity of k-means. Moreover, some of the algorithms

mentioned in Section 2.2 uses k-means as an internal part of their algorithms, i.e., MULTI-

K and LCE take the original data set, execute k-means with different parameters on the

data set and finally combine the resulting clusterings. Please note that our algorithm

works on any type of input clustering, regardless of the generation method.
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Figure 2.3: Toy problem demonstration of DiCLENS

Properties of the gene expression input clusterings are shown in Table 2.4. In the same

table, Method column shows the generation method of input clusterings, Features column
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Table 2.3: Gene expression data sets

Data Set Array Type Tissue Total
samples

Num of
classes

Total Genes Selected #
of Genes

Bladder carcinoma Dyrskjot et al.
(2003)

Affymetrix Bladder 40 3 7129 1203

Breast Cancer West et al. (2001) Affymetrix Breast 49 2 7129 1198
Breast-Colon tumors Chowdary
et al. (2006)

Affymetrix Breast, Colon 104 2 22283 182

Carcinomas Su et al. (2001) Affymetrix Multi-tissue 174 10 12533 1571
Central nervous system-1 Pomeroy
et al. (2002)

Affymetrix Brain 34 2 7129 857

Central nervous system-2 Pomeroy
et al. (2002)

Affymetrix Brain 42 5 7129 1379

Endometrial cancer Risinger et al.
(2003)

Double Channel Endometrium 42 4 8872 1771

Glioblastoma multiforme Liang
et al. (2005)

Double Channel Brain 37 3 24192 1411

Gliomagenesis Bredel et al. (2005) Double Channel Brain 50 3 41472 1739
Gliomas-1 Nutt et al. (2003) Affymetrix Brain 50 4 12625 1377
Gliomas-2 Nutt et al. (2003) Affymetrix Brain 28 2 12625 1070
Gliomas-3 Nutt et al. (2003) Affymetrix Brain 22 2 12625 1152
Hepatocellular carcinoma Chen
et al. (2002)

Double Channel Liver 178 2 22699 85

Leukemia-1 Yeoh et al. (2002) Affymetrix Bone Marrow 248 2 12625 2526
Leukemia-2 Yeoh et al. (2002) Affymetrix Bone Marrow 248 6 4022 1095
Leukemia-3 Armstrong et al.
(2002)

Affymetrix Blood 72 2 12582 1081

Leukemia-4 Armstrong et al.
(2002)

Affymetrix Blood 72 3 12582 2194

Leukemia-5 Golub et al. (1999) Affymetrix Bone Marrow 72 2 7129 1877
Leukemia-6 Golub et al. (1999) Affymetrix Bone Marrow 72 3 7129 1877
Lung tumor-1 Bhattacharjee et al.
(2001)

Affymetrix Lung 203 5 12600 1543

Lung tumor-2 Garber et al. (2001) Double Channel Lung 66 4 24192 4553
Lymphoma-1 Alizadeh et al. (2000) Double Channel Blood 42 2 4022 1095
Lymphoma-2 Alizadeh et al. (2000) Double Channel Blood 62 3 4022 2093
Lymphoma-3 Shipp et al. (2002) Affymetrix Blood 77 2 7129 798
Melanoma Bittner et al. (2000) Double Channel Skin 38 2 8067 2201
Mesothelioma Gordon et al. (2002) Affymetrix Lung 181 2 12533 1626
Multi-tissue Ramaswamy et al.
(2001)

Affymetrix Multi-tissue 190 14 16063 1363

Prostate cancer-1 Tomlins et al.
(2007)

Double Channel Prostate 104 5 20000 2315

Prostate cancer-2 Tomlins et al.
(2007)

Double Channel Prostate 92 4 20000 1288

Prostate cancer-3 Lapointe et al.
(2004)

Double Channel Prostate 69 3 42640 1625

Prostate cancer-4 Lapointe et al.
(2004)

Double Channel Prostate 110 4 42640 2496

Prostate cancer-5 Singh et al.
(2002)

Affymetrix Prostate 102 2 12600 339

Round blue-cell tumor Khan et al.
(2001)

Double Channel Multi-tissue 83 4 6567 1069

Serrated carcinomas Laiho et al.
(2007)

Affymetrix Colon 37 2 22883 2202

shows the ratio of features selected for random sub-spacing, |π| column indicates the

number of clusters in different clusterings, |Π| shows the number of input clusterings and

the last three columns indicates the ARI, see Section 1.3.2, values for the input clusterings.

Properties of all of the other input clusterings are shown in Table 2.5. Figures A.1, A.2,
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A.3, A.4 and A.5 picture the input clusterings of 2-curve, 2-half rings, 4c10k, 4c20k and

4c40k, respectively.

Table 2.4: Properties of input clusterings on gene expression data sets

Data Set Method Features |π| |Π|
ARI

Min Max Average
Bladder carcinoma agnes, k-means 25% - 50% 2 - 6 9 0.18 0.64 0.39
Breast Cancer k-means 25% - 50% 2 - 7 10 0.08 0.42 0.25

Breast-Colon tumors k-means 25% - 50% 2 - 10 10 0.11 0.92 0.43
Carcinomas agnes, k-means 25% - 50% 2 - 13 11 0.10 0.63 0.42

Central nervous system-1 manual N/A 2 - 4 6 0.21 0.61 0.44
Central nervous system-2 agnes, k-means 25% - 50% 2 - 6 10 0.23 0.54 0.39
Endometrial cancer manual, random N/A 4 - 5 5 0.48 0.71 0.60

Glioblastoma multiforme k-means 75% - 85% 2 - 6 10 -0.03 0.46 0.18
Gliomagenesis k-means 25% - 50% 2 - 7 10 0.11 0.49 0.28
Gliomas-1 manual N/A 4 - 6 4 0.48 0.74 0.64
Gliomas-2 manual, random N/A 2 - 5 4 0.30 0.39 0.36
Gliomas-3 manual N/A 2 - 3 3 0.37 0.61 0.52

Hepatocellular carcinoma k-means 75% - 85% 2 - 13 10 0.10 0.70 0.40
Leukemia-1 agnes, k-means 75% - 85% 2 - 15 11 0.10 0.87 0.24
Leukemia-2 k-means 25% - 50% 2 - 15 10 0.14 0.23 0.20
Leukemia-3 manual N/A 2 - 5 3 0.36 0.56 0.46
Leukemia-4 k-means 75% - 85% 3 - 8 10 0.42 0.92 0.59
Leukemia-5 agnes, k-means 25% - 50% 2 - 8 11 0.15 0.89 0.45
Leukemia-6 k-means 25% - 50% 2 - 8 10 0.18 0.84 0.47
Lung tumor-1 chameleon,

k-means
25% - 50% 3 - 14 11 0.10 0.28 0.19

Lung tumor-2 k-means 25% - 50% 2 - 8 10 0.08 0.32 0.19
Lymphoma-1 k-means 25% - 50% 2 - 6 10 0.02 0.43 0.17
Lymphoma-2 k-means 25% - 50% 3 - 7 10 0.20 0.52 0.33
Lymphoma-3 agnes, k-means,

random
25% - 50% 2 - 8 10 -0.01 0.32 0.11

Melanoma manual, random N/A 2 5 0.38 0.70 0.50
Mesothelioma k-means 25% - 50% 2 - 13 10 0.07 0.75 0.25
Multi-tissue chameleon 100% 7 - 14 6 0.06 0.34 0.25

Prostate cancer-1 manual N/A 5 - 7 5 0.43 0.61 0.52
Prostate cancer-2 manual N/A 4 - 6 5 0.44 0.61 0.52
Prostate cancer-3 manual N/A 4 - 7 4 0.24 0.64 0.42
Prostate cancer-4 manual N/A 5 - 6 3 0.51 0.61 0.55
Prostate cancer-5 k-means 25% - 50% 2 - 10 10 0.02 0.23 0.10

Round blue-cell tumor agnes, k-means 25% - 50% 2 - 9 9 0.10 0.90 0.49
Serrated carcinomas manual N/A 2 - 6 5 0.29 0.51 0.37
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Table 2.5: Properties of input clusterings on other data sets

Data Set Method |π| |Π|
ARI

Min Max Average
2curves manual, random 4 - 6 3 0.33 0.78 0.532
2halfrings k-means 2 - 5 3 0.414 0.805 0.656
4c10k k-means 5 - 6 4 0.727 0.818 0.765
4c20k k-means 3 - 6 9 0.57 0.928 0.739
4c40k k-means 10 3 - 6 0.557 0.874 0.759

segmentation k-means 7 5 0.436 0.525 0.46
glass k-means 5 - 7 5 0.581 0.731 0.642

All of the tests are done on a computer that has 1.67GHz Intel CPU and 1.5GiB main

memory, operating system of the computer is GNU with Linux 2.6 kernel. DiCLENS is

implemented in Java. LCE is implemented in MatLab. Java is used for the implementation

of MCLA, CSPA, and HPGA algorithms but they require the METIS software packages

which are implemented in C.

Input clusterings are generated once and the same input clusterings are used for all of the

methods. Quality of input and final clusterings are calculated by Adjusted Rand Index

(ARI), see Section 1.3.2. Table B.1 and Table B.2 shows the ARI values for the final

clusterings produced by DiCLENS, MCLA, CSPA, HPGA and LCE.

Results in Table B.1 and Table B.2 indicate that DiCLENS produces perfect clusterings,

ARI = 1.0, on 2-halfrings, Glass and 4 of the gene expression data sets. On 28 of

the gene expression data sets DiCLENS produces the best clusterings and almost perfect

clusterings, ARI ≥ 0.89, on 15 of them. Results of DiCLENS is very good, ARI ≥ 0.92

on 2-curve, 4c10k, 4c20k and Imageseg data sets.

On 34 out of 41 data sets we used for tests, DiCLENS produces the best final cluster-

ing with the same input clusterings. Also for all of the data sets quality of clusterings

that are produced by DiCLENS are better than the average quality of input clusterings.

These results clearly demonstrate that DiCLENS is very useful and superior to other al-

gorithms. Test results show that DiCLENS produces better quality clusterings than LCE

which produces better results than MULTI-K, GCC, and HGBF.

Table B.3 shows the comparison of the number of clusters found by DiCLENS and the

true number of classes. DiCLENS finds true number of clusters on 24 of the data sets.
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Execution times of the methods are shown in Table B.4. Comparing the most accurate

methods, i.e., DiCLENS and LCE, it is clear that DiCLENS is superior. DiCLENS re-

quires more time to run because of its automatic cluster finding mechanism.
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3. IMPROVING DBSCAN’S EXECUTION TIME BY USING

A PRUNING TECHNIQUE ON BIT VECTORS

3.1 INTRODUCTION

In this chapter we discuss DBSCAN BV (Mimaroglu and Aksehirli 2011) a novel pruning

technique that dramatically improves the execution time of DBSCAN clustering algorithm

for binary data sets and Hamming distance.

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) (Ester et al.

1996) is a well known and widely used density-based clustering algorithm. DBSCAN

can effectively detect arbitrary shape clusters and noise in the data set when supplied with

correct parameters. Moreover, DBSCAN can automatically find the number of clusters

using the density information. DBSCAN finds well separated clusters, because it merges

the clusters that are not well separated.

DBSCAN algorithm, which is shown in Algorithm 3.1, identifies the dense areas in the

data set as clusters and objects in the sparse areas as noise. Density and sparsity is de-

termined by the number of objects in ε-neighborhood of the object, which are defined by

two parameters: ε andMinPts. In Figure 3.1 there are 7 points in the ε-radius of point

p.

pε

Figure 3.1: Center-based density in DBSCAN

31



Algorithm 3.1 DBSCAN algorithm

Input: D: data set, ε: radius,MinPts: minimum number of points
Output: π: Clustering
1: clusterId := 0
2: for all unvisited point p ∈ D do
3: mark p as visited
4: N := getNeighbors(p, ε)
5: if sizeof(N) < MinPts then
6: mark p as noise point
7: else
8: clusterId++
9: add p to cluster clusterId
10: for all point p� ∈ N do
11: if p� is not visited then
12: mark p� as visited
13: N � := getNeighbors(p�, ε)
14: if sizeof(N �) ≥ MinPts then
15: N := N ∪N �

16: if p� does not belong to a cluster then
17: add p� to cluster clusterId
18: return π

Each data object is labeled either as core, border or noise. If an object has at leastMinPts

number of points in its ε-neighborhood then the object is labeled as a core point. All core

points that are in the ε-neighborhood of a core point are assigned to the same cluster.

Objects that are not core points in the ε-neighborhood of core points are also assigned

to the same cluster as the core point and labeled as border points. Objects that are not

assigned to any cluster are regarded as noise.

In Figure 3.2, p1 is a core point, p2 is a border point, and p3 is noise with respect to ε and

MinPts = 7.

The main bottleneck of the DBSCAN algorithm is the detection of the core points, more

specifically the neighborhood search. When searching for neighbors every object must be

compared to every other object, which leads to O(n2) complexity, where n is the number

of data points. If distance matrix is stored in the memory then the space complexity

also becomes O(n2), if not then there are redundant distance computations which require

additional time.
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Figure 3.2: A data set labeled with respect to ε andMinPts = 7

We give a non-exhaustive overview of the methods that improve the execution time perfor-

mance of DBSCAN in Section 3.2. Section 3.3 discusses our improvement to DBSCAN,

and Section 3.4 provides experimental evaluations.

3.2 RELATED WORK

Inspecting the methods that improve the execution time performance of DBSCAN, three

different techniques come forward:

1. Partition the database to reduce the search space.

2. Run DBSCAN on a subset of a data set.

3. Reduce the number of seeds.

The most time consuming process of DBSCAN is finding the neighbors of data points.

One technique to speed up this process is partitioning the database to reduce the search

space. In the literature, there are several methods which partition the database, execute

DBSCAN only on partitions and finally merge the clusters obtained from partitions. El-

Sonbaty et al. (2004) partitions the database using CLARANS (Ng and Han 2002), which

is an algorithm that has good performance on large data sets. Clusters are merged using
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the relative-density measure that is introduced in Karypis et al. (1999). DBSK algorithm

(Rui and Chunhong 2008) executes DBSCAN with partition specific parameters on parti-

tions that are formed by executing k-means, then merges the density-connected clusters.

Partitioning-Based DBSCAN algorithm, PDBSCAN, (Zhou et al. 2000) uses statistical

characteristics of the data to partition the data set over one or more data attributes. It is

proposed to use different parameters for different partitions but details are not given in

the paper. Clusters are merged by analysing the points near the borders of partitions. A

recent method presented in Jiang and Li (2009) partitions the data set using a one-pass

clustering algorithm then applies a modified version of DBSCAN to find and merge the

clusters.

Zhou et al. (2000) proposes Sampling-based DBSCAN, SDBSCAN, which creates two

R*-trees, one for the whole data set and the second one for the selected samples. DB-

SCAN algorithm is executed on the selected samples to create the clusters. Assignments

of not sampled data points are performed faster by using the region queries over R*-trees.

A recent method, Rough-DBSCAN (Viswanath and Babu 2009) finds some representa-

tive points using the well-known Leaders clustering method. Instead of all of the data

set, these representative points are used as seeds for a modified version of DBSCAN.

Rough-DBSCAN finds the approximate clusters using the Rough Set theory.

For dense areas in data sets, the neighbors of two close data points can be very similar.

Because DBSCAN puts the density connected points into the same cluster, finding the

neighbors for some of the neighbor points can be omitted. “A Fast DBSCAN algorithm”,

FDBSCAN, which is introduced in Zhou et al. (2000) selects the seed points as far as

possible from the existing core points. A good discussion about the cost of handling of

lost points, the points that can not be accurately clustered because of the approximation,

can be found in the paper. IDBSCAN algorithm (Borah and Bhattacharyya 2004) reduces

the time complexity by selecting seed points outside the neighborhoods of core points.

KIDBSCAN (Tsai and Liu 2006) determines the high-density centers by running k-means

beforehand and suggests these points as seeds to the IDBSCAN. KIDBSCAN increases

the worst case performance of IDBSCAN.

Parallel versions of DBSCAN are explained in Zhou et al. (2000), Sakellariou et al.

(2001), and Guo et al. (2002).

Intuitively, space indexing techniques such as kd-tree and R-tree are used to index the data

and increase the execution time performance of DBSCAN. But these indexing techniques
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work efficiently only on real valued data sets, so they become inefficient on binary and

categorical data sets. As explained in detail in Section 3.3, our method works on binary

data and reduces the search space when finding the neighbors of points. A comparison

between our method and the mentioned indexing techniques are given in Section 3.4.

Partitioning the data set is a pre-processing step with its limitations and requirements.

Beside extra time and space requirements, selection of partitioning technique and its in-

put parameters adds another level of complexity. Limiting the number of seed points or

sampling the data distorts the accuracy of the method and leads to false identification of

border points and false separation of clusters.

3.3 BINARY APPROACH FOR DBSCAN

In this section we present a novel pruning method that significantly reduces the number

of points returned by getNeighbors(p, ε), shown in line 4 of Algorithm 3.1, and the

execution time of neighbor search. Our method works on binary data sets and Hamming

distance.

A binary data set is broken down into row and column bit vectors. For example, each

row bit vector (di, 1 ≤ i ≤ 10) in Figure 3.4a represents a data object and each column

bit vector (aj, 1 ≤ j ≤ 5 ) in Figure 3.4b represents an attribute of the binary data set

shown in Figure 3.3, respectively. Even though keeping two copies of data set doubles

the memory requirement, benefits will become apparent later.

a1 a2 a3 a4 a5

d1 0 1 1 0 1
d2 0 1 0 0 1
d3 1 0 0 1 0
d4 0 1 0 1 0
d5 1 0 1 0 0
d6 0 0 0 1 1
d7 0 1 0 0 0
d8 0 0 1 1 0
d9 1 0 1 0 0
d10 0 0 0 1 1

Figure 3.3: A binary data set

Our pruning method is based on the following observations:
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d1 0 1 1 0 1

d2 0 1 0 0 1

d3 1 0 0 1 0

d4 0 1 0 1 0

d5 1 0 1 0 0

d6 0 0 0 1 1

d7 0 1 0 0 0

d8 0 0 1 1 0

d9 1 0 1 0 0

d10 0 0 0 1 1

Figure 3.4a Row Bit Vectors

a1

0
0
1
0
1
0
0
0
1
0

a2

1
1
0
1
0
0
1
0
0
0

a3

1
0
0
0
1
0
0
1
1
0

a4

0
0
1
1
0
1
0
1
0
1

a5

1
1
0
0
0
1
0
0
0
1

Figure 3.4b Column Bit Vectors

Figure 3.4: Decomposed data set of Figure 3.3

Definition 3.1. A binary data setD, having n objects andm attributes, can be represented

either as a set of row bit vectors Drows = {d1,d2, . . .dn}, or as a set of column bit

vectors Dcols = {a1, a2, . . . , am}.

Definition 3.2. In a binary data setD having n objects andm attributes, let (dj) ∈ Drows

and (aj) ∈ Dcols. (dj)i ∈ {0, 1} and (aj)i ∈ {0, 1} denote the value of ith bit of dj and

aj, respectively.

Definition 3.3. In a binary data set D having n objects and m attributes, let Onesi be

the set of the column bit vectors that have the value 1 at ith bit. That is,

Onesi = {aj|(aj)i = 1, 1 ≤ j ≤ m, aj ∈ Dcols} (3.1)

36



Note that Onesi is also the set of column bit vectors that are 1 in object di.

Onesi = {aj|(di)j = 1, 1 ≤ j ≤ m, aj ∈ Dcols,dj ∈ Drows} (3.2)

Example 3.1. According to the data set in Figure 3.3, Ones5 = {a1, a3} and Ones8 =

{a3, a4}.

Definition 3.4. In a binary data set D having n objects and m attributes, possible neigh-

bors of an object di with respect to the distance ε is defined by the nghi bit vector as

nghi = (al1 ∨ al2 ∨ · · · ∨ alk) ∧ · · · ∧ (ar1 ∨ ar2 ∨ · · · ∨ ark)� �� �
(|Onesi|

k ) components

, (3.3)

where k is the smallest positive integer such that k > ε, each k-length subset of Onesi is

logically ORed in itself, and all of the k-length subsets are logically ANDed.

Theorem 3.1. If (nghi)j = 0 then dist(di,dj) > ε.

Proof.

nghi = (al1 ∨ al2 ∨ · · · ∨ alk) ∧ · · · ∧ (ar1 ∨ ar2 ∨ · · · ∨ ark)� �� �
(|Onesi|

k ) components

, (3.4)

(nghi)j = 0 implies that at least one of the components must be 0 at location j, i.e.,

(am1
∨ am2

∨ · · · ∨ amk
)j = 0. Because of the definition of the logical OR operation, jth

position of every column bit vector of this component must be 0, (ami
)j = 0 for all 1 ≤
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i ≤ k . Therefore dj and di have at least k differences. Because k > ε and dist(dj,di) ≥

k hold, the inequality dist(dj,di) > ε must hold. Thus, dj cannot be a neighbor of di; as

a result dj can be discarded.

Computational complexity of DBSCAN is high because it exhaustively calculates the

distances between every pair of objects. Theorem 3.1 effectively discards the data ob-

jects that can not be in the ε-neighborhood of the reference object, and it only discards

the distant objects, i.e., no false negatives. Instead of searching each point exhaustively,

getNeighbors BV only searchs the possible neighbors of the point p, as shown in Al-

gorithm 3.2. At line 2 of the algorithm PsbleNghbrs is initialized as a |D|-length bit

vector filled with ones, because every data object in the data set initially is a possible

neighbor. At line 3, attributes that are 1 in the p are extracted to Onesi set. Theorem’s

input parameter k, which must be the smallest positive integer that is greater than ε, is

prepared at line 4. Theorem 3.1 is utilized at lines 5–8. Note that we check for the values

of k and |Onesi| at line 5, since the theorem is not applicable if k is too large. If this is

the case, every object in the data set is left as a possible neighbors and the standard search

is performed. Lines 9–13 checks the possible neighbors to eliminate false positives.

�
|Onesi|

k

�
can be too large for some data sets and ε values. In this case, pruning can be

utilized with a small number of randomly selected k-subsets rather than every k-subset of

Onesi. Experimental evaluations show that even if not every k-subset is utilized, pruning

provides very good results. The new procedure getNeighbors BV replaces getNeigh-

bors in DBSCAN resulting in a new algorithm that we call DBSCAN BV.

It is important to note that Theorem 3.1 never produces false negatives, i.e., PsbleNghbrs

is always a superset of the real ε-neighbors. Also, getNeighbors BV eliminates the false

positives by checking all of the possible neighbors one by one. Therefore, accuracy of the

DBSCAN BV is always same with the original DBSCAN.

Example 3.2. For the binary data set in Figure 3.3, corresponding row bit vectors and

column bit vectors of the data set are shown in Figures 3.4Figure 3.4a and 3.4Figure 3.4b,

respectively. DBSCAN BV, with ε = 1.7 and MinPts = 2, works on object d2 (second

row) as follows: Ones2 = {a2, a5} and k is selected as 2. There is only one 2-length sub-

set ofOnes2: {a2, a5}. Column bit vectors a2 and a5 are ORed with each other, as shown

in Figure 3.5, to obtain the ngh2 bit vector. The 0 values on ngh2 denote the objects that

are located at a distance greater than ε = 1.7; as a result, {d3,d5,d8,d9} can be safely

pruned. Only the distances between d2 and {d1,d4,d6,d7,d10} are calculated. The
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Algorithm 3.2 getNeighbors BV(p, ε)

Input: di: data object ε: radius
Output: N : Neighbors of di

1: N := ∅
2: PsbleNghbrs := 1 // Initially all the objects are possible neighbors
3: Onesi := {aj|(di)j = 1, 1 ≤ j ≤ m}
4: Select k as the smallest positive integer, such that k > ε
5: if |Onesi| ≥ k then
6: // Apply Theorem 3.1
7: for all unique set do
8: PsbleNghbrs := PsbleNghbrs ∧ (al1 ∨ al2 ∨ · · · ∨ alk)
9: for all dj : (PsbleNghbrs)j = 1 do
10: // Compute Hamming distance
11: if |di ⊕ dj| ≤ ε then
12: // dj is in the ε-neighborhood of di

13: N := N ∪ dj

14: return N

neighbors of d2 with respect to ε = 1.7 and MinPts = 2 are the set N = {d1,d7}.

Thus, d2 is a core object.

a2

1
1
0
1
0
0
1
0
0
0

∨

a5

1
1
0
0
0
1
0
0
0
1

=

ngh2

1
1
0
1
0
1
1
0
0
1

Figure 3.5: a2 ∨ a5

3.4 EXPERIMENTAL RESULTS

Algorithms were implemented in Java language. All of the tests were done on a computer

that has 2.8GHz Intel CPU and 4GiB main memory, operating system of the computer is

GNU with Linux 2.6 kernel. Binarized versions of real and synthetic data sets are used

for testing. Table 3.1 shows the properties of the data sets.
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Table 3.1: Properties of test data sets

Data Set Objects Attributes Max #1’s Min #1’s Avg #1’s
Reuters 5485 14575 281 4 41
WebKB 4168 7770 2773 1 78
Letter
Recognition

20000 25 5 5 5

Image
Segmentation

2100 42 7 7 7

Zoo 101 21 11 3 7.6
Spect
Heart Data

267 23 22 0 7.6

Syn-5K 5000 32 9 5 7
Syn-10K 10000 35 8 5 6.5
Syn-25K 25000 25 8 1 5
Syn-50K 50000 50 11 7 9

Data sets that are taken from real domain are Reuters, WebKB, Letter Recognition, Im-

age Segmentation, Zoo, and Spect. Letter Recognition, Image Segmentation, Zoo and

Spect data sets are obtained from the University of California Irvine Machine Learning

Repository (Frank and Asuncion 2010). WebKB and Reuters are Text data sets. Text

data sets are gone through a two step pre-processing. First step consists of standard text-

specific processes such as removal of stop words and stemming while the second step is

the binarization. Syn-5k, Syn-10K, Syn-25K, and Syn-50K are synthetic data sets.

�
|Onesi|

k

�
can become too high for some data sets and ε values. DBSCAN BV does not

generate and use every k-length subset of Onesi, instead it generates and uses a few

randomly selected k-length subsets of Onesi. Even though not using every subset results

in less pruning, experimental evaluations show that 100 randomly selected subsets provide

sufficient pruning even for very large data sets. If the number of attributes of the data set

is not very large, all k-length subsets of Onesi can be used.

The execution time performances of DBSCAN and DBSCAN BV on real data sets are

shown in Figure A.6. DBSCAN BV is much faster than DBSCAN on large data sets such

as WebKB and Reuters. DBSCAN BV performs faster than DBSCAN on medium size

data sets, i.e., Letter Recognition and Image Segmentation. On small data sets, i.e., Zoo

and Spect the results are comparable.

The execution time performance of DBSCAN and DBSCAN BV on synthetic data sets

are shown in Figure A.7. DBSCAN BV performs much faster than DBSCAN on all of

these data sets.
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Experiments on both real and synthetic data sets show that the execution time gets larger

while ε gets larger, see Figure A.6 and Figure A.7. To understand the relation between

execution time and ε some additional tests are conducted. Figure A.8 shows the results.

For large values of ε, number of neighbors is increased with the radius. Thus, pruning

method becomes unavailable to detect the points outside of this radius and DBSCAN BV

falls back to the original DBSCAN algorithm.

Hamming distance is a symmetric metric, i.e. both zeros and ones in a data point have the

same significance. Theorem 3.1 formulates the pruning operation for the attributes that

are 1 in the reference point. But it can be extended for the attributes that are zero in the

reference data point. Pruning both for Ones and Zeros decreases the number of possible

neighbors. For clarity we will call this operation two-way pruning. Figures A.9 and A.10

show the effects of two-way pruning for some real data sets in terms of the total number

of possible neighbors and execution time, respectively. Note that these results are only for

finding the exact neighborhoods, not for the whole DBSCAN algorithm. For data sets that

are very sparse, i.e. Image Segmentation and Letter Recognition, benefit from conducting

two-way pruning is so little that the effect of it can hardly be seen. On the other hand,

benefit of using zeros is much more obvious on dense data sets, i.e. Zoo and Spect. For

all of the data sets, two-way pruning increases the total execution time.

DBSCAN is commonly used with space indexing techniques to reduce the time cost of

neighbor search. We conduct tests to compare our pruning method against two of the most

popular of these techniques, which are kd-trees (Bentley 1975) and R-trees (Guttman

1984). Because both of these methods work effectively only on real valued data sets, they

are not directly applicable to our data sets. Thus, we compare them with our pruning

method only on real valued data sets. To keep the comparison fair, we compare the ex-

ecution time results for ε values that approximately cover the same radius. Results can

be seen on Figure A.13. Please note that these tests measure just the time for finding the

exact neighbors of all of the data points, not the whole DBSCAN algorithm. On Letter

Recognition data set, R-tree search did not return any results in practical times, thus the

corresponding results are put into Figure A.13b just for completeness.

Bit vector, or bitmap, representation of a data set can be compressed. Bitmap compres-

sion algorithms, such as Byte aligned Bitmap Coding (BBC) (Antoshenkov 1994), Word

Aligned Hybrid (WAH) code (Wu et al. 2004) and Sorted Word Aligned Bitmap (Lemire

et al. 2010), support bitwise set operations in compressed form. Key difference of these

methods from generic compression algorithms is their focus on performance improve-
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ment of bit operations on compressed form rather than sole improvement of compression

ratio. It is a known fact that for some data sets, operations can be performed faster on

compressed forms than their not-compressed forms. Wu et al. (2006) shows that BBC

form and WAH executes faster than not-compressed form if compression ratio is below

10−2 and 10−1, respectively. We compared the performance of using WAH compressed

form against using not compressed form of our data sets. Compressed forms are 2 to 40

times slower, which is expected according to Wu et al. (2006).

Pruning technique can be very beneficial to the systems having limited resources in terms

of CPU and battery capacity. Figure A.11 indicates that the discussed DBSCAN BV

algorithm completes the clustering procedure much more efficiently than the original

DBSCAN algorithm. For Wireless Sensor Network deployments k-means algorithm is

favored to DBSCAN algorithm because of its lower computational complexity (Hua et al.

2009). Although the complexity of DBSCAN, O(n2), is greater than the complexity of

k-means, which isO(ikn) where i is the iteration count, k is the number of clusters and n

is the number of objects, Figure A.12 shows that DBSCAN BV is comparable to k-means

in practice. Furthermore DBSCAN can detect arbitrary shape cluster contrary to k-means

which can only detect globular shape clusters. During comparison; values of ε,MinPts

and k are set to make DBSCAN BV and k-means produce same number of clusters.
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4. CONCLUSION

Clustering is a very important tool for data analysis and knowledge discovery. It is used in

almost every field of science and engineering. Although the unsupervised nature of clus-

tering is very effective for many tasks, it comes with its unique problems. Compared to

supervised methods, such as classification, producing accurate results with unsupervised

methods requires much more computation.

Choosing the clustering method and parameters of the method that fit the data is not

immediate. Producing diverse range of clusterings and combining them is easier than

determining the correct method and its parameters. Moreover, since different clustering

algorithms can capture different aspects of the data, combining multiple clusterings can

produce better clusterings.

Combining multiple clusterings problem is defined as combining the different views for

the same data to produce a better grouping of the data. There are many situations where

multiple views of the same data are present although the original properties of the data are

missing. In these situations a new clustering must be formed just by evaluating the views.

In Chapter 2 we discussed a novel combining multiple clusterings algorithm, DiCLENS,

that can find the number of clusters automatically using well-known objective measures.

DiCLENS uses co-associations of objects for similarity calculations. As explained in

Section 2.2 co-associations are widely used for combining multiple clusterings. Although

it is very costly to find the co-associations between objects, DiCLENS uses a very efficient

method to calculate these similarities. DiCLENS does not take any input arguments,

which is another advantage.

Co-association based versions of objective measures such as Intra Clusters Similarity

(ICS) and Extra Cluster Similarity (ECS) are used to automatically determine the number

of final clusterings. Thus, DiCLENS produces compact and well-separated final clusters.

Note that because DiCLENS uses co-association based similarity these clusters are the

ones that best represent the input clusters. Experimental results on both artificial and real

data sets show that DiCLENS performs well and works fast.

Results in Chapter 2 show that ECS-based cluster similarity graphs are superior to both

co-association based object graphs and syntactical similarity-based cluster graphs. Clus-
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ter graphs provide a better scalability compared to object graphs, because generally the

number of clusters in a data set is much less than the number of objects. ECS is more

effective as a similarity measure compared to Jaccard but computation of co-associations

is very costly. However, computation cost of ECS-based graphs becomes comparable to

Jaccard graphs, thanks to the fast ECS computation method.

DiCLENS also shows that using ICS and ECS for evaluating the final clusters works well.

Our method can be applied to other combining multiple clustering algorithms to evaluate

their final clusterings and to find the parameters that yields to best results.

As a future work, we are planing to apply different partitioningmethods on the ECS-based

similarity graph.

DBSCAN is a very well known and widely used clustering algorithm which can effec-

tively detect arbitrary shape clusters and noise. However, generating a distance matrix or

calculating distances between objects on-the-fly is very costly and even impractical when

the number of objects is large. Some indexing techniques may speed up the neighbor

search procedure but they do not perform well or not applicable to categorical or binary

data.

In Chapter 3 we discussed a novel pruning method that dramatically improves the execu-

tion time of DBSCAN on Binary Data and Hamming Distance. Our pruning technique

effectively eliminates the data objects that are not in the ε-neighborhood of an object, and

considerably reduces the search space on some data sets.

Extensive tests show that DBSCAN BV performs up to 40 times faster than the original

DBSCAN algorithmwithout sacrificing clustering accuracy. Our novel pruning technique

performs better than traditional space indexing techniques such as kd-tree and R-tree. Fur-

thermore, these techniques are not practically applicable to binary data. We also show that

our novel pruning method increases the efficiency of DBSCAN and makes it comparable

to k-means in terms of CPU usage, and allows its usage in environments with limited

resources.

We are hoping to extend our pruning method to make it applicable to other distance met-

rics such as Jaccard. Application of this technique to a broader range of data sets including

real valued ones would be an interesting research.
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APPENDIX A. FIGURES
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Figure A.1: DiCLENS on 2-half rings data set, and 3 input clusterings
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Figure A.2: DiCLENS on 2-curve data set, and 4 input clusterings

57



10

Y

 5

 0

-10

 -5

  0

  5

 10

Z

-10
 -5

  0
  5  10

X

Figure A.3a DiCLENS Final Clustering, ARI:0.99

10

Y

 5

 0

-10

 -5

  0

  5

 10

Z

-10
 -5

  0
  5  10

X

Figure A.3b Input 1, ARI:0.76

10

Y

 5

 0

-10

 -5

  0

  5

 10

Z

-10
 -5

  0
  5  10

X

Figure A.3c Input 2, ARI:0.73

10

Y

 5

 0

-10

 -5

  0

  5

 10

Z

-10
 -5

  0
  5  10

X

Figure A.3d Input 3, ARI:0.76

10

Y

 5

 0

-10

 -5

  0

  5

 10

Z

-10
 -5

  0
  5  10

X

Figure A.3e Input 4, ARI:0.82

Figure A.3: DiCLENS on 4c10k data set, and 4 input clusterings
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Figure A.4: DiCLENS on 4c20k data set and the first 6 of the input clusterings
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Figure A.4: The last 3 of the input clusterings of 4c20k data set
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Figure A.5: DiCLENS on 4c40k data set, and the first 6 of the input clusterings
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Figure A.5: The last 4 of the input clusterings of 4c40k data set
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Figure A.6a Reuters Figure A.6bWebKB

Figure A.6c Letter Recognition Figure A.6d Image Segmentation

Figure A.6e Zoo

Figure A.6: Performance Comparison on real data sets
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Figure A.7a Syn-5K Figure A.7b Syn-10K

Figure A.7c Syn-25K Figure A.7d Syn-50K

Figure A.7: Performance Comparison on synthetic data sets

Figure A.8a Reuters Figure A.8bWebKB

Figure A.8: Text data sets with a large range of ε values
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Figure A.9a Image Segmentation Figure A.9b Letter Recognition

Figure A.9c Zoo Figure A.9d Spect

Figure A.9: Possible neighbors detected with two-way and one-way pruning
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Figure A.10a Image Segmentation Figure A.10b Letter Recognition

Figure A.10c Zoo Figure A.10d Spect

Figure A.10: Execution time of two-way and one-way pruning

66



Figure A.11: Total number of operations

Figure A.12: k-means vs. DBSCAN BV
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Figure A.13a Image Segmentation Figure A.13b Letter Recognition

Figure A.13: getNeighbors BV versus R-tree and kd-tree
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APPENDIX B. TABLES

Table B.1: Quality results of final clusterings on non-biological data sets

Data Set DiCLENS MCLA CSPA HGPA LCE COMUSA

2-curve 0.98 0.98 0.98 0.29 0.98 0.28
2-half ring 1.00 1.00 1.00 0.58 1.00 0.09
Glass 1.00 0.99 0.51 0.21 0.73 0.08
4c10k 0.99 0.79 0.68 0 0.98 0.24
4c20k 0.98 0.98 N/A 0 0.98 N/A
4c40k 0.80 0.98 N/A 0 0.98 N/A
Imageseg 0.92 0.92 0.91 0.62 0.89 0
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Table B.2: Quality results of final clusterings on gene expression data sets

Data Set DiCLENS MCLA CSPA HGPA LCE COMUSA

Bladder carcinoma 0.59 0.56 0.32 0.36 0.39 0.05
Breast Cancer 0.63 0.56 0.44 0.50 0.56 0.23

Breast-Colon tumors 0.92 0.85 0.62 0.75 0.92 0.39
Carcinomas 0.45 0.47 0.41 0.45 0.57 0.15

Central nervous system-1 1.00 0.88 0.33 0.33 1.00 0.55
Central nervous system-2 0.51 0.51 0.36 0.44 0.61 0.27
Endometrial cancer 1.00 0.92 0.55 0.42 0.92 0.37

Glioblastoma multiforme 0.46 0.16 0.13 0.13 0.16 0.06
Gliomagenesis 0.55 0.38 0.25 0.34 0.37 0.13
Gliomas-1 0.92 0.92 0.73 0.88 0.92 0.74
Gliomas-2 0.72 0.60 0.39 0.35 1.00 0.32
Gliomas-3 1.00 1.00 0.51 0.27 1.00 0.74

Hepatocellular carcinoma 0.72 0.62 0.65 0.02 0.64 0.05
Leukemia-1 0.96 0.48 0.10 0.11 0.96 0.33
Leukemia-2 0.38 0.31 0.25 0.26 0.37 0.01
Leukemia-3 0.94 0.94 0.44 0.24 0.56 0.15
Leukemia-4 0.92 0.92 0.81 0.92 0.92 0.65
Leukemia-5 0.94 0.84 0.52 0.33 0.79 0.42
Leukemia-6 0.84 0.74 0.54 0.48 0.79 0.05
Lung tumor-1 0.55 0.29 0.12 0.11 0.30 0.47
Lung tumor-2 0.28 0.25 0.09 0.09 0.15 0.03
Lymphoma-1 0.50 0.26 0.37 0.12 0.37 0.02
Lymphoma-2 0.83 0.37 0.39 0.35 0.36 0.20
Lymphoma-3 0.31 0.20 0.25 0.17 0.25 0.02
Melanoma 0.89 0.89 0.89 0.20 0.70 0.25

Mesothelioma 0.89 0.78 0.12 0.14 0.78 0.49
Multi-tissue 0.38 0.32 0.32 0.32 0.41 0.39

Prostate cancer-1 0.89 0.89 0.58 0.52 0.66 0.26
Prostate cancer-2 0.90 0.92 0.60 0.47 0.79 0.25
Prostate cancer-3 0.65 0.50 0.46 0.27 0.47 0.02
Prostate cancer-4 0.78 0.71 0.44 0.32 0.86 0.02
Prostate cancer-5 0.13 0.07 0.07 0.05 0.02 0.11

Round blue-cell tumor 0.94 0.66 0.49 0.70 0.89 0.27
Serrated carcinomas 1.00 0.88 0.20 0.15 1.00 0.11
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Table B.3: Number of clusters

Data Set True Cluster # DiCLENS
Bladder carcinoma 3 2
Breast Cancer 2 2

Breast-Colon tumors 2 2
Carcinomas 10 6

Central nervous system-1 2 2
Central nervous system-2 5 4
Endometrial cancer 4 4

Glioblastoma multiforme 3 2
Gliomagenesis 3 2
Gliomas-1 4 4
Gliomas-2 2 2
Gliomas-3 2 2

Hepatocellular carcinoma 2 3
Leukemia-1 2 2
Leukemia-2 6 3
Leukemia-3 2 2
Leukemia-4 3 3
Leukemia-5 2 2
Leukemia-6 3 3
Lung tumor-1 5 3
Lung tumor-2 4 2
Lymphoma-1 2 2
Lymphoma-2 3 2
Lymphoma-3 2 3
Melanoma 2 2

Mesothelioma 2 2
Multi-tissue 14 5

Prostate cancer-1 5 5
Prostate cancer-2 4 5
Prostate cancer-3 3 2
Prostate cancer-4 4 5
Prostate cancer-5 2 6

Round blue-cell tumor 4 5
Serrated carcinomas 2 2

2-curve 2 2
2-half rings 2 2
4c10k 4 4
4c20k 4 4
4c40k 4 4
Glass 6 6

Imageseg 7 7
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Table B.4: Execution time results of clustering ensemble methods (msec)

Data Set DiCLENS MCLA CSPA HGPA LCE COMUSA

Bladder carcinoma 59 6 5 59 205 54
Breast Cancer 87 7 7 55 182 103
Breast-Colon tumors 295 7 13 69 369 97
Carcinomas 1139 12 37 249 1533 63
Central nervous system-1 10 5 11 19 67 76
Central nervous system-2 68 7 11 89 340 45
Endometrial cancer 14 7 6 46 103 6
Glioblastoma multiforme 71 6 7 53 169 4
Gliomagenesis 58 10 7 62 297 7
Gliomas-1 28 6 7 61 132 17
Gliomas-2 17 6 12 30 91 3
Gliomas-3 11 7 10 27 50 6
Hepatocellular carcinoma 124 7 22 46 420 57
Leukemia-1 448 8 44 72 476 173
Leukemia-2 2431 16 81 202 2195 132
Leukemia-3 5 7 8 25 78 27
Leukemia-4 207 9 9 124 321 38
Leukemia-5 67 6 8 54 211 13
Leukemia-6 103 7 7 102 268 7
Lung tumor-1 1491 13 31 240 1162 134
Lung tumor-2 69 7 8 82 361 15
Lymphoma-1 124 15 7 36 176 8
Lymphoma-2 134 10 9 81 352 12
Lymphoma-3 162 7 12 55 289 16
Melanoma 2 5 6 11 41 4
Mesothelioma 622 9 25 72 511 101
Multi-tissue 677 10 41 216 3793 97
Prostate cancer-1 38 6 12 79 438 26
Prostate cancer-2 29 6 13 58 187 50
Prostate cancer-3 17 7 8 43 147 53
Prostate cancer-4 29 6 14 48 157 33
Prostate cancer-5 365 10 12 77 463 21
Round blue-cell tumor 112 10 11 93 302 34
Serrated carcinomas 51 6 9 25 72 4
2-curve 58 12 29 20 125 91
2-half ring 5 6 19 13 80 71
Glass 84 8 31 55 543 100
4c10k 281 12 36134 551 8585 862288
4c20k 2068 152 N/A 1654 29319 N/A
4c40k 6018 118 N/A 5119 113894 N/A
Imageseg 943 49 5375 200 8876 11977
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