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ABSTRACT

ARDL MODEL BOUNDS TEST APPROACH: THE CASE OF
TURKEY

Burcu OZCAN
Master of Science, Department of Statistics
Supervisor: Prof. Dr. Cem KADILAR
June 2017, 136 pages

In the econometric literature, ARDL bounds testing approach proposed by Pesaran
and Shin [16], improved Pesaran et al. [17], and Toda-Yamamoto causality
procedures [12] are widely used in empirical analysis because the outcomes of
these tests are more likely to be convincing than their predecessors. The most
important distinguishing features of both tests are to necessitate none of
prerequisites like stationarity or co-integration analyses. Nevertheless, the number
of theoretical studies on these co-integration and causality procedures are not
sufficient. The primary purpose of this thesis study is thoroughly to examine the
issue in framework of the co-integration analysis and the error correction model
within the autoregressive distributed lag model. As a second objective of this thesis,
Toda-Yamamoto causality procedure is comprehensively reviewed within a sound
theoretical basis. In the empirical part of the thesis, the validity of a level relationship
between saving and investment rates for Turkish economy over the period 1970-
2015 is analyzed by using ARDL bounds co-integration testing and Toda-Yamamoto
causality testing approaches. The result from ARDL bounds testing procedure
confirms that there are both long-run and short-run relationship between domestic
saving and domestic investment whilst there is no causal relationship neither from
saving to investment nor from investment to saving.

Keywords: ARDL Model, Bounds Test, Co-integration, Tado-Yamamoto, Causality,
Feldstein-Horioka Hypothesis.



OZET

ARDL MODELI SINIR TESTi YAKLASIMI: TURKIYE ORNEGI

Burcu OZCAN
Yiiksek Lisans, istatistik Boliimii
Tez Danigmani: Prof. Dr. Cem KADILAR
Haziran 2017, 136 sayfa

Bu tezin esas amaci, Gecikmesi Dagitilmis Otoregresif Modeli (ARDL) — Sinir testi
Yaklasimi ve Toda-Yamamoto nedensellik analizi, istatistiki ve ekonometrik yonuyle
incelenmesidir. Bu iki ekonometrik model, uygulamalarda sikga kullanilmasina
ragmen, teorik yapilarini inceleyen ¢ok az ¢aligma vardir.

ARDL sinir testi yaklasimi degiskenler arasindaki uzun donem iligkilerin
arastiriimasinda son yillarda yaygin olarak kullanilan Pesaran ve Shin [16] ve
Pesaran ve digerleri [17] tarafindan gelistiriimis bir egbutunlesme yontemidir. Bu
yaklagiminin en onemli avantaji degigkenlerin butinlesme dereceleri dikkate
alinmaksizin degigkenler arasinda egbutunlesme iligkisinin var olup olmadiginin
arastirilabilmesidir. ARDL sinir testi, modeldeki serilerin ikinci farki alindiginda
duragan olmamasi kisiti diginda, butinuyle dizey halinde duragan ve birinci farki
alindiginda duragan ve ya hepsinin karsilikli egbutunlesik ve birinci farki alindiginda
duragan olup olmadigina bakilmaksizin uygulanabilmektedir [17]. ikinci farki
alindiginda duragan olan verilerin kullanilamamasinin nedeni ise, ikinci farki
alindiginda duragan olmalari halinde, karsilastirilabilecek kritik degerleri
uretilmemig olmasidir. Bir diger avantaji ise, kliguk ve sinirli drneklem kumeleri igin
oldukga etkin ve yansiz tahminler vermesidir. ARDL yaklagsiminda kisitsiz hata
duzeltme modeli kullanildigindan, diger klasik esbutinlesme testlerine gore daha iyi
istatistiksel O0zelliklere sahiptir ve guvenilirdir. ARDL sinir testi yonteminin bir diger
onemli 6zelligi ise, tek denklemli esbutinlegsme testidir. Yani, agiklayici (bagimsiz)
degdiskenler i¢sel oldugu ve aciklanan (bagiml) degiskenin ise digsal oldugu
varsayilir. ARDL esbutinlesme yontemi, modeldeki uzun ve kisa donem katsayilari
ayni anda tahmin edilebilme 6zelligine sahiptir. Orneklem sayisi T olmak Uizere, elde
edilen kisa donem katsayilar, tutarl iken uzun donem katsayilar ise super tutarlidir.
Ayrica, ARDL sinir testi teknigi, her bir degiskenin farkli sayida gecikme uzunluguna



sahip olmasina izin verir. Optimal gecikme uzunlugunun secilmesi 6nemlidir gunku
bu yolla, igsellik problemi ve hatalarin otokorelasyon probleminin Ustesinden
gelinebilir. ARDL sinir testi yaklasimi temel olarak 3 asamadan olusmaktadir. ilk
agsamada kisitsiz hata diizeltme modeli (UECM) olusturulur. ikinci agama olarak,
Akaike veya Schwarz gibi bilgi kriterleri kullanilarak, model i¢in uygun gecikme
uzunlugu p degeri bulunur. En kuguk degeri saglayan gecikme uzunlugu, modelin
optimal gecikme uzunlugudur. Optimal p degeri hesaplandiktan sonra,
esbutunlesme iligkisinin yoklugunu ifade eden temel hipotezi, Wald ya da F testi
kullanilarak test edilir. Hesaplanan F istatistigi Pesaran vd. [17]'deki tablo alt ve Ust
kritik degerleri ile karsilastinllir. Eger hesaplanan F istatistigi alt kritik sinir
degerinden kugukse, seriler arasinda esbutinlesme olmadigina karar verilir.
Hesaplanan F istatistigi alt ve ust kritik sinir degerleri arasinda ise kesin bir yorum
yapilamamaktadir. Hesaplanan F istatistigi ust kritik sinir degerinden buylk ise
seriler arasinda esbutunlesme iligkisinin oldugu sonucuna ulagilir. Esbutinlesme
iligkisinin varligi gosterildikten sonra, uzun ve kisa donem iligkiler olup olmadigini
belirlemek igin ARDL modeli kurulur. ARDL modelinde uzun donem katsayilarini
elde etmek icin kullanilacak toplam dinamik model denkleminin sayisinin
belirlenmesinde, m maksimum gecikme sayisi ve k modeldeki bagimli ve bagimsiz
toplam degigken sayisi kullanilarak hesaplanir. Modeldeki gecikme sayisi, bilgi
kriterlerinden biri kullanilarak karar verilir. En ktuguk kareler teknigi kullanilarak uzun
donem ARDL modeli tahmin edilir. Degiskenler arasindaki kisa donem iligki ise
ARDL modeline dayanan hata duzeltme modeliyle elde edilmektedir. Hata dizeltme
modeli ile elde edilen hata dizeltme terimi, ECT, katsayisinin istatistiksel olarak
anlamh ve 0 ile -1 arasinda olmasi halinde s6z konusu degigkene ait olan ECT
katsayisi, kisa donemdeki dengesizligin ne kadarinin uzun donemde
duzelebilecegini soyler.

Esbutinlesme analizinin yani sira, degiskenler arasindaki nedensellik yapisini
anlamak ekonomide onemlidir. Bu yuzden nedensellik analizi de tezde incelenmistir.
Klasik nedensellik analizlerinde en buyuk sorun kullanilan degigkenlerin ayni seviye
de duragan ve aralarinda egbutunlegsme iligkisi var olmasi beklenir. Bu sebeple
herhangi bir oOnsel teste ihtiyag duyulmadan, yani duragan olmayan ve
esbutunlesme iligkisi olmayan seriler arasindaki nedensellik iligkinin incelenebilmesi
icin Toda ve Yamamoto [12] tarafindan bir test onerilmistir. Bu onerilen nedensellik
analizi gecikmesi arttirlmis VAR modeline dayanir. Yani, uygun gecikme uzunlugu
(k) belirlenmig standart VAR modeline, degiskenlerin maksimum buatunlegsme sirasi
(dmax) kadar gecikme eklenir. Sonug¢ olarak, VAR(k+dmax) modeli tahmin edilir.
Modelin ilk k parametresi i¢in elde edilen Wald istatistiginin asimptotik olarak k-
serbestlik dereceli ki-kare dagilimina sahiptir. Eger Wald istatistigi anlamh
bulunursa, degiskenler arasinda Granger Nedenselligi olmadigi sifir hipotezi
reddedilir.

Tezin uygulama bolumunde, Turkiye'de Feldstein-Horioka hipotezinin gegerliligi test
edilmistir. Feldstein-Horioka hipotezi [25] kisaca yurtigi yatirimlarin, yurtigi
tasarruflara karsi duyarli oldugunu sdyler. ilk kez Feldstein ve Horioka [25]
tarafindan 1960-1974 yillarina ait 16 OECD ulkesinin tasarruf ve yatirimlari
arasindaki iligskiyi arastinlmistir. Nihai olarak, yurtigi yatinmlar ve tasarruflar
arasindaki iligkinin gucu sermaye hareketliligi derecesinin bir gostergesi oldugu
sonucuna varilmigtir. Turkiye'de Feldstein — Horioka hipotezinin gecerliliginin test
edildigi bu galigmada 1970 - 2015 donemi igin yurtici yatirim, yurtici tasarruf ve gayri
safi yurtici hasila yillik veriler kullaniimistir. Optimal gecikme uzunluklarinin



belirlenmesi sonucu ARDL(1,2) modeli kurulmustur. Sinir testi sonucu olarak,
degiskenler arasinda es butunlesme iligskisinin varligi kanitlanmigtir.  Yurtigi
tasarruflarda yuzde 1’lik artis uzun donemde yurtigi yatirnmlarda yuzde 0.5912’lik
artisa neden olmaktadir. Buradan yola gikarak uluslararasi sermaye hareketliligi
0.5912'dir. Kisa donemde ise, vyurtici tasarruflarda yuzde T1’lik artis yurtigi
yatinmlarda yuzde 0.615’lik artisa neden olur. ARDL modeline dayanan hata
duzeltme modeli tahmin edilmistir. Hata Duzeltme katsayisi istatistiksel olarak
anlamli ve -0.722616 degerine esittir. Buna gore, herhangi bir ekonomik sok olmasi
durumunda bu etkinin bir sonraki yilda yuzde 0.722616 hizla duzeltildigini
gOstermektedir. Yani uzun donem dengeye hizli bir sekilde ulagiimaktadir. Sonug¢
olarak, Feldstein — Horioka hipotezi Turkiye ekonomisi igin 1970-2015 donemleri
arasinda gecerli oldugu ARDL sinir testi yaklagimi ile gosterilmistir. Ayni zamanda
bu sonugtan yola c¢ikarak, tasarruf ve yatinm arasindaki iligki, sermaye
hareketlerinin duzeyini gucglu bir sekilde aciklayabilir. Daha sonra da, Toda —
Yamamoto nedensellik testi uygulanmig, fakat ne yurtici tasarruflardan yurtici
yatirrmlara dogru ne de yurtici yatirirmlardan yurtici tasarruflara dogru bir nedensellik
iligkisi oldugu sonucuna varilamamistir. Degiskenler arasinda kisa ve uzun donemili
iligkiler olmasina ragmen, nedensellik iligkisi s6z konusu olmadigi i¢in, sadece kisa
ve uzun donemli iligkilerin varligi goéz 6nunde bulundurularak uygulanan tasarruf
tesvik edici politikalardan yeterli ve basarili sonug elde edilemeyebilir.

Anahtar Kelimeler: ARDL Modeli, Sinir Testi, Egbutinlesme, Toda-Yamamoto,
Nendensellik, Feldstein-Horioka Hipotezi.
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1. INTRODUCTION

Economic data sets are in various forms such as cross-sectional data, time series
data and panel data, the most common one of which is in the form of time series
which is defined a sequence of data points, comprising of consecutive observations
on quantifiable variables, depended on a time interval [1]. Time series methods are
statistical techniques that make use of past data so as to forecast future pattern or
demand especially in the field of economics. It can be mentioned about two major
objective of time series analysis, which are determination of the structure of the
phenomenon expressed by the series of observed measurements, and the
estimation of future values of the time series [2].

In time series, two significant analyses, which are co-integration and causality
analyses, are conducted. In general, co-integration theory is a technique to
investigate a long-run association between series that are not stationary. Although
the time series are non-stationary, linear combination of these series may move
together over time as if they are stationary. This case is called as a co-integrated
relationship. Furthermore, it can be said that if two or more series are co-integrated,
then they have a long-run, or an equilibrium relationship between them exists. As
for the causality theory, economists and statisticians draw causal inferences and
pay an attention on causality from the outlook of economic regulation assessment
since causal parameters and conclusions in the field of finance are motivated by
questions concerning economy [3]. The concept of causality connotes that the
power of one variable to estimate (and thus cause) the other. That is, more than one
variables have a significant impact on one another with distributed lags. And

moreover, this causal relationship can be seized through a VAR model [4].

In time series analysis, the initial step is to determine the order of the integration for
the time series used. And then, statistical models for time series analysis are
selected depending on the order of integration of the used series. The first case is
that all series are stationary at level. In this case, classical linear regression model
is applied so as to forecast the long-run values of the variables. Another case is that
all variables are integrated of order 1. For this case, one of co-integration methods,
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which is first introduced by Granger [5] and improved further by Engle and Granger
[6], Engle and Yoo [7], Phillips and Ouliaris [8], Stock and Watson [9], Phillips [10]
and Johansen [11], is applied so as to estimate the long-run relationship among
these variables. If there does not exist any co-integrated relation between variables,
then VAR model is estimated. If it exists, then error-correction model (ECM) is
estimated. The ECM is also classified in two sub-models: ECM for one endogenous
variable and VECM for more than one endogenous variables. When the variables
are stationary at both first or second difference, the vector autoregressive model is
preferred. The other case is that all variables are stationary purely 1(0), I(1) or I(0)
and I(1), then ARDL bound testing model is applied in order to predict co-integrated
relationships between these variables. And finally, in the case that all variables are
stationary at 1(0), I(1) and I(2), Toda Yamamoto model is used.

The general aim of the study is to investigate ARDL bounds testing approach and
Toda-Yamamoto causality procedure in theoretical aspects. And another purpose
of the study is to conduct an empirical analysis to determine the relationship
between saving and investment of the Turkish economy by using the econometric
methods which are analyzed in the first part.



2. LITERATURE REVIEW

The main objective of the literature review chapter is to provide information about
both theoretical and empirical literature discussed in this thesis.

The first part of the literature review consists of all theoretical studies related to
ARDL model, bounds testing approach and Toda-Yamamoto causality approach.
The second part of the literature review comprises of the macroeconomic theory
which has been used in the empirical analysis of this thesis. The theory, namely the
Feldstein — Horioka hypothesis, which has found wide coverage in literature. In a
large and growing econometric literature, all studies on the Feldstein — Horioka
hypothesis for Turkish economy by using various econometric methods ranging
from traditional co-integration approach to fractional co-integrating procedures,

have chronologically been presented.

2.1. Theoretical Literature Review

The earliest discussion on ARDL modelling approach was first introduced by
Charemza and Deadman [13]. First of all, the general form of autoregressive
distributed lag model was defined and described. Then, they suggested that long-
term association among time series could be estimated by means of autoregressive
distributed lag model. And for that, unrestricted autoregressive distributed lag model
was established. Finally, they came up with the argument that autoregressive
distributed lag model and Engle-Granger co-integration method might be the same.
The reason for this was explained in the way that these two techniques, initially,
determine long-term association, and then, add the deviations from the long-term
path, lagged properly, as the error correction procedure in the short-term equation
[13].

Pesaran and Shin [14] aimed to analyze both the impacts of financial shocks on co-
integrating associations in the framework of a multivariate VAR(p) model and the
methods to measure the speed of convergence to equilibrium. Accordingly, they

advanced a fundamental framework to examine the short-term and long-term
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properties of the equilibrium relationships. They preferred the persistence profile
approach that was proposed by Lee and Pesaran [15]. This approach estimates the
impact of shocks on the equilibrium or the co-integrating relations over time while
studying on the various method to characterize the dynamics to converge to
equilibrium. They finally concluded that the estimations of the persistence profile

were normally distributed.

Pesaran and Shin [16] published a paper in 1995 and revised this paper in 1997.
The paper shows how an autoregressive distributed lag model (ARDL) is used to
examine long-term relationships. And they prove that the application of ARDL
approach to co-integration procedure yields reliable results regardless of whether
the underlying variables are 1(0), I(1) or a combination of both. In addition to this,
they compare the efficiencies and performances of ARDL and Phillips-Hansen

procedures in the use of time series econometric modelling.

Pesaran, Shin and Smith [17] developed a new approach to co-integration test,
namely the Autoregressive-Distributed Lag Bounds Test, which is practicable
regardless of whether the regressor variables are 1(0), I(1) or mutually co-integrated.
To investigate the presence of a level relationship between variables, the suggested
approach is predicated on a Wald or F-statistic to testify the null hypothesis that all
coefficients of all lagged variables in a univariate equilibrium correction equation are
zero. As well as the F-test, they also tabulated asymptotic critical value bounds of
the t-statistic to test whether the coefficient on the lagged variables is statistically
significant. They produced two sets of asymptotic critical value bounds for the F-
statistic for five conditional ECM model cases according to the way that the
deterministic components are specified: no intercept, no trend; restricted intercepts,
no trend; unrestricted intercepts, no trend; unrestricted intercepts, restricted trends;
unrestricted intercepts, unrestricted trends. And they provide the information on two
sets of asymptotic critical values: when all regressors are purely I(1) and others are
1(0). Finally, they show that the suggested test is consistent.



Narayan [18] argues that the critical values, based on large sample sizes generated
by Pesaran et al. [17], cannot be used for small sample sizes. Therefore, the
approximate critical values for the F-test are obtained from Narayan [18] who has
re-estimated the lower 1(0) and upper I(1) bound critical values suitable for a small

sample size.

Hassler and Wolters [19] released a very significant paper conducting a co-
integration analysis in the ARDL procedure. In that paper, they proposed to re-
examine the parameterization and interpretations which are used for ARDL model.
They demonstrated an overall derivation of this error correction model for co-
integrated levels variables predicated on ARDL (p+1, g+1) model for the
endogenous variable. And, the forecast of a co-integrated vector from an ARDL
model was demonstrated to be equivalent to the Error-Correction Models. They
finally conducted a Monte-Carlo study. From this study, they reached three
important conclusions. The first one is that the power of the t-type co-integration test
is similar to that of the F-type test. The second one is related to the case that Ax:
and the regression error have a correlation. In this case, the conditional model
achieves an acceptable inference on the co-integrated vector depending on the
normal approximation. The last and most significant one is that the conditional EC

regression outperforms the unconditional one.

Shin, Yu and Nimmo [20] published a paper to demonstrate the derivation of a co-
integrating nonlinear ARDL (NARDL) model. They clearly prove that the model is
possible to be estimated by ordinary least square (OLS). And they accomplish to
get valid and acceptable long-term inference with this NARDL bounds test
approach. Similar to classic ARDL co-integration procedure, NARDL technique
ignores the integration orders of the variables. Finally, they establish asymmetric
dynamic multipliers that show the traverse between the short- and the long-term
nonlinearities in the form of a graph.

McNown, Sam and Goh [21] introduced a bootstrap ARDL testing approach. They

claim that many researchers apply this test in environment violating the underlying
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assumptions of the bounds testing framework, which is the most important
disadvantage of this co-integration procedure even though the model has quite a
few advantages. As an example of this violation problem of the assumptions, they
say that despite the presence of the assumption that there does not exist any
feedback at the levels from the dependent variable to independent variables, this
assumption is violated because each of the variables is regarded as the dependent
variable in a sequence of regressions on the others. Thus, the performance of the
test is checked under violation of this assumption. They conduct Monte Carlo
experiment, and they find that the violation of this assumption has no impact on the
efficiency of the test results. And moreover, they make a comparison of the
performance of the bootstrap and asymptotic tests in the ARDL model. In addition
to this, they argue the problem concerning size distortions for the t-test on the lagged
dependent variable. As an alternative approach, they suggest to use the ARDL test
procedures depended on bootstrap simulations. In this way, the size problem is
dealt with by re-producing critical values with bootstrap approaches. Finally, they
point out the occurrence of degenerate cases.

As for causality analysis, Toda and Yamamoto [12] developed a causality analysis
procedure based on VAR model. This new causality approach ignores both the
presence of co-integration relationship among variables and the order of integration
of the variables. Firstly, they estimate VAR (k+dmax) where dmax is the maximum order
of integration of variables and k is a lag length which is chosen based on any
information criterion such as AIC, SBC or HQ. And they estimate Granger causality
test in VAR(k+dmax) framework. And VAR(k+dmax) model guarantees the asymptotic
+? distribution of the Wald statistic.

Dolado and Lutkepohl [22] contributed to Toda-Yamamoto causality approach. The
application procedure is similar to that of Toda-Yamamoto test, but VAR(k+1) model
is estimated by OLS instead of VAR(k+dmax) model. The obtained statistic which is
asymptotically distributed as chi-square, and they define this as Modified Wald
(MWALD) statistic. And they show the power properties of this modified test.



Hacker and Hatemi-J [23] developed a causality test that is an alternative version of
Toda-Yamamoto causality approach. The most remarkable difference between
these two approaches is that Hacker-Hatemi-J [23] causality test has a bootstrap
distribution.

2.2. Empirical Literature Review

Erden [24] conducted a study on domestic private saving and investment interaction
for Turkish economy over the time period of 1963-2002 by means of bivariate time
series methods. And, the ratios of gross private investment and saving to GNP were
obtained as the variables used in econometric analysis. No co-integration between
these variables was found for the period from 1963 to 2002. And it was inferred that
the absence of long-run relationship between these variables was the implication of
the presence of either a high degree of capital mobility or unsustainability of current
account throughout the period 1963-2002. Nonetheless, it was preferred to divide
the sample period into two distinct subsamples, pre- and post-1980, because
Turkish economists practiced reforms related to liberalization that made Turkish
economy relatively open in 1980. As a result, the presence of co-integration is
proved in the pre-liberalization period whereas the existence of this co-integration
cannot be said for post- liberalization reforms. And accordingly, they conclude that
these findings are consistent with the interpretation of the degree of capital mobility
based on Feldstein — Horioka hypothesis purposed by Feldstein and Horioka [25].

lyidogan and Balikgioglu [26] utilized ARDL bounds testing approach to investigate
the degree of capital mobility through the domestic saving-investment association.
In this analysis, the annual data spans the time period of 1968 to 2008 for Turkey.
They conclude that there is no evidence of a long-run saving-investment relationship
although %39 of domestic investment is financed by means of the domestic saving
in the short-term. In other words, they find that the Feldstein — Horioka puzzle does
not exist for Turkey over the time period of 1968-2008.

Altintas and Taban [27] empirically explored the validities of the twin deficit
hypothesis and Felstein-Horioka hypothesis using the annual data for Turkey from
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1974 to 2010 by means of ARDL bounds testing approach and Toda-Yamamoto
Granger causality test. Economists mostly utilize the concepts of twin deficits and
the Feldstein-Horioka puzzle in order to show the long-run determinants of current
account imbalances. The twin deficit hypothesis can be briefly defined as a
macroeconomic argument that states the impact of budget deficit on current account
deficit. In order to test the twin deficit and Feldstein-Horioka hypothesis, they used
these variables like the ratio of current account deficit to GDP as a dependent
variable, the ratio of budget deficit and the ratio of investments to the GDP as
independent variables. As the result of the co-integration analysis, Turkish economy
has a twin deficit problem. Moreover, that the fixed capital investment coefficient
has a negative value and it is and less than 1 implies Feldstein-Horioka hypothesis
is validated for Turkish economy. In addition to this, it indicates that Turkey could
not be stated to achieve a complete integration into the global capital markets. And
another important conclusion they reached is that one fifth of the investments are
funded through external savings. As for the results of Toda-Yamamoto causality
test, there is no causal relationship neither from the current accounts deficit to the
budget deficit nor vice versa, which certifies that there is twin deficit in the analyzed
period. On the other hand, unidirectional causal associations both from the
investment to the budget deficit and from the current account deficit to the

investment were demonstrated.

Mangir and Ertugrul [28] carried out a study in order to find the relationship between
domestic saving-investment and capital movements by for 16 OECD industrialized
countries, including Turkey, in the years between 1998 and 2010. The domestic
saving-investment correlations was assumed to follow decreasing trend in open
economies under perfect international capital mobility while domestic investment
was largely financed by domestic savings in closed economies without international
capital mobility. The study was done by means of Kalman filter approach.
Consequently, they proved the high correlation between investment and saving and
accordingly, they inferred no perfect capital mobility among these countries. As to
Turkish economy, by applying Bounds Test and Kalman filtering approach for the
years 1998-2010, a long run relationship between domestic saving and investment

was present even though there were decreasing impacts of saving on investment in



the short-term and outcomes of Kalman filter implied that there was a capital mobility

in Turkey.

Another study on the validity of the Feldstein-Horioka hypothesis was published by
Kiran [29]. The study covered the period 1960 to 2010. And the author preferred to
use the fractional co-integration approach introduced by Gil Alana (2003) and
Caporale and Gil Alana (2004) since the fractional co-integration approach permits
residuals to be fractionally integrated instead of stationary. Robinson unit root test
(1994) were also conducted since these conventional unit root tests have strict
limitations. It was confirmed that the series used in the analysis were at I1(1). As to
the fractional co-integration analysis, the co-integrated regression between
investment and saving was estimated by applying Robinson (1994) test on these
residuals obtained from the estimation of co-integration. As a conclusion, there exist
a fractional co-integrated relationship between investment rate and savings rate
series, which confirms the Feldstein-Horioka hypothesis along with the fact that

international capital mobility for Turkey is low.

Guris [30] analyzed the validity of the Feldstein — Horioka hypothesis for Turkish
economy using variables; saving and investment from 1968 to 2012. In order to
conduct this analysis, autoregressive Distributed Lag test for threshold co-
integration proposed by Li and Lee (2010) was used. And since the relationship
between saving and investment exists, the validity of Feldstein — Horioka hypothesis
for Turkish economy was proven. Hence, according to Guris [30], it is possible to
revive Turkish saving by imposing economical policies that encourage people to

make an investment.

Halicioglu and Eren [31] analyzed whether both twin deficit and the Feldstein-
Horioka hypotheses were valid for Turkey over the period of 1987-2004 by means
of bounds testing approach. After conducting the co-integration analysis, they
reached the findings that there was the existence of a long-term association
between the current account and budget deficits besides the domestic investments
throughout the examined period. That is to say, the presence of twin deficit
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phenomenon in Turkish economy was verified, and also they found that the validity
of Feldstein — Horioka hypothesis was proven in Turkey. Furthermore, they stated
that Turkish economy could be count to be an integral part of global capital market
with a low degree of capital mobility. Additionally, another finding was that about
20% of investment was funded with foreign saving. As to the results of the Granger-
causality, a causal relationship between the current account and budget deficits for
both in the short-term and the long-term cannot be stated. In addition to the causality
analysis, the results of variance decompositions for post-sample imply that current
deficits in the long-term result from the domestic investments.

Dursun and Abasiz [32] conducted a study on the validity of Feldstein-Horioka
puzzle with such three co-integration approaches as Hansen-Seo, Gregory-Hansen
and Hatemi-J models. The data used in the study covered the period from 1968 to
2008 for Turkey. First of all, Feldstein-Horioka hypothesis was examined by the
threshold co-integration method suggested by Hansen-Seo, but the variables never
showed a nonlinear structure. After obtaining the result that there is a likelihood to
exist a linear relationship, they performed following co-integration procedures. As a
result of the Gregory-Hansen single-break co-integration test that estimates by
regarding the presence of breakpoint in a co-integration vector and detects the
breakpoints relying on the observation values in the model, the saving coefficient
was found to occur a fall by 1.051 unit later than the year 2000. And also, as it is
stated, this result exhibits in the case that the Gregory-Hansen test is conducted
that Feldstein-Horioka puzzle is going on. As for the Hatemi-J test, double-break co-
integration procedure, the result, which the saving-retention coefficient (0.426)
exhibits that there is capital mobility in Turkey and it follows a rise in years, was
regarded to be highly acceptable. That is to say, it is found that Feldstein-Horioka
hypothesis is invalid for Turkey. Hence, in light of the findings reported, they
conclude that the results that are reached with the tests taking into account the
assumption of endogenous structural breaks are more sound and dependable in
comparison to the tests regarding a fixed parameter assumption.
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Bolatoglu [33] examined whether there existed the co-integrated relationship
between domestic saving rate and domestic investment rate by considering the time
period from 1970 to 2003 for Turkey. First of all, Bolatoggu [33] obtained the results
of co-integration among these variables by carrying out Engle-Granger co-
integration procedure. However, since there is a likelihood that the variables include
a unit root, he decides that Engle-Granger co-integration procedure cannot be
applied. And moreover, instead of Engle-Granger co-integration procedure, to apply
the co-integration approach introduced by Pesaran, Shin and Smith [17] gives more
reliable results. As a result of Peseran’s co-integration procedure, the existence of
a long-term effect of domestic saving on domestic investment is confirmed.
Furthermore, according to Bolatoglu’s [33] inference, there exists a weak
relationship between variables used in the analysis and the degree of weakness
makes the result of no international capital mobility statistically insignificant. Thus,
even though domestic investments in Turkey can be financed by domestic saving,
it may be said that there is also a need for foreign saving.

In the study of Mercan [34], Feldstein-Horioka hypothesis for EU-15 countries and
Turkey, is investigated in the time period spanning annual data from 1970 to 2011.
The hypothesis was analyzed by applying the new generation dynamic panel data
method taking into account the structural breaks. And Mercan [34] used the unit root
and co-integration tests taking into account the supposition that financially sudden
changes in a country would be experienced and these changes would have an
impact on the economies of other countries to some extent. Consequently, it is
discovered that although the validity of Feldstein-Horioka hypothesis is confirmed
for these 16 countries, there does not exist a strong co-integration association
between investment-saving series for the countries. When the countries are
separately investigated, the co-integration coefficients of 11 countries are
statistically significant. And, the countries, which have the highest level of savings
to meet investments, are Turkey, Belgium, Ireland, France, Italy, Denmark, Sweden,
Portegue, Finland, England, and Greece, respectively. Nevertheless, when the
short-run analysis is considered, it can be inferred that the level of savings to meet

investments is lower.
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Erdem, Kdseoglu and Yucel [35] testified whether the Feldstein-Horioka puzzle was
verified for Turkish economy by using time series data over the period of 1960 to
2014. The analysis was conducted by using multiple-break co-integration test
proposed by Maki (2012). After deciding all variables are integrated of order one,
four models including level shift, regime shift, regime shift with trend and level, trend
& regime shift are constructed. As a result of the test, the null hypothesis of no-co-
integration between domestic investment and saving was not accepted at the 1%
significance level. That is to say, the Feldstein-Horioka hypothesis is valid under
structural breaks including the years 1977, 1989, 1994, 1996, and 2001. Moreover,
the Error Correction Model is estimated for Feldstein-Horioka equation. As a result
of the ECM, the error correction system tends to correct its preceding disequilibrium
resulting from financial shocks at an adjustment speed of 91% each year to achieve
at the steady state. Finally, they also performed Fully Modified Ordinary Least
Squares and Dynamic Ordinary Least Squares estimation methods so as to
estimate long-term coefficients once they proved the presence of a co-integrated
association between domestic saving under the allowance of endogenous structural
breaks. And they reveal the fact that even though the validity of Feldstein-Horioka
hypothesis is proven, the Feldstein-Horioka puzzle cannot be said to have a strong
form because a saving-retention coefficient is obtained low for Turkey.

In the paper of Akadiri et al. [36], the relationship between savings and investment
was examined for Turkey using annual time series data for the periods 1960 to 2014.
After determining that the variables were stationary at first difference, the co-
integrating likelihood ratio test was conducted. And it was found that there was a
long-term relationship between saving/GDP and investment/GDP with a major
structural break in 1993. As for the Granger causality, the presence of bi-directional
relationships between the series was proven. Finally, they performed the Dynamic
Ordinary Least Square co-integration analysis and consequently, the Feldstein-
Horioka hypothesis holds for Turkish economy since there exists high capital
mobility in Turkey.

Tungsiper and Bigen [37] aimed to examine the Feldstein-Horioka Puzzle for
emerging seven economies (E7) including China, Brazil, India, Indonesia, Mexico,
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Russia, and Turkey. The dataset consists of annual observations over coverage of
24 years between the periods 1990 to 2014. The hypothesis is investigated by using
the Zellner's (1962) Seemingly Unrelated Regression method. As a result of the
regression analysis, the hypothesis does not hold for Brazil, Mexico, Russia, and
Turkey because each coefficient of these countries’ economies is both statistically
insignificant and close to zero. Moreover, each coefficient of China, India and
Indonesia is not only statistically significant but also close to 1. Therefore, they infer
that the investments for these three countries consist of an integral part of savings
and that the Feldstein-Horioka puzzle is valid for these three countries.

Demir and Cergibozan [38] conducted a study on the Feldstein-Horioka hypothesis
for Turkish Economy over the period from 1962 to 2015 by means of various time
series methods. In the period between 1962 and 1989, a strong relationship
between domestic investment and domestic saving was demonstrated. It was
proven to exist a co-integration among these series over 27-year-time period since
1990. However, the relation after 1990 was not as strong as that of previous period.
Furthermore, the period 1990-2015 was also predicted with the Markov Regime
Switching Model. From this estimation, different results were reached for pre- and
post- 2001 period. The international capital mobility of Turkish economy followed an
increasing trend after the year 2001 even though this result was not valid for the
pre-2001 period. They ultimately concluded that the international capital mobility of

Turkish Economy raised every passing time.
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3. ECONOMIC FRAMEWORK

This chapter in which economic framework is described consists of two parts. In the
first part, basic terminology of economics which is used in the part of empirical
analysis is defined, fundamental equations are derived, and thereafter the concept
of Feldstein-Horoika hypothesis is explained. In the second part, Turkish economy

is basically discussed in terms of its economic growth, saving and investment levels.

3.1. The Theoretical Analysis of the Macroeconomic Theory

3.1.1. The Basic Terminology of Economics

Gross Domestic Product (GDP): Macro-economy is in general defined as the area
of economics investigating the interactions and performance of the whole economy.
Gross Domestic product (GDP) is known as one of the most essential elements for
macroeconomic analysis because United Nations System of National Accounts has
standardized GDP as an economic measure. The common definition of GDP is the

value of all final goods and services produced in the country within a given year.

The significant features of GDP can be listed as:

1- The calculation of GDP is done by using market values, but quantities are not
used.

2- GDP consists of the market values of final products that are known as the
goods bought by a final user.

3- GDP includes only current production that takes place during the indicated time
period. In other words, GDP never covers intermediate goods. In this way, the
problem of double counting of goods is prevented.

GDP is generally used in order to evaluate the economic performance of nations
and to compare them. Besides this purpose, this notion is also used for assessment
of living conditions, progress and social welfare between countries although the

ultimate aim of GDP is not originally for this.
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As to the calculation methods of GDP, there are various ways, such as value added
approach, expenditure approach, income approach etc. The value added approach
is to add up the gross output of different industries and then subtracts intermediate
inputs. The expenditure approach is the most used procedure to compute GDP. And
by this approach, GDP equals the total of consumption, investment, government
purchases, and net exports. The following formula is used in order that GDP might
be calculated with the income approach,

GDP = National income - Income earned from the rest of the world
+ Income earned by the rest of the world + Indirect business taxes
+ Capital consumption allowance + Statistical discrepancy
(3.1)

Economic Growth: An economic growth rate refers a measure of economic growth
from a specified period to successive one in percentage terms. The result of this
measure is obtained in nominal terms. The growth rate is computed using the

following formula:

Real GDP, — Real GDP,,y;
Percentage Change in Real GDP = ( later year carlier year) x100

Real GDpearlier year
(3.2)
where real GDP is gotten from GDP adjusted for price changes.

Income: Personal income is the total amount of earnings that people in fact make.
And it is calculated as follows:

Personal Income = National Income — (major earned but not received items)
(3.3)

where major earned-but-not-received items are known as the sum of an
undistributed corporate profits, social insurance taxes, corporate profits taxes, and
transfer payments [39].
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Disposable income (or known as disposable personal income), which is denoted by
YD, is defined as a proportion of personal income that can be used for consumption
or saving [39]. And the disposable income is calculated with the following equation:

Disposible income = Personal income — Personal Taxes (3.4)

Consumption (C): Consumption is defined as the total expenditures of households.
It is divided into expenses on goods and services. The linear consumption function
is expressed as

C=a+cYD (3.5)
where C is current entire consumption, YD is current disposable income.

It can be mentioned about the presence of four factors having a considerable impact
on consumption expenditures, which are wealth, the interest rate, income taxes, and

expectations about future prices and income [39].

Government Expenditure (G): Governmental spending consists of all expenses
on the goods and services purchased by government at the federal, state, and

municipal levels [39].

Investment (I) and Saving (S): Investment spending covers total spending of
households and firms. Firms make an investment on new factories, office buildings
machines and additions to inventories and households invest in new houses. The
term of saving shows a consumers’ decision mechanism to purchase goods or

services now or later.

It is mostly known that economic growth, saving and investment are closely
interconnected because endogenous growth theory states their strong positive
correlation with GDP growth rates [40]. Therefore, there are quite a few economic
growth models which explain growth rates in terms of the level of saving and

investment. The most important one is the Solow [41] model introduced by
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neoclassical economists says that the increase in the savings rate accelerates
steady-state production by more than its explicit influence on investment. This is
because the induced rise in earnings boosts savings, which causes a further rise in
investment [42]. In addition to the Solow model, the theory claimed by the economist
Lewis [43] who won the Nobel Memorial Prize in Economics highlights that if the
increase in savings exists, then economic development explicitly follows an
increasing trend. In other words, he said that governments of the developing
countries preferred to adopt economic policies promoting the increase in saving
level in order to boost GDP growth rates. The underlying reason for this claim is the
high rate of domestic saving stimulates the obtainability of loanable funds, which
explicitly expands the level of investment which is the component of GDP [44]; [45].
Conversely, there are also growth theories which investigate economic
improvement in terms of an increase in investment level. Especially, according to
the Keynesian and post-Keynesian approaches, the conventional investment level
plays a critical role as a component of total demand. The Harrod-Domar models can
be given as an example of Keynesian economists, and this model indicates that
investment has a great contribution to economic growth [42]. Furthermore, some
economists like Levine and Renelt [46] reveal the fact that investment enable
economic development to be sustainable. There are many economic perspectives
on this association among investment and economic development. Especially neo-
classics emphasize investment plays an integral part of the process of financial
development because if investment is used efficiently, then output increases
directly.

Export (X), Import (M) and Net Export (NX): The term of export exhibits total
amount of goods and services which are produced in one country and purchased
by consumers living in another country. Similarly, the term of import refers the total
goods and services, which are produced in overseas countries, are purchased by
own citizens of a country. Then, net export is calculated by subtracting export from
import.

There are various discussions of the roles of export and import on an economic
development. The effect of export on economic growth is controversial topic. In the
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contemporary world, quite a few economists have preferred export-led
industrialization to import substitution industrialization. The hypothesis of export-led
growth (ELG) emphasizes that the most fundamental determinant of long-term
economic growth is the policies and measures that expands export. According to
other classical perspectives like Adam Smith, being contingent on international
division of labour along with foreign trade, the rise in total factor productivity brings
about the growth in total output. Neo-classical economists investigate growth
models predicated on the decreasing productivity of production factors; however,
they ignore the relationships between technological enhancement and foreign trade.
They stress the conclusion that any economy always remains in balance in the long-
term. This hypothesis was clarified by Keynesian approach as well. Keynesian
economists examined the link between income and consumption. And they
concluded that export was a contribution to the economic growth whilst import was
regarded as a leakage. Apart from these Keynesian economists, Sharma et al. [47]
mention that Keesing, Bhagwati, Krueger, and Srinivasan pioneered the hypothesis
of export-led growth as well. The rise in export firstly expands the output level and
thus, this offers employment opportunities because of the foreign trade multiplier
which algebraically means a function being equal to the sum of marginal propensity
to save (MPS) and marginal propensity to import. Secondly, export stimulates the
power of competition. The increase in the competition of entering international
market brings about the spread of technical information and progress, the
acceleration of the cutting edge of production technology and the rise in availability
of the high technology. Third and the most important one is that export growth
promotes the foreign exchange, which also allows the rise in the import of goods
and services. Besides the contribution of export level to the economic growth, some
economists argue import-lead-growth models (ILG), and they regard the
significance of imports as a connection for foreign technology and knowledge with
the territorial economy by the help of endogenous growth models. According to the
studies of Lawrence and Weinstein [48], ILG models express that growth in imports
could render economic development possible. By the help of endogenous growth
models imports can be demonstrated to be a way for a long-term economic growth.
The reason for this is that it enables local firms and factories to take advantage of
necessary intermediate and foreign technology [49].
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Current Account Deficit: The term means that the value of imports of goods,
services, and even investment earnings exceed the value of exports. The problem
of current account deficit has some adverse effects on economy. These effects may

be listed as:

= Because of the problem, foreign investors may refrain from making investment
in this country.

= In the case that a current account deficit exists, investors from overseas
countries make a growing assertion about their assets, which they could want
to be given back whenever they want.

= The problem may result in decreasing enlargement of the export sector.

Capital Mobility: In general, the term means a skill of the private funds to extend
over national territories in search of higher returns. The determinants of capital

mobility are listed as:

= The effects of tariffs and taxes on capital flows,

= Restrictions on capital flows,

= Some policies and regulations which aim to increase cost of moving capital
from one country to another,

*= The exchange rate volatility.

There are many studies on the capital mobility. The most important ones of which
are Mundell's study [50] on the case of perfect mobility of capital and Fleming’s
model [51] on the imperfect mobility. Perfect capital mobility refers that no
transaction or other costs in moving capital from one country to another while capital
immobility implies the difficulty and expensiveness of the movement of the capital
from one country to another. In the today’s world, the model introduced by Mundell

is more valid in comparison to that of Fleming.

The effects of capital mobility on economics are as follows: [52]

= The capital mobility being high contributes to the rise in investment

opportunities,
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= |f capital mobility is high, then interest rates become higher, and accordingly,
this interest rate affects exchange rate to a large extent.
= Capital mobility makes incomes between different countries equal.

3.1.2. The Correlation Between Domestic Savings and Investments
The roles of savings and investment in promoting economic growth have received
considerable attention in many countries. Before explaining this correlation, Misztal

[53] started with it by defining some equations as follows:

Total demand for domestic output (Y) consists of four components including
consumption spending by households (C), investment spending by businesses and
households (I), government expenditure (G), and foreign demand for net export
(NX).

Then, the equation of fundamental national income is given by
Y=C+I1+G+NX (3.6)
First of all, consider a simple economy. In a country where has a closed economy,

national income can be only equal to the sum of consumption and investment

spending.
Y=C+I (3.7)
And then, a relation among saving, consumption and GDP should be established.

Since a part of all income is spent while the rest of the income is allocated, the

income function can be also written as:

Y=C+S (3.8)

The combination of the expressions (3.7) and (3.8) is expressed as:

C+S=Y=C+I (3.9)

In the expression (3.8), its left hand side represents the allocation of the income
whilst its right hand side gives the components of demand. Concerning the
expression (3.9), it implies the output manufactured and the output sold are equal
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to each other; moreover, the value of output manufactured is equal to income

earned. And the earned income, in order, is expended on goods or saved [54].
It can be re-written as follows:
S=Y - C=1 (3.10)

The implication of the expression (3.10) is that investment is equal to saving in

closed economies.

As for a complex economy which government expenditures and foreign trade exist,

the national income is calculated by the Equation (3.6).

To derive the relation between output and disposable income, transfers to the
private sector and total taxes are shown respectively by TPS and TT.

YD =Y+ TPS — TT (3.11)

The expression (3.11) is also called “Disposable Income”. If the disposable income

is allocated to consumption and saving, YD can be re-stated as:

YD=C+S (3.12)
YD=Y+TPS—TT = Y=YD—-TPS+TT (3.13)
The combination of the expression (3.13) and (3.6) is

YD — TPS+TT = C+ G+ 1+ NX (3.14)
If the equation (3.12) is inserted to the equation (3.14), then we can write

(C+S) — TPS+TT =C+ G+ 1+ NX (3.15)
Accordingly, the equation (3.15) can be re-written as:

NX=S — I—(G+TPS — TT) (3.16)

According to the expression (3.16), the Feldstein - Horioka hypothesis is interpreted
that under the supposition, there is a substantial correlation level between savings
and investments in spite of comparatively upward international capital mobility. This
correlation must indicate similar alterations in both the budget deficit and the present
account deficit [55].
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3.1.3. The Theoretical Foundation of Feldstein — Horioka Hypothesis

In economic terminology, the concept of ‘puzzle’ connotes the case that empirical
facts or findings are not consistent with their theoretical frameworks. Obstfeld and
Rogoff [56] published a paper on the six major puzzles in international economics
which were the home-bias-in-trade puzzle by McCallum (1995), the Feldstein-
Horioka puzzle by Feldstein and Horioka (1979), the consumption correlations
puzzle by Backus, Kehoe, and Kydland (1992), the purchasing-power-parity puzzle
by Rogoff (1996), the exchange-rate disconnect puzzle by Dornbusch, (1976) and
the neutrality of exchange rate regime puzzle by Baxter-Stockman (1989) [56]. One
of the most famous puzzles in economics is that of Martin Feldstein and Horioka
[25]. Therefore, in the empirical analysis of this thesis, the Feldstein-Horioka puzzle
will be tested for Turkish economy.

In the study published by Feldstein and Horioka in 1979 [25], they analyzed the
relationship between saving and investment for 16 OECD (Organisation of
Economic Cooperation and Development) countries spanning the period from 1960
to 1974. That is, this work of Feldstein and Horioka [25] is pioneer. They found that
the domestic saving was sensitive to the changes in domestic investment.
Consequently, they reached the conclusion that international capital mobility was
low even though the capital mobility was indeed high in these industrialised
countries. Because of this controversy, the Feldstein-Horioka (hereafter F-H)

hypothesis is also called the F-H puzzle.

Briefly, Feldstein and Horioka in 1979 proved that investments and savings were
highly correlated in developed economies, which also demonstrated low
international capital mobility [25]. In other words, the F-H hypothesis says that in a
country where the level of capital mobility is perfect, a correlation between domestic

savings and investment is low.

To assess this relation, they estimate the following equation:
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(é)t —a+ B@)t e, (3.17)

where e; is error term, [ is investment, S is saving, and Y is GDP. Here, (é)
t

represents the ratios of gross domestic investment (GDI) to GDP while

(g) represents the gross domestic saving (GDS) to GDP observed for the tth
t

country. The parameter 5, which is known as saving retention coefficient shows
international capital mobility. If the parameter g is statistically significant and its
value is close to 0, then high capital mobility can be stated. Conversely, if the
parameter (B is statistically significant and its value is close to 1, then the capital
mobility is said to be low. It is noteworthy that the case that £ is equal to zero occurs
only when the country has a small economy in comparison to the global economy
[37].

Furthermore, Feldstein and Horioka [25] interpreted the cases of the high coefficient
B. They explained three reasons related to the high coefficient 5. First one is that
the most significant deterministic external factor of investment level is population
growth rate. In other words, the more population grows, the more investment level
increases. However, when Feldstein and Horioka [25] added the effects of
population growth in the model, the value of the coefficient § never altered. The
second one is the trade openness of a nation. In the economies, where trade
openness degree is low, the value of the coefficient f becomes high. When the trade

openness is added in the model (3.17), the model is obtained by

(), =+ o+ Bx0(5) (318)

where X, represents the trade openness of a country. And the coefficient 8, is not
statistically significant. The final reason is that even if there exists perfect global
capital mobility, due to either the regional choices or adequate inflexibilities on
capital mobility, rises in domestic saving will have an effect firstly on supplementary
domestic investment [25]; [37].
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Additionally, the validity of the F-H hypothesis requires the three conditions. First
condition is that investment has to rely only on the national rate of return. The
second condition is that the domestic real rate of return is equivalent to the global
real rate of return. And the final condition is that the global rate of return is

exogenous; that is, it may not be impacted by the certain country [57]; [58].

There are various studies and interpretations on the theoretical frameworks of F-H
hypothesis which are listed as follows. First of all, lyidogan and Balik¢ioglu [26] say
that economic policies, which promote the tendency in investment have an effect on
the level of investment and accordingly, economic growth expands. Secondly, if
capital mobility is low, domestic and foreign borrowing costs will become different
and thus, domestic investment will be financially compensated for domestic saving
[59]. Thirdly, Murphy [60] estimated the model (3.17) by using gross national product
(GNP) instead of using GDP and it was revealed the fact that the coefficient § was
found to display sensitivity toward the changes in population rate. Therefore,
Murphy [60] infers that the findings of Feldstein and Horioka [25] cannot be
generalized. Moreover, it is stated that the coefficient f actually represents the
substitute relationship between domestic and external investments [61]. Finally, it is
stated that the coefficient f may denote current account deficit instead of the level
of capital mobility. And this view is supported by Bolatoglu [33] who shows the
studies of Tesar in 1991, Coakley et al. in 1996, and Moreno in 1997 as an example
in order to highlight the fact that the strong long-term relationship between saving
and investment is more related to the sustainability of current account deficit than
world-wide capital mobility.

In the literature, it is also mentioned that there exist different criticisms on the F-H
hypothesis. Gulay [62] says that a low correlation between the series of saving and
investment exists if different methods and different data sets are used, and
secondly, the high correlation between saving and investment may cause different
inferences [62]. Furthermore, lyidogan and Balikgioglu [26] argue and stress that
the relationship between saving and investment cannot be explained only with the
F-H hypothesis; therefore, other remarkable aspects concerning this relationship
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have better been considered and they evidently explained all aspects as follows.
The first aspect is that the separate analysis of the saving-investment interaction for
private and public sectors instead of at the domestic levels gives much healthier
results while deciding the effectiveness of the economic policies that promotes
saving because of the fact that the domestic saving and investment have two
components like private and public sectors. As the second aspect, the investigation
of the saving - current account balance relation is suggested. The reason for this
suggestion is that the existence of co-integration between current account balance
and saving possibly shows that the saving-investment relationship is weak. That is,

when there exists a long-term association between current account balance and
saving, the domestic saving is contributed to the financing of the current account
deficits. In this situation, it can be said that the domestic saving boosts economic
growth by means of the improvement of current account balance rather than a rise
in domestic investment. Finally, whether the saving-investment relationship exists

or not depends on the global saving glut from the beginning of the 21st century [26].

3.2. The Economy of Turkey

The economic background of Turkey has been full of difficult periods and financial
constraints once the establishment of the Republic in 1923. However, Turkey has
become a member of the most important international organizations which are the
Council of Europe, OECD, OSCE, G-20 major economies and the 17th- largest
economy in the world. And according to the information from World-Bank, it is
significant to note that Turkey’s per capita income reached to US$10,500 in 2015,
which helps Turkey to join the group of upper-middle-income countries [63].

In the contemporary world, global economic power has been gradually changing
and shifting from G7 countries to other developing countries. For example, two
important country groups have arisen. First one is BRICS including Brazil, Russia,
India, China and South Africa. This term first was grouped by Jim O'Neill in 2001
[64] without South Africa. In 2010, South Africa was joined in this group. Even
though Turkey could not be joined to this group, Turkish economy and BRICS
economies are always compared. The another one is MIST which consists of
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Mexico, Indonesia, South Korea and Turkey. This term emerged in order to describe

the next tier of large growing economies by Jim O’Neill [64].

3.2.1. Economic Growth in Turkey

The best way to understand the rate of the economic growth of Turkey is to look at
its annual GDP growth as it is given in Figure 1.
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Figure 1. GDP Growth (annual %) (based on constant local currency) in Turkey
over the Period 1970-2015

(Source: World Bank National Accounts Data)

As it is clearly seen in the Figure 1, the Turkish economy has not had a stable
economy since 1970 till the present. Turkish economy has always followed a volatile
trend and it faced sharp declines in the years 1994, 2001 and 2009 when three
biggest economic crises occurred throughout the Turkish history. The reasons for
these crisis are respectively listed as: unsustainable current account deficits for
1994 crisis, the global crisis starting in USA for 2001 crisis and finally, the global
crisis for 2008 financial recession. Since 2009 till 2011, Turkish economy has
followed increasing trend; nevertheless, the growth has become moderated after
2012 because of election-related uncertainties, geopolitical developments and the
like. The percentage of economic growth between the years 2013 and 2014 fell from
%4.2 to %2.9 according to the information from World Bank Group [63].
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In addition to financial crisis experienced by Turkish economy, there have been
many significant economic reforms which strongly affect and alter the economic
structure. First of all, the 1980s have been significant years for Turkish economy.
Since the beginning of the 1980s, the Turkish ministry of economy has regulated
and implemented economic policies and reforms in order not only to limit
governmental intervention to the economic activities but also to bring freedom for
Turkish market model [66]. By means of the reforms in 1980, Turkish economy
achieved to reduce inflation, and to expand savings and exports due to an efficient
use of domestic output [67]. Moreover, Turkey internalized an export-led growth

strategy in the post-1980.

3.2.2. Domestic Saving in Turkey

Domestic saving rates of Turkey are given in Figure 2. Even though the domestic
saving in the period of 1978-80 follows a volatile trend in Figure 2, the 1978-1980
debt crisis caused a fall mainly in investment level rather than in saving level [68].
As it is mentioned in previous part, Turkish economy shifted from an economic
regime of import-substituting industrialization to export-led growth accompanied by
trade and financial liberalization [69]. And it is obviously seen in Figure 2 that the
economic reforms in 1980 leaded to the increase in the domestic saving level after
1980s. As yearly economic growth rate in Turkey was observed to soar in the post-
1985 period, public saving started to follows a downward trend whereas private
saving was on the rise [68]. In Figure 2, GDS rate attained its highest value since
the currency crisis occurred in 1994 resulted in the rise in interest rates by 30% [68].
In the post-2004s, the changes in saving level are as follows. After 2004, public
savings started to accelerate even though private savings was observed to decline.
As for the period 2005-2008, public savings continued at positive levels; however,

global financial crisis in 2008 resulted in the fall in public savings [67].
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Figure 2. GDS (% of GDP) in Turkey over the Period 1975-2015

(Source: World Bank National Accounts Data)

3.2.3. Domestic Investment in Turkey

The investment performance of Turkey is given in Figure 3. The investment
spending has shown a considerably remarkable change since 1980 in Turkish
economy [69]. The adoption of the economic guidelines and regulations on export-
led growth was accomplished for the sake of cost savings on wage labor which were
then oriented to export markets through a prosperous export subsidy plan [70]. And
as a result, like saving performance of Turkey, Turkish investment performance is
volatile as well when Figure 3 is examined in detail. And investment level was
affected by the crisis occurred in both 2001 and 2009.
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Figure 3. GDI (%of GDP) in Turkey over the Period 1975-2015

(Source: World Bank National Accounts Data)
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4. THE THEORY OF AUTOREGRESSIVE DISTRIBUTIVE LAG
(ARDL) BOUNDS TEST APROACH

In this section, the autoregressive distributed lag model bounds testing procedure,
which was introduced with a series of studies by Pesaran and Shin [16] and
Pesaran, Shin and Smith [17], is comprehensively explained.

4.1. The Construction of ARDL Model

Distributed lag model for time series data is defined as a model which anticipates
the present and the past period impacts of an independent variable on the
dependent variables in the model. According to the definition of autoregressive
distributed lag model (ARDL henceforth) provided by [15], as well as the present
and past values of dependent variables, this model includes lagged value of
independent variable, and the model is called as ARDL models. And accordingly,
the general form of an infinite distributed lag model is initially expressed as follows:

0
Ve = @+ BoXe + B1Xe—1 + BoXe—z + -+ U = + Z BiX¢—i + Uy (4.1)
i—0

Many linear distributed lag models are generally classified into rational distributed
lag models that can be written in the form of the autoregressive distributed lag
models [71].

As it is mentioned above, if the lagged values of y, are added to this distributed lag
model, autoregressive distributed lag model is obtained and the general form of the
autoregressive distributed lag model (ARDL(p,q) model) can be expressed as

follows:

Ve + O1Ye-1 + G2V + o+ Opyiep = g + oyt + BoXe + BiXeoq + oo+ BgXe—g T U

(4.2)
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Or the presentation of the model using the polynomial lag operator L can be
expressed in the Equation (4.3).

oLy, = ag + oyt + B(L)xX + u; ;ve=1,..,T (4.3)

In the Equation (4.3), B(L) =X_,Bkl* and ¢(L) =1-3F_, @oxlk=1—¢,L—
@,L? — -+ — @, LP for L being lag operator such that Ly, = y, — 1 for an independent
variable y, , x; is defined as kx1 vector of regressors considered to be I(1) such that
X¢ = X;_1 + e; for k-dimensional vector. Pesaran and Shin [16] suggested five
assumptions on the basis of general ARDL (p,q) model form in Equation (4.3) as

follows:

A.1. The scalar disturbance term wu, follows independently and identically

distributed process with zero mean and constant variance i.e. u,~iid(0, ,?).

A.2. e, is a linear multi-variate stationary process.

A.3. u; and e; does not have a correlation for all lags and leads in order that x;is

purely exogenous with respect to u;,

A.4. There is no co-integration between regressors, x;.

A.5. (Stability Condition) The inverse root of the autoregressive characteristic
polynomial is strictly less than one, |¢| < 1, which guarantees the dynamical
stability of the model and there exists a long-term association between
independent variables x; and dependent variables y;. Otherwise, in the case ¢ =
1, the existence of long-term relationship between x; and y; would not be

mentioned.
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4.2. The Adaptation of ARDL Model to Time-Series Analysis

As the result of the decomposition of ¢(L)and B(L) that are defined in the
expression (4.3), Narayan [18] and Pesaran and Shin [16] started with general
ARDL (p,q) model showing a stationary unique long-term association among y; and

Xt
p q-1
Ve =& t oyt + Z $iye-i + B'xe + Z B Axe; +u (4.4)
i=1 i=0
AXt = PIAXt—l + PZAXt—Z + -+ PSAXt—S + & = ]'S=1 PjAXt_]' + &t (4.5)

In both Equation (4.4) and (4.5), x; is defined as the k-dimensional (non-stationary
at level) variables that does not have co-integration between themselves, u;and &
represent serially correlated disturbances with zero means and constant variance-
co-variances. Also, P; refers kxk-coefficient matrices in order that a stability can be

mentioned in VAR process in Ax;. In the model (4.4), t is deterministic trend.

Polynomial equation is defined in Equation (4.6). The presence of stability in ARDL
model can be stated when all roots of the p™ order this equation

¢(@) =1+ diz+ dz® + -+ dpzP =0 (4.6)

fall outside the unit circle i.e. |z| > 1, which implies that it does not consist of unit-
root. If (1) = 0, then the model is said to have a unit root. When ¢(z) is equal to
zero, its one or more roots may fall inside the unit circle. This case is not practical

connection to analyze econometric time series [16].
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4.3. The Property of Consistency for ARDL Model

Consistency property is usually regarded as a serious problem while constructing a
time series model. The concept of consistency is that the parameter estimated by a
procedure converges to the correct parameter value as the sample size increases
infinitely [4]. This is clearly acceptable when the estimator is not biased. That is to
say, the norm of consistency is regarded as the weak form of unbiasedness [72].
And moreover, in general, the most known definition of consistency is that in order
for an estimator T of a parameter 6 to be consistent, the parameter should converge

in probability to the correct value of the parameteri.e. plim T = 6. [72].
n—oo

Pesaran and Shin [16] examined the property of consistency of ARDL model by
considering whether a correlation of u; and & defined in the models (4.4) and (4.5)
exists or not. The conclusive inference of the examination is given in the following

two fundamental cases.

Case — 1: When u; and & are not correlated disturbances with zero means and

constant variance-covariance.

In this case, x;is the k - dimensional (1) ‘forcing’ variables that are not co-integrated
among themselves. So as to handle the undesirable situation of co-integration
between x; it is required to set k=1.

Then, the OLS-based estimators of long-term coefficients can be obtained by § =
a, /(1) and 8 =B /p(1) where $(1) = 1 — X, ¢;. The long-run coefficients are

estimated by using OLS-based estimators of the short-term coefficients oo , a1, B,

B1 e Bgrand ¢ = (¢1 ,..., bp ) [16].

The short-term coefficients are +/T-consistent with the asymptotically singular

covariance matrix [16]. That is to say, the short-run parameters converges at the
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1
rate Tz to the correct value for sample size T and for the exact convergence rate
1/2.

This rate of convergence is higher for long-term parameter estimators (6, 6) in
comparison with the short-term (a4, p) since (as;, ) and the estimator ¢ have
asymptotically perfect collinearity. And & is T2 — consistent while 6 is T— consistent.
In other words, the ARDL estimators of the long-term parameters have the

advantage of being super-consistent.

Therefore, well-grounded and cogent conclusion about the long-term parameters,
together with the short-term parameters, can be drawn by making use of standard
normal asymptotic theory. Accordingly, the ARDL model is used regardless of the
regressors are purely 1(0) or purely I(1) or even fractionally integrated.

As a result of the first case, Pesaran and Shin [16] show that the estimator using
OLS forecasts the ARDL-based short-term parameters as consistent and the ARDL-

based long-term ones as super-consistent even if sample size is small.

Case — 2: When u; and g are correlated.

In this case, appropriate augmentations of the number of lagged alterations in the
regressors for the ARDL model are necessary. And the determination of
augmentation degree is based on the inequality that q is greater than s + 1 holds.

In order to express the augmented version of the first equation (4.4), we need to
define vector d as contemporaneous correlation vector between usand &. And the

expression of the augmented version of the first equation (4.4) is given by:
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p m-—1

Ve = g + oyt + Z diyei + B'xc + Z MAXe_; + Q¢ (4.7)

where m = max(q,s+1); m = i —P'd ,v1<i<m-1,jisequal tozero for |
being equal and greater than q, P, is equal to zero for i being equal and greater than

s and also I = [I]xyk such that I = P,

The reason for re-expressing the equation, which is converted to the augmentation
specification form is to make ¢, and & uncorrelated. Accordingly, we can easily get
the same result as the above by applying the same way to the OLS short-term and
long-term coefficients of the Equation (4.7). Hence, Pesaran and Shin [16] point out
that the ARDL approach necessitates adding adequate lags of x; so as to make y;
endogenous, and then estimation should be performed. In this way, the problems of
both serial correlations in the error process and regressor endogeneity might be
concurrently handled.

4.4. The Selection of the Order of the ARDL Function

To select “accurate” orders of the ARDL(p,q) model is significant and this order

selection procedure is performed in accordance with a two-step strategy.

The first step is the selection of p and q by utilizing information criteria such as AIC,
SBC and the like. The smaller the values of AIC and SBC are, the better the model
can be obtained. Pesaran and Smith [73] also strictly emphasizes that SBC tends
to be preferred to the AIC according to Monte-Carlo evidence. A total of (m + 1)+
different ARDL models are predicted, where k and m respectively represent the
number of variables in the model and the maximum number of lag to be used. And
then, the final (optimal) model is chosen by acquiring those p and q which make the

mentioned selection criteria minimum.
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In the second step, after selecting the appropriate ARDL(p,q), the short-run
parameters are obtained by OLS. By the help of the short-term parameter
estimators, the long-term coefficients of the following co-integration relation (4.8)
and their standard errors are estimated by making use of the selected ARDL model

in the first step.

ye = U+ 6t + 0x; + O (4.8)

Accordingly, the long-run coefficients are calculated by [150]:

X fly
= — — 49
T A== — %) (49
. i,
o= — — 410
(1= &1 — — Pp) (410)
é:(BO+Bl+"'+Bq) 4.11)

A1~ Bp)

These estimators are called as ARDL-AIC and ARDL-SBC. There is a slight
difference between the estimators of ARDL-AIC and ARDL-SBC in terms of small-
sample performance because AIC cannot be described as a consistent model
selection criterion whilst SBC can be regarded as being a consistent model selection
criterion. Moreover, as it is seen in the expressions from (4.9) to (4.11), the long-run
coefficients are calculated through the short-run parameters, which indicates that
the impacts of the lagged variables can be seized by the long-run coefficients.

As for the standard errors for the ARDL-based long-term coefficient estimates, they
are computed by applying the so-called ‘delta’ technique. And similarly, Bewely’s
(1979) regression approach is also used to get the asymptotic standard errors [16].
When the both methods are compared, their results are seen to be the same as

each other.
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4.5. Bounds Test Approach for Co-integration

Pesaran, Shin and Smith [17] (PSS henceforth) introduced bound testing approach
which is connoted as PSS bounds testing approach in the econometric literature.
This approach perfectly analyzes the presence of co-integration relationship among
variables by utilizing ARDL technique in the framework of error correction model.

Bounds testing approach depends on Vector Autoregression (VAR) model and the

following five assumptions.

First of all, write a (k+1)-VAR model of order p (VAR(p)):

dL)(z —p—yb) = & S vE=12,3, .. (4.12)

In the Equation (4.12), L is defined as the lag operator, {z:};2, is a (k+1)-vector
random process, u is unknown (k+1)-vectors of intercept, y is unknown (k+1)-
vectors of trend coefficients. Also ¢(L) is (k+1, k+1) matrix lag polynomial and it is
defined as o(L) = Iy, — Zleq)iLi for the (k+1, k+1)-matrices of unknown

coefficients.

4.5.1. Assumptions of the Bounds Test

As it is mentioned in the last section, the assumptions which bounds testing
approach depends on are given by PSS [17] as follows with their explanations.

A.1. The roots of |l — Zle ¢;z!|= 0 are either outside the unit circle |z|=1 or

satisfy z=1.

The first assumption ensures that the permission of the elements for z; to be purely
1(0) or purely I(1) or mutually co-integrated except for the probability of seasonal unit
roots.
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A.2. The vector error process {¢;}2; is IN(0,(Q), Q positive definite.

The second assumption allows {&.}{2,; to be both a conditionally mean zero and

homoscedastic process.

It is important to note that the study of Pesaran, Shin and Smith [17] is established
on the base of conditional modelling of the scalar variable y; given the k-vector x;

and the past values {z,_;}}_1 and Zowhere z, = (y,, x;)" is partitioned.

VAR(p) in Equation (4.12) is derived into a system of conditional error correction

model (ECM) as follows:

p-1
Ay, = co + cit + My 3Ze_q + YiAz_; + wAX +u; ; VE=1,2, ... (4.13)
A

1

where the difference operator A is defined as A =1 —L, w = Qdw,, , ¢g = ayy —

W'ayy , ¢; = ay; —W'ay, the short-run multiplier ¢’ =vyy,; —w'ly;, VI<i<p-

y1

1,and m,, =, — w'll,.

Partitioning the error term &; with z; = (y¢,x()'as & = (g, &) and its variance

WXX

A%
yy " .

Q ) Also &y can be conditionally expressed in terms of &,
XX

matrix as Q = (
ny

as gyr = Wy iy Wyy + u, for ur being independent of ¢,.. Moreover, the long-term

Tyy T[YX)

multiplier matrix IT is partitioned with z; = (y,,x)" as Il = (n .. )-
Xy XX

A3. The k-vector m,,, = 0

The third assumption implies that it cannot be mentioned about the existence of any

feedback from the level of y, in the system of conditional unrestricted error
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correction of X,, yet parallel constraints on the short-term multipliers in the

equations for X, is never put [74].

AX; = ayo + aggt + M X + X0 Tz + 8 t=12, .. (4.14)

The assumption apparently limits vectors X, as forcing variables to the process
{X};2, as long-run forcing for {y,};=,. According to Yan [74], the underlying reason
for this assumption is to restrain taking into account the cases of the presence of at
most one conditional level relationship among y, and X, regardless of the integration

order of {X,};2,.

Under the third assumption, the error correction model given in the Equation (4.13)

also becomes:

p—1
Ay = co + Ct + Tyyyeog + TyxxXe—q1 + Ui Az + WAX +u; ; VE=1,2, ..
i=1

1=

(4.15)

Where CO == _(T[yy, T[yXX)I'l + [YYX + (T[yy' T[yxx)]y and Cl = _(T[yyl T[yx_x)y and T[yX.X =

!
Tyxy — W gy

A4. Rank(Ily, = oy Byx) =1 for 0 < r < k, where oy, and B, are defined as (k,r)

matrices of full column rank.

0
Up to here, IT has rank r and is given by II = ( T[yx). Therefore, it is expressed

0 Iy

as I1 = af’ where o = (ayy, ayy)" and B = (0,B4)" are matrices of full column rank.

A5. a. If rank of IT is r, then the matrix (ay,a*)' T'(By, B+) is full-rank k-r+1 for 0 <

r <k
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b. If rank of IT is equal to r+1, then the matrix a*I'Btis full rank k-r for 0 < r < k.

In the assumption 5, (ay,a") and (By,B") are defined as the columns of (k+1, k-
r+1) matrices, where ay, f; and a*, B+ are respectively (k+1)-vectors and (k+1, k-r)-

matrices, and the columns of a; and By denote bases for the orthogonal

complements of respectively (a,,«) and (B,,B). And here, a‘'(a,,a) =0 and
BL'(By, B) = 0. Also, if rank of IT is equal to r, then m, is not equal to zero and the
long multiplier IT can be expressed as I1 = a, By, + af’ where ay, = (ay,,0")" and B, =

(Byy, Byx)' are both (k+1) vectors [17].

vy’

As a results of these assumptions, these six assumptions allow for the series {x.}i=;-
When the series is a purely [(0), ay, and B4, are non-singular. Similarly, when the

series is a purely 1(1), ay, and B4, are null matrices [17].

4.5.2. The Existence of Degenerate Case

Pesaran et al. [17] stated a special case which is called degenerate case. For the
case, Pesaran et al. [17] consider the following conditional level relationship

between y; and X,.

Ve = @0 + @1t + @X¢ + Ve ;t=1.2, .. (4.16)

where @, = Ty /Ty, @1 = Ty4Y/Tyy, @ = —Tyy/T,and v, is zero mean

stationary process.

The case in which m,, # 0 and m,,, =0"is called first degenerate case. y; is

stationary or y,~I(0) regardless of the value of r. In this degenerate case, the only
the lagged dependent variable is remarkable while the lagged independent

variables are not [74]. That is, Ay, which is given in the conditional ECM equation
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(4.14), is only relied on its own lagged level y,_,, but it is not dependent on the

lagged level x,_, of the independent variable.

The case in which «,,, is equal to zero, that is the assumption A5(a) holds, and

yy
Tyxx #+ 0" is called second degenerate case. In this case, y,~I(1) regardless of the
value of r. Unlike the first degenerate case, the second degenerate case considers
the condition where lagged independent variables are important whereas lagged

dependent variable is not [74].

When both m,, =0 and m,,, = 0’, there does not exist any level effect in the
conditional ECM (4.14) without the likelihood of any association among y, and X,.,
degenerate or otherwise and y,~I(1) regardless of the value of r. Hence, the
variables are co-integrated if and only if w,, # 0 and m,,, # 0’, degenerate cases

are not considered as co-integration [74].

4.5.3. The Cases for the Bounds Test

The bounds test uses the basic and essential assumptions of Johansen’s five EC
multi-variance VAR models. Regarding the existence of constant, time trend, and
restricted condition, it was categorized five cases of interest delineated by the
specification of deterministic components [17].

Case-1: If there is neither intercept nor trend, that is, ¢, and c;are both equal to 0,

then the given conditional error correction model (4.14) is modified as:

p—-1
Ay = TyyVieq + TyxxXe—1 + Pi Az + WAX +u; ; VE=1,2, .. (4.17)
i=1

i=

since ¢, = —(nyy, nyx_x)u =0 © p=0 ,and ¢, = —(nyy, T[yx.x)y =0 y=0.
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Case-2: If there are restricted intercept, but no trend, then the given conditional error

correction model (4.14) is modified for all t = 1,2, ... as:

p—-1
Ay, = _(T[yy’ T[yx.x)p- + MyyYi-1 + TyxxXt—1 + - lp; Az_; + W,AXt + U

1=

(4.18)

p—1
Ay, = T[yy(Yt—1 - Hy) + Tyyx (Xe—1 — Hx) + - Wi Az + w'AX, + Uy

1=

(4.19)

since ¢y, = —(nyy, T[yx_x)u and ¢, = —(Tryy, T[yx.x)y =0 y=0.

Case-3: If there are unrestricted intercepts, but no trend, then the given conditional

error correction model (3.14) is modified as:

p—-1
Ay = o + TyyYioq + TyxxXe—1 + Ui Az + WAX +u; ; VE=1,2, .. (4.20)
i=1

i=

since ¢, isnot0 but ¢y = —(1,,, Ty, )1 is ignored and ¢; = —(1y,y, Ty )y =0 &

y = 0.

Case-4: If there are unrestricted intercepts and restricted trend, then the given

conditional error correction model (4.14) is modified for all t = 1,2, ... as:

p—-1
Ay, = ¢y — (T[yy, nyxlx)yt + Tyy Vi1 + MyxxXeo1 + . Ui Aze_; + W'AX, + u;

1=

(4.21)
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p—1
Aye = ¢o + Tyy( Yemr = Yyt) + Tyxx(Xemq = Yxb) + - Vi Az + WA, + uy

1=

(4.22)
since ¢y # 0 but ¢y = —(Tyy, Tyxy )1 is ignored and ¢; = — (1, Ty ) Y-

Case-5: If there are unrestricted intercepts and unrestricted trend, then the given

conditional error correction model (4.14) is modified for all t = 1,2, ... as:

p—1
Ay = o + c1t + Myyyeog + TyxxXe—1 + Ui Azq_; + W'AX, + u;
i=1

1=

(4.23)

since ¢, #0, ¢; #0 ,but ¢y = —(myy, Tyy,)p and also ¢, = —(my,, Ty, )y are

ignored.

4.5.4. The Null and Alternative Hypothesis for Bounding Test Approach

This technique is to assess the presence of a level relationship among pairs of
variables having a unit root and no unit root predicated upon standard F test (Wald

test) which is required to be jointly significant.

Under the null hypothesis which is defined below, the asymptotic distribution of the
standard F statistics (or standard Wald statistic) for checking the joint significance
of coefficients on the one-term values of the variables is not standard which relies

on:

(i) variables contained in the ARDL model are integrated of order one or level,
(i) the amount of dependent variables,
(iii) the ARDL model includes an intercept and/or a trend term.
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In the unrestricted error-correction model, the testify for the non-existence of a level

relationship between y, and X, is conducted with the defined null and alternative

hypotheses:
—_ 1"yy Tyx.x
Hy = H0 N H0
against
— 11y Tyx.x
H; = H1 U H1
where
Tyy ., _ . Tyy . /
H, .nyy—O ; Hy .nyyth
iy = 05 HP gy, 0

The null hypothesis tests the absence of a long-term association among the

investigated variables y, and X.

4.5.5. The Calculation of the Wald and F — Statistics

In order to define the F-statistics and the Wald statistics, Pesaran et al. [17] consider

the Case 4 and the equation is re-expressed as follows:

Ay =irco + 2y + AZ_Y +u (4.24)

where iy is a T-vector of ones, Ay = (Ayy, ..., Ayr)’, AX = (Axq, ..., Axp)', AZ_;
(Azy_;, .., Azp_y) ,Vi=1,..,p—1, Y= WPy e W) , AZ_
(AX,AZ_;, ..., AZ,_p) , Z2, = (t1,Z_4) fortpr =(1,..,T) , Z; = (Zg, ., Z1—1)', U=

(uy, ...,up)" and Ty, = (‘Y’) (“yy ) And also the least squares (LS) estimator of

Ix+1 Tyx.x
~ ! — ~ —1.. ! — —_— ~ — P —
T, isgivenby Ry, = (Z°.,Pxz-2,) Z'_,Pgz-Ay whereZ’, =PZ*, ,AZ_ =PAZ_

— — — — — 7 — "1 —
,Ay=PAy P =1—,AZ_(,AZ_,AZ_) ,AZ_.
The Wald-statistics and F-statistics are calculated, respectively, by
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I my! D 7% Ak P _ W
x L* 1 Prz- 24T 4 /Wy, @and F = — (4.25)

W=
k+2

In the Equation (4.25), Wy, = (T—m) 1YL, i?for the number of estimated

coefficients m = (k+ 1)(p + 1) + 1 and the least squares residuals @i, vt =1,2,...

Theorem 1: Under the conditions that the given assumptions from one to five hold
and that the null hypothesis H, = Hg” any""‘ is not rejected, the asymptotic

distribution of the Wald statistic W of the expression (4.8) can be represented as:

1 1

W= le"Zr + f qu(a)Fk—r+1(a)’ <f Fk—r+1(a)Fk—r+1(a), da) f Fk—r+1(a)dwu(a)
0 0 0
(4.26)
Wy _ry1(a) for Case 1
(Wi—rs1(a@)', 1)"  for Case 2
where z,~N(0,1,) and f(x) = { Wk_r41(a) for Case 3
(Wy_ys1(a)', 1) for Case 4
/() for Case 5

andr =0,..,kand a € [0,1].
The theorem is called as the limiting distribution of W as well.

After giving this theorem, they give the following two corollaries in order that
asymptotic critical values are obtained from the corollaries.

The first corollary is about limiting distribution of W when {x;} ~I(0). Under the given
first five assumptions, and if r is equal to k i.e. r=k, such that {x;} ~1(0), then under
the given null hypothesis H,””:m,, =0 ; Hy””:m,, #0',as T converges to
infinity, the asymptotic distribution of the Wald statistic W of (4.25) can also be

represented as follows:

44



(J; F@)aw, @)’
(J; F(a)2da)

W = 7.7, + (4.27)

where z, ~N(0,I;;) has an independent distribution of the second term in the
Equation (4.26) and it is defined as:

(W, (a) for Case 1
W, (a), 1)’ for Case 2
Fla) = - W, (a) - for Case 3 (428)
(Wu(a), a— E) for Case 4
W, (a) for Case 5

forr=0,..,kand a € [0,1].

The second corollary is also about limiting distribution of W when {xi} ~I(1).
Similarly, under the given first five assumptions, and if r is equal to zero such that
{x¢} is stationary at the first difference, then under the given null hypothesis
H”yy

0 iy, =0 Hgyy:nyyth’, as T converges to infinity, the asymptotic

distribution of the Wald statistic W of (4.24) can also be represented as follow:

1 -1

W= [ W @Fia @' | [ Fen@Fa@'da) [ Fea@dw,@ (4.29)

0 0
where F,,;(a) is defined in theorem and a € [0,1].

4.5.6. The Consistency Property for Bounds Testing Procedure Based on
Both F and Wald Statistics

The consistency property for bound testing technique predicated on both Wald
statistic and on t-statistic is assured by the following theorems:
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Theorem 2: If assumptions from 1 to 4 and 5b are valid, then under the alternative
hypothesis Hf”: my,, # 0',the Wald statistic W is consistent against Hf”: Ty, # 0

for the five cases.

Theorem 3: If assumptions from 1 to 5a are valid, then under the null hypothesis

TT.
H>:m

o yy = 0 and the alternative hypothesis Hf”"‘- T,y # 0 ,the Wald statistic W

FYyx

is consistent against nyy"‘: my,y,x # 0 for the five cases.

4.5.7. The Critical Value of Bounds Test

Instead of the standard critical values, PSS [17] provide two asymptotic critical value
bounds which are not only based on whether the intercept and trend are present or
not in the model, but also relied on the dimension and co-integration rank, k and r,
of the forcing variables X;. Pesaran et al. [17] especially demonstrate that the critical
values take on lower bound when r is equal to k while the critical values take on
upper bounds when r is equal to zero. The generation of the critical values for F-test
is predicated on two alternative data-generating processes; hence, one case is
assumed all variables are I(1). Another case is 1(0). The values which are generated
with 1(0) regressors set up lower bounds to the critical values whilst values which
are generated by the I(1) regressors set up upper bounds to the critical values.
Therefore, these two sets of critical values supply critical value bounds that
comprise entire potential categorizations of into 1(0), 1(1), and even mutually co-
integrated. The PSS [17] of critical value bounds consisting of the cases 1 to 5 are
presented in Appendix for the sizes 0.100, 0.050, 0.025, and 0.010.

It is considerably important to note that Pesaran et al. [17] produced critical values
relies on sample sizes of 500 observations [75] and 1000 observations [17] and
respectively 20,000 and 40,000 replications of a stochastic stimulation [76].
Nevertheless, Narayan [18] claimed that these critical values which were generated
by PSS, were not worthy to test for small samples. In order to prove this claim, in
the paper of Narayan [18], the new critical values were produced by using 31
observations with 4 regressors and then, the critical values of Narayan (2004) and
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the critical values of Pesaran et al. [17] were compared. It is found that Narayan’s
the upper bound critical value at the 5% significance level is 4.13 [18] whereas the
corresponding critical value that is reported by Pesaran et al. [17] is 3.49. That is to
say, it is obviously seen that the critical value for 1000 observations is 35.5% lower
than for 31 observations. Besides the comparison of his critical values with those of
Pesaran et al. [17], Narayan [18] made a compassion of Narayan [18]’s critical value
for 31 observations to the critical values for 500 observations which is reported by
Pesaran and Pesaran [75]. According to this comparison, the upper bound critical
value at the 5 percent level is less than that for 31 observations. Because of this
reason, Narayan [18] again estimated appropriate critical values for sample size in
the interval from 30 to 80 observations for the usual levels of significance by using
the same GAUSS code. In this way, he succeeded to obtain a well-founded result

concerning co-integration for small sample size.

4.5.8. The Interpretation of the Comparison Results

For the PSS [17] of critical value bounds, PSS suggest the following procedure:
When the computed F statistic exceeds the upper bound critical value, i.e. F>Fy,
then the null hypothesis of no co-integration could not be accepted and it can be
concluded that the presence of steady state equilibrium between the variables is
found; if the calculated F-value is less than the lower bound critical value, i.e. F <
F., then the null hypothesis of no co-integration can be accepted.

On the other hand, when the computed F-statistics falls inside the lower and upper
bound critical value bounds, i.e. F. < F < Fy, a conclusive decision cannot be made.
And for that, co-integration rank r of the {x} process should be proceeded. According
to the study of Haq and Larsson [77], in the case that an inclusive conclusion from
the F-test is obtained, there may exist a possible solution. And Haq and Larsson
[77] highlighted to utilize a negative and significant error correction term in a similar
frame for the promotion of co-integration (long-run relationship) under the
inconclusive case. For that, Pesaran et al. [17] suggested t-test as an alternative

test that is equivalent to F-test. The t-test has a similar null hypothesis and lower
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and upper bounds to those of the F-test. Briefly, the t-test can be a complementary

test when the F-test is inconclusive [17]; [77].

Knowing the integration order of the explanatory variables is essential before
drawing any conclusive inference. In the cases that the order of integration of the
variables is exactly identified, the decision mechanism is as follows: when all the
variables are integrated of order one, the decision is reached predicated on the
upper bounds; likewise, when all the variables are stationary at level, the decision
is reached predicated on the lower bounds [78].

As for the Narayan's critical values, the interpretation of test results is the same as
that of Pesaran et al. [17].

4.6. Error Correction Models Based on ARDL Model

Hassler and Wolters [19] also provided a detailed discussion on ARDL and error

correction models.

The ARDL model of order p and q is defined by Hassler and Wolters [19] as follows:

p q
Vo= o+ ) diyeit ) BXeitu, (4:30)
i=1 i=0

where a, is a constant term, ¢, are scalar coefficients, B; are row vectors, u; is a
scalar zero mean error term and X,_; is a K-dimensional column vector process of
explanatory variables, i.e. X,_; = [x;, X;_1, ..., X,—4] . In the equation (4.30), X7_, B; is
the long-run effect over all future periods, which is sometimes denoted as the vector
of equilibrium multipliers [79].

Hassler and Wolters [19] omitted the constant term from the model (4.30) in order
to shorten it, and accordingly the following equation is re-written.
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dL)y: = B' (L)X, + ug (4.31)

where the lag operator L is implemented to every component of a vector, LXX, =
X;_x and it is convenient to introduce the lag polynomial ¢(L) =1—- ¢,L—-—
¢pLP and the vector polynomial B(L) = B, + B4L + -+ + B4L9 as it is defined before.
In addition, B,is known to show the immediate impacts of changes in the

explanatory variable vector X, [79].

Hassler and Wolters [19] indicate that the expression (4.30) is necessarily converted
to dynamic stability in order to interpret parameters in economic aspects even
though the expression (4.30) is acceptable for estimation in statistical aspect.

For dynamic stability, Hassler and Wolters [19] maintain that the roots of the
characteristic polynomial of ¢ have to lie outside the unit circle, i.e. ¢(z) = 0 implies
that |z| > 1 for z € C. This condition guarantees the presence of an absolutely

summable infinite expansion of the inverted polynomial ¢~1(L) as follows:
¢~ (L) = - i d;L (4.32)
o) &

where Y72, | ¢;] is finite, i.e. X720 | ¢;| < oo,

Therefore, it follows from the Equation (4.31) that the inevitability of ¢ (L) generates

the following representation:

_BW
()

X + 9 (4.33)

where ¢(L)9; = g, and 9, has a stable autoregressive structure of order p. Hence,

the following infinite distributed lag representation results from expanding ¢~*(L).
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Ve = Z ;L Z BLI | X +0, = zygxt_j + 9, (4.34)
j=0 j=0 j=0

where y; is defined as the vectors of dynamic multipliers which are derived by the

method of undetermined coefficients with the vector of long-term multipliers I' =

© _ B
0% = g0y

And then, Hassler and Wolters [19] opt for re-parameterizing the ARDL model given

in the Equation (4.30) by re-arranging the X's with4 =1 - L

!

p q-1 q
Vo= + Y diyeit GOIX= ) [ Yy | +8X +u, (4:35)
i=1 i=0 \j=i+t1

where Hassler and Wolters [19] especially highlighted y; to be concerning its own

past, to contemporaneous X, and differences AX,_;.

p p-1 p
D b=y == dMya = | D by |ayei (4:36)
i=1 i=1 \j=it1

By utilizing the expression (4.36) and X; = X,_; + AX, , the expression (4.35) yields

the following equation which is called an error correction representation :

p-1/ p q ’ /4 ,
Aye= = GDGr — X = ). ( D <I>j> Bye-i + ( JOLEDY Bi) 2% ), ( 2, Bi)
j=1

i=1 \j=i+1 i=0 \j=i+t1

+ AXt—i + Ug

(4.37)

50



In this error correction representation, the economic interpretation of parameters
depends on the long-term equilibrium relation, i.e.y, = I''X,_4, if there exists such
a linear combination with I' # 0. And moreover, the EC mechanism is known to be
the adjustment of y, through u(1) to deviations from equilibrium in the preceding

period, which is denoted (y;_; — I''X{-1)-

Another version of the error correction representation, which is given in the

expression (4.37), is introduced as follows:

p-1 q-1
Ay, = ¢y +B' X + Z ajAy,—; + Z Y{Axt—i + U (4.38)
i=1 i=0

forc = — ¢b.

Assumptions:
A1. The vector (y;, X;)' of length K+7 is I(1).

A2. The vector X, alone is not co-integrated.
A3. X, does not adjust to past equilibrium deviations (y,_; — I''X;_1).
A4. The errors u, are serially independent with variance a2, i.e. u,~iid (0, ?).

A5. (Exogeneity Assumption) The errors are uncorrelated with Ax,,, Vh € Z.

This assumption allows 4x; to be exogenous.

4.7. The Analysis of the Assumptions and Properties by Using ARDL (1,1)

Each type of single-equation model in empirical time series methods is a particular
case of an ARDL(1,1) [80]; [81]. Therefore, the following simple bivariate model is
considered in order to construct the ARDL(1,1) model specification without the

deterministic trend,

Vi = Qg + QY1 + QX q + Vi (4.39)
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X =W+ AXe_q + & (4.40)

where y and x are defined respectively as the decision variable and the forcing
variable. Moreover, the residuals used in the Equations (4.39) and (4.40) have the
following distributional properties:

(3¢) ~iid(0,2), Z=(§§Z fs;:) (4.41)

Then, it is modeled the contemporaneous correlation between v,and ¢; by a linear

regression of v.on &, as follows

o
ve=(—2)% +u, (4.42)
z:

where u; is distributed independently from ¢&,.

Ve = Qg + QY1 + QpXe—q + V¢

O-V‘c:
Vi = Qg + QY1 + QX q + Ve = (G_EE> & + ug
O-V‘c:
Vi = Qg + QY1 + QX q + Ve = G_EE (Xt — 0 — AX¢—q) + U

Ovg Ovg Ovg
yt = ((XO - (DL> + (let_l + th + (az - )\L> Xt—l + ut
Ot Ot Ot

Ve = ¢+ dye_q1 + BoXe + B1Xe—1 + Uy ;vt=12,..,T

(4.43)

o o o )
where { = (0(0 - (DLE),d) =aBy=—" and B, = (az - )IG—"E) Moreover, vy, is
£ 33

gt
stable and ¢, 8, and , are unknown parameters, x; is (1) process generated by
Xe = 0+ AX_q + &
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The ECM implied by the ARDL (1,1) in Equations (4.39) and (4.40) can be
expressed as

Ovg Ovg Ovg
Ve = V-1 = (0‘0 - (00_;> +0Yt-1 — Y1 t G_;Xt + (0(2 - 7\0_;> Xe—1 T Ut
Ovg Ovg Oy
Ay, = (ao - 00_V> —(1—0q)ye-1 + _vXt + (az — L) Xp_q + Ug
Ot Ot Ogt

o o o o o
= (0‘0 - 00&) — (1 —oy)yeq + _VEXt + X1 — A_vgxt—l + szt—l - LEXt—1 + ug
0% Ogt O

Ot Oz

Oyt Oyt Ovg
= (0‘0 - ‘U_> — (1= ay)yeq + (0‘2 +(1-2) _> Xe—1 +— (X — Xe—q) + U
Ogt Ogt Ogg

=0+ YY1 + PXe—1 + WAX, + Uy

(4.44)

where ¢ (@~ 0Z%), y = =(1 —ay), p = (@, + (1 = DZE), and p = 2
13 Ogg aEg,

To confirm the co-integration between variables, the unrestricted ECM (UECM) in
Equation (4.44) is estimated. The reason why the ARDL is called an UECM is that
the error correction term in the ARDL has no restricted error corrections [82].

According to the assumption A5, the expression which is called the UECM is
rewritten and the following equation is further obtained by

o) | o)
g — W— o+ (1-2)—
( R 0Ny

1-a) (A-a

O-VZ
Ay, = —(1 —ay)[ye—1 — Xe-1] + ;AXt + Uy

Ay: = y(Ye-1 — T — pXe—1) + PAX, + U

(4.45)
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(coefee) _ (o)

(1-ay) (1-aq)

where the expression [y;_; — X:—1] is the error correction

term (equilibrium error). And (1 — a;) is the speed of adjustment. That is, (1 — a,)
measures the speed with which Ay, adjusts towards equilibrium. Equation (4.45) is

called restricted error correction model (RECM). And the long-run parameter b =

(e}
+1—7\L§>

(1-ay) vy’

The values of the speed of adjustment is noteworthy. The value being equal to zero
indicates that there exists no long-run relationship. If the value falls the interval
between -1 and 0, then there exists partial adjustment. If the value is less than -1,
then the model over-adjusts in the current period. And moreover, that the value is

positive means that the system moves away from equilibrium in the long-run [83].

Furthermore, Shittu, Yemitan and Yaya [84] review the re-parameterized ARDL
model to the ECM. And as a result of the study, they infer that the current change

in y; is the sum of two following components:

* the current change in y;is proportional to the current change in X;.
* the current change in y:is a partial correction for the extent to yi4 deviates

from the equilibrium values corresponding to X;_;.

Theorem 4: Let’s consider the UECM defined in the Equation (4.44),

Aye = 0+ YYi-1 + pXe—1 + PAX + ug (4.46)

Under the assumptions A1 and A5,

(1) The ARDL-based estimators of the long-term parameter, obtained by b = —2

converges to b = —s as the sample size T goes to infinity and T'(b — b) has

the limiting normal distribution.
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(2) The t-statistics testing b is equal to b, converges to the standard normal

distribution.

(3) The OLS estimators of all of the short-run parameters v, p, and ¥ denoted

4.8.

by 7, p and 1 are v/T-consistent and have the asymptotic normal distribution.

The Advantages of ARDL Bounds Testing Procedure

The ARDL bounds testing approach has quite a few econometric superiorities

compared with alternative and traditional co-integration methods.

1-

The most important advantages of ARDL bounds test approach is that this
approach can be applied even if the variables are not integrated in the same
order. That is to say, the ARDL model are possible to be estimated
irrespective of whether underlying regressors are purely [(0), purely (1) or
mutually co-integrated [16]. Nonetheless, Johansen’s co-integration
technique requires that all variables to be stationary at the same order and
even they are purely stationary at the first difference 1(1). Therefore,
Johansen’s co-integration is at serious disadvantage compared to the ARDL
technique. In this issue, Charemza and Deadman [13] claim that estimating
an econometric model using non-stationary data is unreliable; hence, use of
the ARDL bound co-integration approach is the best technique in order to

overcome problems arising from non-stationary time series.

The ARDL-based short-run coefficients estimators are consistent; on the
other hand, ARDL estimators of long-run parameters are super consistent and
asymptotically normal distributed [16].

Due to the fact that ARDL-based short-term and long-term parameters can
meet the property of consistency for small sample size, the ARDL method
estimates more statistically significant long-run relationships for small data
samples while the estimation of co-integrated relationship using Johansen’s
method is valid if and only if the used data samples are large. As a contribution

to this, Haug’s study [85] demonstrates that when the ARDL bound testing
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approach is compared to conventional approaches such as the Engle and
Granger [6], the Johansen and Juselius [86] and the Philips and Hansen [87]
co-integration tests, the small sample properties of ARDL bound testing

approach are more strongly suitable [85].

Another significant advantage of ARDL method is that ARDL method does not
suffer from the problem of endogeneity unlike other traditional co-integration
methods because the ARDL method is able to distinguish dependent and
explanatory variables. That is, the ARDL assumes that there is one dependent
variable and the rest of the variables are at least weakly exogenous [88].
Thanks to this feature, the ARDL technique usually yields unbiased estimates
of the long-term model, and the t-statistic derived from it is valid even though
some of the regressors are endogenous [89]. Furthermore, it should not be
forgotten that appropriate modification of the orders of ARDL model is
considerably sufficient to impede problems resulting from endogenous
variables [16].

The another side of ARDL model which outweighs that of Johansen’s co-
integration method is that in ARDL model, a different number of optimal lags
is permitted for different variables whilst Johansen’s method prohibits this and

conversely, it requires a uniform number of lags [90].

ARDL method has an edge on the permission for ARDL model to consist of
dummy variables unlike the Johansen’s method [91]. This is because, utilizing
the ARDL a large number of options can be made including decisions
concerning the number of independent and dependent variables, if any, for
inclusion, the behaviour of deterministic elements, in addition to the order of
VAR, and the optimum number of lags in the model [90]; [73]; [91].
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7- ARDL model bound testing approach is robust against concurrent equation
bias and autocorrelation so long as the orders of the ARDL model are
sufficiently chosen on the basis of earlier-information by making use of a

model selection procedure such as the AIC or SBC [92].

8- Bentzen and Engsted [93] state that the ARDL bound testing technique
simultaneously forecasts the short-term and long-term impacts of one variable
on the other variables and it also disjoins the short-term and long-term impacts

from one another.

9- The ARDL approach allows the application of general-to-specific modeling
approach that is the econometric methodological benchmark pioneered by
Davidson et al. [148] so as to forecast consistent parameters of the model
[94].

4.9. The Application of ARDL Bounds Test Procedure

In previous sections of this chapter, ARDL bounds test procedure has been
discussed in the theoretical aspect. Now, it is briefly explained how to perform ARDL

bounds testing procedure in empirical analysis.

» The first step is to check that none of the variables in the model is at 1(2).

» The optimal lag lengths are determined by means of such information criteria
as AIC, SBC, HQ and the like among the estimated (m + 1)**1 different
ARDL models for the maximum number of lag, m and the number of variables,
K.

» With the optimal lags, either F test or t-test for the null hypothesis of no co-
integration is carried out. To assess the null hypothesis, the computed F-

statistic is compared to the new critical values tabulated by Pesaran et al. [17].
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» Once the null hypothesis is rejected, the goodness of fit of the ARDL model
should be done through diagnostic tests including serial correlation, normality
test, heteroscedasticity, Ramsey RESET test, and CUSUM & CUSUMSAQ.

» Another step is to estimate the long-run relationship using the selected ARDL

model.

> As the final step, in the situation of the presence of long-term relation between
variables, the ECM representation of ARDL model is discussed. By employing

ECM version of ARDL model, the speed of adjustment to equilibrium can be

obtained.

The computed F-statistic falls The computed F-statistic falls
this region . this region
Inconclusive
implies Region implies

No C-ointegration Co-integration exists

1(0) (1)

Figure 4. The Determination Table
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These steps are also summarized in the Figure 5 that is given by Shakya [95].

Identify endogenous and
exogenous variable

Tests

_ Identify all variables are either 1(0) or I(1) but not
Unit I(2) or above. If any of variable is I(2) or more
Root » | cannot proceed ahead. If dependent variable is 1(0)

cannot proceed a head.

Formulation of special

single reduced form

!

Develop a general to
specific model by
eliminating coefficient
with largest P-value

Perform
ARDL bounds
test

Figure 5. ARDL Bounds Test Procedure [95]

Formulate a Identify
single optimal
> | equation lag
VAR length
Develop
single
reduced
form
UECM
Perform diagnostic checks
Develop
a ECM
If co-integration is Identify the
found, construct long-term
the ARDL multipliers
(elasticity)




5. CAUSALITY TESTS

It is undoubtedly that testing causality between variables is one of the integral parts
of statistics related to time series. Yet it still remains difficult and complicated
concept. At first, Granger [96] developed a relatively simple causality test which is
called Granger Causality which uses forecast-ability as a criterion. Since Granger
causality analysis requires carrying out a zero restriction on the specific parameters
in VAR model, test statistics can be obtained by applying Wald or Chi-square tests.
That is, the causality test is predicated on calculated F-statistics for the normal Wald
test under the condition that all series are stationary [4]. Granger causality test has
some conditions as well. The first and most important one is all series should be
stationary. Additionally, if there exist a co-integration between the series, then
Granger causality test is performed predicated on vector error correction model
(VECM) rather than VAR model [97]. Nevertheless, in the cases that there exist non-
stationary variables at level in the VAR models, F and Chi-square distribution may
be said to have non-standard asymptotic properties. That is to say, Wald tests for
Granger causality may lead non-standard limiting distributions predicated on the co-

integration features of the model [98].

There are also several variants of this Granger causality test including the Sims [99]
causality test, Dolado and Lutkepohl [22] causality approach, and the Toda and

Yamamoto [12] test.

The first alternative causality test developed by Sims [99] utilizes the notion of
causality is that it is impossible for the future to cause the present. And also, for non-
stationary series, the Wald statistics never converges Chi-square distribution.
Because of these reasons, test results may be invalid [4]. That is to say, Toda and
Yamamoto [12] claim that F-statistic used to test for traditional Granger causality
has a highly likelihood to be invalid as the test does not have a standard distribution
in the case that the time series data are neither integrated nor co-integrated [100].
In order to overcome this problem, Toda and Yamamoto [12] and Dolado and
Latkepohl [22] propose a causality approach which is more applicable in comparison
to others.
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5.1. Toda Yamamoto Causality Test

In 1995, Toda and Yamamoto proposed a new method which is a modification of
the standard Granger causality test on the non-stationary series. A causality
procedure proposed by Toda and Yamamoto [12] is seen to be complementary to
the Sims et al. [99] method since it permits causal inference predicated on

augmented level VAR with integrated and co-integrated processes [101].

5.2. The Advantages of Toda-Yamamoto Causality Test

The advantages of Toda-Yamamoto test (TY) is found to be superior to those of

other causality tests.

1- The first and main advantage of TY test is that in the case there does not exist
any co-integrated relationship between the variables, the causality procedure
should be carried out on a VAR in differenced series [12].

2- This causality test avoids potential bias associated with the presence of unit
roots because it is possible to be employed irrespective of whether a series is
1(0), I(1) or 1(2).

3- In spite of the presence of additional lagged variables to the vector auto-
regression which are not restrictive while conducting the Granger causality
test, TY causality procedure gives rise to slight loss of power in comparison
with alternative of causality testing the restrictions on a VECM that places co-

integrating limitations [102].

5.3. The Disadvantages of Toda-Yamamoto Causality Test

As well as the advantages of TY causality test which are listed above, there are

major drawbacks.

1- In the cases that sample size is considerably small, it is apparently proven
that the asymptotic distribution is possible to poorly approximate to the
distribution of the test statistic [103]; [104].

2- Some loss of power might result from that the VAR model is intentionally over-
fitted [12]; [104].
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5.4. The General Model of Toda-Yamamoto Causality Approach

As it is mentioned, Toda-Yamamoto approach is predicated on VAR model. Toda-

Yamamoto causality test is briefly explained as follows:

First of all, n-vector time series {y,};=_,.1iS generated with the function as

Ve = Bo + Byt + -+ Bgt? + ¢ D

where for known k, {n;} contains an order of integration equal to d, i.e. {n.}~I(d),

that comes from the following k-th order vector autoregressive process:

Ne '= JiNe—1 + JoNe—2 + = + JiMe—k + € (5.2)

In the Equation (5.2), {¢; = (€14, ---,€nt)'} is assumed to be an i.i.d. sequence of
N(0,%,) > 0 such that Ze > 0 and E|e|**% < oo for some § > 0.

From the Equation (5.1), the expressions can be derived by

Ne =Y — Bo = Brt — - — Bqt? (5.3)
Ne-1 = Yeo1 — Bo — B1(t— 1) — - = B (t— D)4
Ne—2 = Yz — Bo — B1(t—2) — - = Bo(t— 2)1
Ne—k = Yk — Bo — B1(t —k) — - = Bt — k)4 (5.4)

By substituting the Equation (5.4) into the Equation (5.2), we obtain

Ne = Ye = Bo = Prt — - = Byt?

= ]1(Yt—1 —Bo—B1(t—1) =B (t—1)% — - — Bq(t— 1)q)
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+]2(Yt—2 —Bo—B1(t=2) =B (t—2)% — - — Bq(t— Z)q)

+ e +]k(Yt—k —Bo =Bt —=k) = Bt —k)? — - — Bq(t— k)q) + €&
(5.5)
After some calculations, y,is obtained as follows:
Ve =Yo+ Vit + -+ vyqtT+]1yio1 + LYz + o+ Yok + €& (5.6)
where y;(i=0,1,...,q) isa functionof 3; i=1,2,..,q) and J, (h=1,2, ..., k).
5.5. The Establishment of TY Hypotheses
In the general case, the null hypothesis can be defined as follows:
Ho: f(d) =0 (5.7)

where the parameter ¢ = vec(®) of the second model in (5.2), where ® = (], ..., Jx)
and f(.) is defined as m-vector valued function. And this function fulfills the
assumption that f(.) is a twice continuously differentiable function with rank(F(.)) =

m in a neighborhood of the correct parameter value for F(8) = 9f(6)/ 00'.

It is important to note that Toda and Yamamoto [12] take into account the
significance of coefficient of lagged y, whereas they ignore whether the process y;
is integrated, co-integrated or stationary. Therefore, the null hypothesis is

formulated about the parameters of model (5.3) as follows:
HotJkor = Jkez = =Jp =0 (5.8)
fort=1,..,T andp >k +d.

The mentioned restrictions on the parameter of equation (5.6) are implemented and
the parameter is estimated at levels of series in VAR by ordinary least squares as

follows:

Ve = Vo + Y1t + -+ P4t0 + JiVeer + o+ TiVeok + o+ Tth—p + & (5.9)
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where the terms have been defined before, t = 1,...,T andp > k + d.

The parameters of the added lags should be remained unlimited in the null
hypothesis so as that the efficiency of the asymptotic Chi-square values is
guaranteed in the case that the assumption of normality is satisfied in the VAR
model [12]; [105]. Thus, the expression (5.9) can be re-written in the matrix format

as follows:
Y =TF +®X' + ¢Z' + #' (5.10)

where [ = (9, ...i‘(q), F = (14, ..., tp) fort, = (&%, t1, ..., t9),
X=Xy, X)) forxe = (yi_1, -, Vi)'
Z=(zq,..,21) forz; = (yi_x_1, ...,y{_p) ,

EIS = (Tl) ...,Tk) and lTJ = (Tk+1r ...,Tp).

And, by using the expression (5.10), the estimation of the unrestricted regression
can be derived so as to obtain a vector of estimated residuals by computing the

variance-covariance matrix of the residuals [105].

5.6. The Establishment of Test Statistics

In order to testify the null hypothesis given in the expression (5.8), the modification
version of a standard Wald statistic W based on augmented Vector Autoregressive
VAR (p + d) was formulated as follows:

MWALD = £(3)'[F($) {£®x'Q0)™) F($)']_1 f(3) (5.11)

where . =T '#'#, Q=Q,— Q. Z(Z%Z)"'Z'Q, and Q. = Iy — F(F'F)~1F' with
TxT-identity matrix /r. And here, F denotes an indicator matrix pxn(1 + (p + d))

64



indicating zero value parameters, the Kronecker product shown by the symbol ®

represents a matrix multiplication of an element by all elements [105].

Toda and Yamamoto demonstrated the fact that the Wald statistics given in the
expression (5.11) has an asymptotic Chi-square distribution when the degree of
freedom is under the given null hypothesis in the circumstances thatp > k + d. They
accordingly said that the determination of the maximal order of integration dmax is
the crucial step. And, this step is completed through the estimation of a model that

is intentionally over-fitted with additional dmax lags; thatis, p = k + dax-

5.7. The Selection of Lag Length

As it is widely known, the reason why to determine the optimal lag order is essential
is that all inference in the VAR model is predicated on the selected lag order. The
optimal lag order in the VAR model is able to be selected by utilizing a new
information criterion proposed by Hatemi-J [106]. The Hatemi-J [106] criterion is
defined as the following:

InN + 2In (lnN))

HJC = In(|Q,[) + z +v2< N

;2=0,..,p (5.12)

where HJC is the Hatemi information criterion, In is natural logarithm, |Q,| denotes
the lag order of z determinant of the estimated white noise variance-covariance
matrix in the VAR framework, v and N show the number of variables and
observations used in the VAR model respectively. According to Hatemi-J [106], it is
noteworthy that HJC exhibits great performance particularly when variables are not

stationary.

5.8. Dolado and Liitkepohl Causality Test

Dolado and Lutkepohl [22] published a study in 1996 so as to improve TY causality
approach. The fundamental difference between Toda Yamamoto approach and
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Dolado- Lutkepohl (DL) approach is that Toda and Yamamoto define VAR model as
VAR(k+d) whilst Dolado and Lutkepohl [22] define the same model as VAR(k+1)
since dmax being equal to 1 shows better performance in comparison to other
integration orders [107]; [108]. Like Toda and Yamamoto’s causality approach, the
main aims of Dolado and Lutkepohl [22] are to deal with some difficulties and
problems related to causality tests in a regression without any importance whether

variables are co-integrated or not.

The testing technique covers two steps. Initially, a VAR (p) is constructed by one of
AIC, SBC and HJC. For that, the determination of the optimal lag length is an integral
part of the DL test procedure by means of these information criteria owing to the fact
that results of causality test can be affected quickly by the lag added. Secondly,
after the estimation of a VAR (p +1), the standard Wald test is implemented on the
first p lags. The important point for the DL approach is that for Granger causality
test, standard Wald tests ought to be applied on the first p coefficient matrix. In this
way, for VAR(p+1) model, the null hypothesis of no causality relationship from X; to

Y;, i.e. Hy = a,; = 0, can be defined and the Wald (F) test can be applied.

The VAR (p +1) model is expressed as follows:

1 +1
Y = ag + X0 ey Yooy + 2oy Oaqien) Yeoien) F €1 (5.13)

1 1
Xy =PBo + X0, Bigi+n) Ye—(ien) Y Bagi+1) Ye—(ir1) T €2t (5.14)

It is important to note that there is no restriction on the parameters related to d lag

values.

5.9. The Boostrapping Methods to Produce Critical Values

According to Toda and Yamamoto [12], the defined model allows for the use of
asymptotic distribution theory. However, with Monte Carlo evidence, Hacker and
Hatemi-J [109] demonstrate that Wald test has a probability to violate the
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assumption of biasedness in statistical inference for small sample sizes when non-
normality and autoregressive conditional heteroskedasicity (ARCH) impacts are
found in the error term that is generally the case with financial data. Moreover,
Hacker and Hatemi-J [109] prove that the implication predicated on the Toda-
Yamamoto test statistic is more accurate when bootstrap distributions are preferred
rather than asymptotic X2 distributions [97]. Thus, the implementation of the more
correct and sound distribution theories like leverage distribution theory is
recommended in order to eliminate the problems of size distortion and spurious

regression results in finite sample sizes.

5.9.1. Leverage Bootstrapping Process — Based Toda-Yamamoto (1995)

Causality

The one of the best ways to produce own critical values is Leverage Bootstrap
procedure with employing the program procedure developed by Hacker and Hatemi-
J [109] in GAUSS [105]. The generated critical values are predicated upon the
underlying empirical data by means of bootstrap simulation.

The method to carry out Leverage Bootstrap simulation is summarized by Umar and
Dahalan [105] and Bayat, Kayhan and Senturk [110] as follows.

First estimate

yi = If, + dx + Pz, + #7 (5.15)

where #* represents the bootstrap residuals that are estimated on the basis of N
random draws with replacement from Equation (5.15) having modified residuals with
the probability of 1/N in every case. The reason for this modification is to make sure
that the mean value of the bootstrapped residuals is equal to zero. The forecast of
the equation is made with limitations of no Granger causality, and the data that is
used for simulation is generated for every bootstrap simulation. The leverage
adjustment is applied in order to adapt the modification of the regression’s raw

residuals to have constant variance.
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The modified residual via leverage adjustment for Y;; is expressed by Hacker and
Hatemi-J [111] as:

i
= 5.16
e (516)

where #;; represents the ordinary residuals derived from the y;, regression for i =

tth

1,2,3,4. h;; also represents t~ element of h; and it is the raw residual from the

regression for y;, for i = 1,2,3,4.

Tx1leverages vector for y;,and y; is respectively assigned as h; =
diag(Y;(Y;Y;)7'Y;) and h; = diag(Y(Y;Y;)~'Y") for i=123,4 and for j=1i-1,
where Y, is used to show a regression matrix of independent variables that identify
v1¢: Without any Granger causality restriction and Y displays a set of the regression
matrix of regressors that explain y;, containing the lags of all variables in the

estimation.

Then, the bootstrap simulation is done and also, the MWALD t-statistics are
computed subsequent to every iteration in order that the bootstrap critical values
are computed by Hacker and Hatemi-J [23]. In this way, the upper (a)‘"* quantile of
the bootstrapped distribution of the MWALD t-statistics is evaluated in order to
generate 1%, 5% and 10% bootstrapped critical values. Lastly, the raw data rather
than the bootstrapped one is preferred for the computation of the MWALD statistics.
The null hypothesis of the absence Granger causal relationship cannot be accepted
if the MWALD statistics, which is computed by means of the original data, is higher
than the bootstrapped critical values.

5.10. The Application Steps of Toda Yamamoto Procedure
The process to apply TY causality approach is step by step summarized by Giles

[112].

» The first step is to identify whether there exists a unit root in the used variables
and if exists, the order of integration must be known by employing a unit root
test.
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» The second step is to determine the maximum integration order. For that, it is
assumed that the test results imply that the variables have different order of
integration; let's say the maximum order of integration is dmax. For example, if
there are two time-series and one is found to be stationary at level and the
other is stationary at the second difference, then dmax= 2.

» The third step is to set up a VAR model in the levels of the data, regardless
of the degree of sationarity of the time series.

» The fourth step is to specify the maximum lag length for the variables in the
VAR model, say p, by the help of the well-known information criteria such as
AIC, SBC etc.

» The fifth step is to confirm the VAR that is well-identified in terms of AR unit
root graph, VAR residual serial correlation LM-stat, VAR residual normality
tests.

» The sixth step is to take the estimated VAR model and to add in dmax additional
lags of each of the variables into each of the equations. And the VAR system
will estimate at the level with the total k+dmax lags.

» The seventh step is to practice causality depending on VAR(k+dmax). And
then, it should be testified whether the estimated results are statistically
significant or not for k lags of the series.

The working steps of the Toda-Yamamoto and Dolado-Lutkepohl causality
approach are apparently given by Shakya [95] as it is seen in Figure 6.
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1.ldentify
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3.Develop
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Develop
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SBC or democracy of Graph
3.c. VAR
3.d. VAR residual serial < .
) < residual
correlation LM stat )
normality

A

4. Modified Wald (MWALD) Test

Figure 6. TYDL Test Procedure
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6. SOME TESTS USED IN BOTH COINGRATION AND CAUSALITY
ANALYSIS

In this chapter, prerequisite tests and diagnostic tests are presented. First of all,
even though stationary analysis is not pre-condition for both co-integration and
causality analysis, since the integration orders of variables are necessary to use in
conducting both procedures, some unit root tests are initially explained. And then,
diagnostic tests for both ARDL bounds testing approach and Toda-Yamamoto
causality methods are thoroughly discussed.

6.1. Unit Root Tests

According to the clearest definition of non-stationarity term in the statistical
literature, the recent observed data in the time series may be stochastically relying
on the preceding observed data, which those variables whose means, variance and
co-variances alter in the process of time because of trend, random walk, or both
[95]. This case is known as variables being non-stationary. To estimate regression
equation of time series having unit-root have many drawbacks. For example, the
most known drawback is that misleading inferences may be obtained [113] because
unless the series are stationary, the estimated regressions with non-stationary
series can cause the spurious regression because of this dependency. Spurious
regression leads a high R? even if the two variables having trend over time are totally

unrelated.

Even though the ARDL bounds testing procedure never require all variables to be
stationary at the same order, the ARDL procedure is not applicable for the series
being stationary at 1(2). Similarly, even though the integration order of the variables
is not important for Toda-Yamamoto causality approach, stationary analysis should
be performed in order to identify the maximum order of integration of the series,

dmax.

There exist many approaches to examine the stationarity of time series. Since this
thesis used traditional unit root tests: the Augmented Dickey-Fuller (ADF) test
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proposed by Dickey and Fuller [114], Phillips-Perron test (PP) proposed by Phillips
and Perron [115], and finally breakpoint unit root test offered by the latest version of
E-views 9 Beta, these three tests are explained.

6.1.1. ADF Unit Root Test

ADF unit root test is conventionally and frequently performed so as to identify the
order of integration of the series. The theoretical explanation of the ADF test is
summarized in this section. For details, please see Asteriou and Hall [4].

Standard Dickey-Fuller (DF) test is mostly and formally used to detect non-
stationarity condition. To do Standard DF, the error terms are supposed to be
random and homogenous so that the assumptions of the time-series Gauss-Markov
Theorem are met [149]. And DF test is performed by OLS estimator of the variables

in the model.

Dickey and Fuller [114] start with the simplest case where the deterministic trend is
zero. Since the DF test is sound and applicable only for AR(1), the random process

AR(1) model is constructed in order to be representative of a variable y as follows:

Ve = OYe-1 + U (6.1)

where y, =0 and u; = Y(L)e; for e~i.i.d.(0,02) and Y(L) = X2, LIJ]-Lj is a lag
polynomial whose coefficient {iy;} satify 3.2, j|U;| < co. And moreover, here, the null
hypothesis is described as Ho: ¢ = 1, i.e. y,~I(1) whereas the alternative hypothesis
is Hi: @ <1, i.e. y.~I(0).

Let

chl;z Yi-1¥t

EIS =
ZtT=2 Y?—1

(6.2)

72



indicate the OLS estimator of ¢p and let’s describe the t-statistic to test for the given
unit root hypothesis as

d-1 A \T - 2
=== and =T} (y—dyc1) (63)

s/ |22y

Or similarly, under the null hypothesis, y, and y;_; are not stationary; thus, the t-
statistic may be inflated and unreliable. Instead, y._;is subtracted from the both

sides.
Ve = Ye-1 = PY¥e-1 — Ye-1 + Ut
Ay, 1 = (¢ — Dyey +u;
Ayt 1 = Y¥e-1 + Ut
(6.4)
Then, the null hypothesis is H,: y = 0, and the alternative hypothesis is H;:y < 0

The latest version of the test is conveniently used. Dickey-Fuller Test also consists
of two alternative regression equations for testing the existence of a unit root. The

first one is

Aye_1 = g + YYi-1 + g (6.5)

having a constant term and stochastic trend. If y = 0, this exhibits a definite trend in
the series. The case is very important for macroeconomic variables. The second

one is
Ayi_1 = ag + ot + vy + ug (6.6)

having both a constant term and stochastic and deterministic trends together. If the
assumption on the random and homogenous error terms is not hold, then the
Augmented Dickey Fuller test (ADF) is used. There are three forms of ADF, which

are
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p
Ayi_1 = YY1 + Z BiAyi—i + ug (6.7)

i=1
=g+ Yyi-1 T Zf)ﬂ BiAyi—i + ug (6.8)

=0y T VYYyi_1 T axt+ ZF:l BiAyi—i + ug (6.9)

The difference between them is the same as that of DF test. In these models, the
lag length is determined by Akaike Information Criterion (AIC), or Schwartz
Bayesian Information Criterion (SBC), or Hannan-Quinn Criterion (HQ). Also we
need to check whether the residuals are white noise. For both standard DF test and
ADF, the normal t distribution table is not used. Instead of this, DF [114] T table

critical values are used.

6.1.1. Phillips-Perron Unit Root Test

Phillips and Perron [115] developed the most frequently used nonparametric unit
root test as an alternative to the Augmented Dickey-Fuller procedure. It is
undoubtedly that the worthiest feature of Phillips-Perron unit root test is to overcome
serial correlation and heteroskedasticity in the errors, which do not suffer from the
same degrees of freedom loss as the ADF test, by modifying the Dickey —Fuller (DF)
statistic before comparing it to the relevant critical values. [147]. The procedure of
Phillips and Perron (1988) unit root test is shortly described in this sub-section.

The Phillips-Perron (PP) test involves fitting the regression:
Ay = aDy + Tty + ug (6.10)

where, OLS residual utis 1(0) and may be heteroskedastic. The null hypothesis for
testing the existence of unit root is Hy,: m = 0. There are two statistics, Z; and Z,

computed, respectively, as
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pes 1 (A%-52 SE(R®) g i
Ze = |35 tueo —5 (") (T = [, 6.11
t 22 tm=0 "5 ( 32 ) ( * 62 ) Az =0 zjm ( )
1 T?SE(R) ,~ i
I, =TR—-—=——+—(A2-6%)=TH - .-
n 2 ( ) 2T 2 X2 Vi o

where ¢? = Jim T 1Y E[u?],and A? = Jim Yo E[T~s2] for the innovation error

variance sz = YT_, u,. Additionally, in expressions (6.11) and (6.12), SE(#)
denotes coefficient standard error [4]. Any serial correlation and heteroskedasticity
in the errors u; of the test regression are eliminated owing to the modification of the
test statistics T,—, and T 7. And these modified statistics are denoted as Z; and Z,,.
And also, it is important to note that the Newey-West long-run variance estimate of
u; using i, is known to be a consistent estimate of A%. As a result, under the given
null hypothesis, the PP, Z, and Z, statistics, have the same asymptotic distributions
as the ADF t-statistic and normalized bias statistics [116]. That is to say, in order to
adjust undefined serial correlation and heteroskedasticity in disturbances, the
modification of Dickey-Fuller test statistics is calculated via Newey-West standard

errors.

An edge of the test is to be a non-parametric test; in other words, it is supposed not
to be functional form for the error process of the variable. This signifies that it is
relevant to a broad range of problems. On the other hand, a disadvantage for the
test is that it relies on asymptotic theory, which means that the test has been shown
to perform well unless sample size is small [117]. The main problem of the ADF and
PP tests is that both have some deficiency in detecting the presence of unit roots.
According to Maddala et al. [118], data frequencies that is lower than quarterly

should be used so as not to obtain useless results.

6.1.2. Testing Stationarity in the Presence of Structural Breaks

The existence of structural breaks especially in macroeconomic variables is

generally expected. Traditional unit root tests that disregard the presence of
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structural breaks in the series may give biased and inappropriate results. In the
literature, there are a variety of unit root tests regarding the existence of structural
break. At first, Perron [119] proved that quite a few perceived non-stationary series
were actually found not to have a unit root under the presence of a structural break
in time series. Perron [119] developed a procedure to testify the presence of a unit
root in a series under a single exogenous break by employing asymptotic distribution
theory. Perron [119] applies a modified Dickey-Fuller unit root test that consists of
dummy variables to account for one known, or exogenous structural break [113].
The most common unit root test is Zivot and Andrews [120] unit root test. Because
of some restrictions of Perron [119] models, Zivot and Andrews [120] purposed an
enhancement over the Perron [119] test where they presume that the exact break
point is unknown and endogenise the break date diagnosis. A data dependent
algorithm is applied to proxy Perron’s subjective technique in order to identify of the

break points endogenously [121].

As well as these unit root tests, a breakpoint unit root test is newly offered in the
Beta release of EViews 9. Since the unit root test is also applied in the empirical
analysis of the thesis, the theoretical background of this unit root test is summarized
according to the website of Eviews-9 Beta [122].

First of all, a model ought to be established in order to conduct the breakpoint unit
root test. For that, the model is classified into two categories in accordance with the
break dynamics like the innovational outlier (I0) model and the additive outlier (AO)
model. As for the features of IO model and AO model, these two models differ
slightly from one another in terms of the occurrence speed of break. As the first
model, rather than the break occurring at a single point in a time, an alteration in the
level and trend of the data may exist throughout a time period. In other words, the
breaks take place step by step and follow the same dynamic path as the innovations.
This model is called as an innovational outlier. Alternatively, in the cases the breaks
occur instantly, the additive outlier (AO) model is offered. These two versions of a
model also have own sub-models according to the existence of a change in level
and/or in trend. The sub-models consist of four basic models for time series data

with a one-time break, which are a one-time change in level for non-trending data
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(Model A), a change in level for trending data (Model B), a change in both level and
trend (Model C) and a change in trend (Model D).

The following three models are adapted in order to conduct the suggested unit root
test under the presence of structural break.

Secondly, before the construction of these models, let us define some variables
used in the models. DU, captures implies shift occurring at every possible break-

date (TB) while DT; is equivalent to trend shift variable. And,

1 fort>TB
0 otherwise

t—TB fort>TB

6.13
0 otherwise ( )

DU, = { ,and DT, = {

In addition, break variables are also defined. A particular break date is demonstrated
by Ty and 1(.) is used as an indicator function that assigns the value 1 if the
argument (.) is true, and O if not. An intercept break variable DU.(T,) = 1(t > T})
that assigns the value O for all dates previous to the break, and 1 henceforward. A
trend break variable DT, (T},) = 1(t = T,). (t — T, + 1) that assigns the value zero for
all dates in advance of the break, and is a break date re-based trend for all
successive dates. And finally, a one-time break dummy variable is defined as
D.(T,) = 1(t = T},) that assigns the value of 1 only on the break date and O or else.
Furthermore, g is trend coefficient, y is trend break coefficient, 8 is break coefficient

and w is dummy break coefficient.

Thirdly, for the innovational outlier (10) model,

Model-A: for non-trending data with intercept break,

k
Vi = L+ 6 DU(Ty) + wD(Ty) + aye—y + Z 1Ci Ayi_i +u (6.14)
i

Model-B: for trending data with intercept break,
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k
o= 1+ B+ 0 DUT,) + @D(Ty) +ayes + ) iAo +u (6.15)
~

Model-C: for trending data with intercept and trend break,

k
Yo = 1+ BE+ 0 DUCTL) + YDT(Ty) + 0D(Th) + ey + ) cidyei e (6.16)
~

Model-D: for trending data with trend break,

k
ye =+ BE+YDT,(Ty) + ay, s + )

1=

1ci Ay, +u; (6.17)

That is, the first model A permits a one-time alteration in the level of the series, the
second model B permits a one-time alteration in the slope of the trend function, and
the third model C incorporates one-time alterations in the level and the incline of the
trend function of the series [123]. As to the null hypothesis for |O model, it is defined
as

Vi = Ye-1 + B+ W(L)(BD(Ty) + yDU(Ty,) + €) (6.18)

where the lag polynomial (L) denotes the dynamics of the stationary and the break
variables are in the model with the identical dynamics to ¢, associated with i.i.d.

innovations. The alternative hypothesis for IO model is also defined as

Yt = Vo1 + Bt + Y(L)(BDU(Ty) + yDT(Tp) + €) (6.19)

In this expression, a trend stationary model with breaks in the intercept and trend is
supposed. The incorporation of these two hypotheses is also done as follows:
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k
o= 1+ B+ ODU(Ty) + YDT(T,) + 0D(T) + oy + ) ey +ue  (620)
~

Next, for the additive outlier (AO) model, The AO model has a two-step procedure.
The first step is to obtain the detrending series via OLS by adding the intercept,
trend and breaking variables. For that, four different models are defined as follows:

For non-trending data with intercept break, Model 1 is constructed as

ye = u+ 6DU(Ty) + y¢ (6.21)

For trending data with intercept break, Model 2 is established as

Vi = 0+ Bt + 6DU(Ty) + yi (6.22)

For trending data with intercept and trend break, Model 3 is constructed as
ye = p+ Bt + 6DU(Ty,) + yDTe(Ty,) + vyt (6.23)
For trending data with trend break, Model 4 is established as

Vi = u+ Bt + yDT(Ty) + y¢ (6.24)

The second step is that the resulting Dickey Fuller unit root test equation is set up

for the residuals y; got from the de-trending equation.

For Models 1, 2, and 3:

k k
vi=) oD tayis + ) adyigtu (6.25)
1= 1=
For Model 4:
k
Vi=ayeit) e yiitu (6.26)
1=
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The null hypothesis for AO model is also written as

Vi = Ye-1 + B+ 6D(Tp) + yDU(Ty) + Y(L)e (6.27)

where S refers a drift parameter, the lag polynomial ¥/(L) presents the dynamics of
the stationary and the break variables are into the model with the identical dynamics
to €; associated with i.i.d. innovations. The alternative hypothesis for a trend

stationary model with potential breaks in the intercept and break is defined as:

Yt = u+ Bt + 6DU(Ty) + yDT(Ty) + W(L)e (6.28)

In order to evaluate the null hypothesis, t-statistic is used. In all models, k represents
a number of lags. And moreover, in order to identify k, the prospective or potential
date T, is better to be specified. Lag selection methods involve established
techniques which are observation-based suggestion, t-test, F-test, and known
information criterion. The choose of break date can be altered according to the
minimization of the Dickey-Fuller t-statistic, the minimization or maximization of 6 t-
statistic, the maximization of || t-statistic, the minimization or maximization of y t-

statistic, the maximization of |y| t-statistic and the maximization of (6,y) F-statistic.

6.2. Diagnostic Tests

In this section, some diagnostic tests which are used in both ARDL bounds testing
model and Toda-Yamamoto causality model, are explained. These tests are
respectively Jarque-Bera test for normality, Breusch-Godfrey LM test for
autocorrelation, Breusch-Pagan test for heteroskedasticity, CUSUM and CUSUMQ
tests for consistency and stability, recursive coefficient tests, and Ramsey RESET
test.
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6.2.1. Jarque-Bera Normality Test

The Jarque-Bera (J-B) normaility test introduced by Jarque and Bera [124] is a
goodness of fit test in accordance to sample data owing the skewness and kurtosis
since both skewness and kurtosis are associated with normal distribution. That is to
say, the validity of the various goodness-of-fit statistics is confirmed in the only
circumstances that the error term is distributed normally. Normal and non-normal

distributed data are exhibited in Figure 7.

Normal Distribution Evident Not Normally Distributed
Normal Q-Q Normal Q-Q
T
& * S5 . oslf¥
s g S
- / g
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© - N
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B F & T o~ 2
g o~ ‘i(\-’ 'S ‘
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Figure 7. Normally and Non-Normally Distributed Data [125]

It is well-known that the skewness, which gauges to what extent the observations,

[E(x—u)3]?
[E(X-p)?]3"

kurtosis, which is used as a measurement to determine the heaviness the tails of a

is symmetric about the mean. It is measured by S = And similarly, the

E(X-p)*

distribution, is calculated by K = X))

And it is remarkable to note that if the distribution is normal, then S = 0 and K = 3.

The null hypothesis for J-B normality test is defined as Ho: normal distributed
(skewness is zero and excess kurtosis is zero) against the alternative hypothesis as

H+: non-normal distributed.
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Jarque-Bera Test Statistics is computed as:

JB (6.29)

(TR, K-3)?
—T[S +Tl

where S and K respectively refer skewness, and kurtosis, T is the number of
observations and k shows the number of variables. It turns out that this test statistic
can be compared with a Chi-square distribution with 2 degrees of freedom. The null
hypothesis of normality cannot be accepted if the calculated test statistic is higher

than a critical value of the y distribution.

6.2.2. Breusch-Godfrey LM Test

Initially, the concept of autocorrelation is defined. The OLS estimators of classical
linear regression model (CLRM) have six assumptions, one of which is that the

covariance and correlations between different disturbances are all zero:
cov(ug,ug) =0 i VE£S

It means that the errors are independently distributed. As a result of the violation of
the assumption, the disturbances can be said to be pairwise auto-correlated.

cov(ug,ug) #0 i VE£Ss

The implication of the expression is that an error happening at period t is possible
to be correlated with one at period s. The reasons, why auto-correlation problem is

experienced, are classified as follows: [4]

* The omission of variables
* The misspecification of model

* The presence of systematic errors in measurement.
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The following results arise if the auto-correlation is ignored.

¢ The variance of the estimated coefficients is obtained to be less than the real
variance.
+ R?is obtained to higher than its actual value.

* The confidence interval, which is estimated, is not reliable.

The outcomes of the ignorance of the problem are also exhibited in Figure 8.

“real” line

- _"_’_“_____

“esitmated” line

Figure 8. The Result of Autocorrelation Problem [126]

Second of all, let’s consider the multiple regression model:

yt == bO + b1X1t + -+ kakt + ut (6.30)

where the current observation of the error term u, is a function of the past
observation of the error term u;_, ,i.e. u; = pu,_, + e, for the parameter p providing
the functional association between observations of the error terms u, and a latest

error term e; which is identically independently distributed.
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The parameter p demostrates the strong of serial correlation.

* p = 0 = 3 no serial correlation since u; = e; and an iid error term.
* p— 1 = 3 positive serial correlation

e p— 1 = 3 negative serial correlation

Figure 9. Negative Serial Correlation [127]

O
@ o o0
0 .:
" e

Figure 10. Positive Serial Correlation [127]

There are many methods to catch autocorrelation, such as the graph method, the
Durbin-Watson test [128], Breusch-Godfrey LM test [129] & [130], and so on.
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As for the Breusch-Godfrey LM test, the test is developed by Breusch and Godfrey
[129] & [130]. And this test is an LM test. In order to explain its all steps, consider
the following model:

yt = bO + b1X1t + -+ kakt + ut (6.31)

Where ut S plut_l + pzut_z + -+ pput_p + et.

The first step is to estimate the Equation (6.31) by OLS and to obtain ;.

The second step is to obtain the following regression model with p being determined
by the order of serial correlation.

Up = ag + a3X1¢ + agXpe + ARyq g + -+ Aryp Upp (6.32)

The third step is to establish the null and alternative hypothesis as:

Ho:py =pz=-=pp, =0

H;: at least one p;jis not zero

The null hypothesis represents the absence of auto-correlation while the alternative
hypothesis says the presence of serial correlation.

The third step is to compute the LM test statistic with the formula LM = (n — p)R?

The final step is to interpret the obtained results. If LM > x7, then the null hypothesis

is rejected.
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Breusch-Godfrey LM test has much more advantageous than other autocorrelation
tests like Durbin-Watson test (DW). The reasons for this claim are listed as follows.
The major drawback of DW test is that this test cannot be used if the regression
model does not involve a constant and lagged dependent variables. Moreover, DW
test disregards MA process whereas Breusch-Godfrey LM test regards both AR and
MA processes. And finally, DW test is only applied for the errors in a regression
model which are produced by a first-order autocorrelation.

6.2.3. Breusch-Pagan Test for Heteroskedasticity

The term of homoscedasticity is that the distributions have an equal variance that is
separate from . The mathematical representation of this term is

var(u;|xy;, ..., x,;) = a2 for the the simple regression model with two variables as

yi=a + b1X1’i + bZXZ,i + -+ kak,i + Uj (633)

Heteroskedasticity is known as the circumstance of the infringement of the
assumption of homoscedasticity. That is, the variance of the error terms relies on

completely observations, i.e. var(u;|xy, ..., x;) = of fori =1,..,n.

It is important to note that the problem of heteroskedasticity occurs generally while
studying with micro-econometrical data sets. This is because micro-economic data
are engaged with the observations collected from either people or households. In
addition to micro studies, it cannot be ignored that heteroskedasticity is common in
macro variable as well. The scatter plot in Figure 11 is given in order to compare
the cases of homoscedasticity and heteroskedasticity.
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Figure 11. The Scatter Plots for Both Homoskedasticity & Heteroskedasticity [131]

The adverse effects of the presence of heteroskedasticity on the OLS estimators

can be listed as follows: [4]

It cannot be stated that there is a correlation between all explanatory variables
and the error term since the assumptions of unbiasedness and consistency
hold for the OLS estimators. Therefore, the problem of heteroskedasticity in
the model is corrected, and then more accurate results are received by all
estimates.

Heteroskedasticity has an impact on the distribution of the estimators that
causes the rise in the variance of the distribution. Hence, this gives rise to
obtaining inefficient estimators due to the violation of the assumption of
minimum variance.

Heteroskedasticity also has an effect on the variance as well as on the
standard errors of the estimated coefficients. That the problem of
heteroskedasticity arises in a model, gives rise to the OLS method not to
overestimate both the variances and the standard errors causing greater than
anticipated values of t and F statistics. That is to say, the problem of
heteroskedasticity has a strong negative effect on hypothesis tests.

There are many methods detecting the problem of heteroskedasticity, some of
which are the Breusch-Pagan LM test (1979), the Glesjer LM test (1969), the
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Harvey-Godfrey LM test (1976), the Park LM test (1966), the Goldfeld-Quandt test
(1965), White's test (1968) and so on [4].

In the thesis, the Breusch-Pagan LM test [132] is preferred. Breusch and Pagan LM
test (BP test) is a heteroskedasticity test in a linear regression model based on a

Lagrange Multiplier (LM) statistics.

In order to explain theoretical analysis of the BP test, consider the standard OLS
model as

Yi == bo + b1X1i + bzXzi + -+ kakl + Ui (6'34)

where var(u;) = o?. The BP test steps are described as follows:

The first step is to estimate the model (6.34) and to obtain the i, as

~2
ul :a0+alzli+azzzi+”'+a yA

oZpi + € (6.35)

where z,; is a set of variables to determine the variance of the error term.

The second step is to express the null and the alternative hypotheses.

Ho:al=az='"=ap=0

The null hypothesis implies that heteroskedasticity does not exist while the
alternative hypothesis indicates that at least one of the a’s is different from zero and
that at least one of Z’s has an influence on the variance of the residuals which will
be different for distinct t.

The third step is the calculation of LM statistic. LM statistic is calculated by

multiplying the the number of observations n and the coefficient of determination R?,
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i.e. LM =nR?. LM statistic follows the Chi-square distribution with p-7 DF. As it is
seen, the degrees of freedom of the distribution have to alter the number of
independent variables in the model. If the p-value does not exceed the significance
level, the null hypothesis cannot be accepted.

6.2.4. CUSUM and CUSUMQ Tests

As suggested by Pesaran and Pesaran [75], the cumulative sum of recursive
residuals (CUSUM) and the CUSUM of square (CUSUMSQ) tests proposed by
Brown et al. [133] are able to be implemented to the residuals of the estimated ECM
to testify parameter constancy and the stability of the long-term parameters together
with the short-term movements for the equations. In order to detect the presence of
structural changes in econometric studies, CUSUM and CUSUMSAQ tests as well as
the most known Chow test are also used. These tests are graphical tests which are

predicated on recursive residuals.

In order to express these tests mathematically, consider

Y, = X,B: + & ;ve=1,..,T. (6.36)

Then the estimator of 8, can be calculated by B, = (X{X,)"'X;Y, forallt=K,..,T.
Similarly, the estimator for the previous term is able to be calculated by B,_; =
(X{_lxt_l)_l)({_l_lYt fOI' all t - 1 > K.

Then, if B, can be expressed in terms of §,_,, the following expression is obtained.

. Ve — X{Bt—1
U1+ [xe(Xi_ 1 Xe—1) 7]

B\t = Gt—l + (Xg—lxt—l)_l (6.37)

is obtained. Here, x; = (xy4, ..., Xk ). We consider
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€ = XE(Bt - Gt—l) + €& (6.38)

where E(e)) =0, and var(e) = o2[1 + [x{(X{_;X(—1) 'x(]]o%. These predicted

errors are uncorrelated.

t—1

€ = XE(Bt - Gt—l) + e = ¢ — XXt X)) 7! Z Xj€; (6.39)
j=1

where E(e;e,) =0 and VvVt=1,..,T.

And then, the recursive residuals are

W = €t Oc Ve — XéGt—l
t. - - 1A A —
Ge \/1 + [xe (Xt Xem1) 71 ]

(6.40)

If B; is constant till t is equal to m and differs after t is greater than m, then the
recursive residuals w; will have a null average till t is equal to m and an average
differs to zero for the successive period. That is, if B, changes in the consecutive
period then the forecast error will not have mean zero, i.e. E(w;) =0 fort =
1,..,mand E(w,) #0 fort > m[136].

Brown et al. [133] suggested two tests, namely CUSUM and CUSUMQ, by using

the recursive residuals w;.

Firstly, CUSUM test is described as follows:

m
Wi
W, = z . (6.41)
t=K+1 ™
where 62 = —— Y, (W, —W)? and W = — T, w form =K +1,...,T.
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Under the null hypothesis of Hy: ; = 3, = - = - = 31 = B, W, must be inside the

a(2m+T-3K) a(2m+T-3K)
VT-K '’ JT-K

level a = 5% and a = 0.85 for level a = 10%. Moreover, Baltagi [134] suggests that

interval (— ) where a = 1.143 for level a = 1%, a = 0.948 for

it would be better to check whether W; crosses a pair of straight lines (see the Figure

12 given in Baltagi’'s book [134]) that pass through the points (K, +a(v'T — K) and
(K, +3a(v/'T — K) for a depending upon the chosen significance level a.

Also, it is important to note that each variance is equal to 1 and independent [135].
If W, cuts the interval, then the null hypothesis cannot be accepted. These results
can be interpreted that if the coefficients are not stable over time, then there may
be a disproportionate number of recursive residuals W;with the same sign which

requires W, exiting out of the interval [136].

w,
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Figure 12. CUSUM Ciritical Values [134]

Secondly, the CUSUMSAQ test is described as follows. This test is predicated on the

square of recursive residuals as

m 2
0 g W S
— Zt—thz — >om (6.42)

m T
t=K+1 Wt St
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where s, follows a Beta distribution with E(s,,) = ?T_:: And the confidence interval

is defined as (E(syp) — ¢, E(sy) +c¢) where c refers the Kolmogorov-Smirnov
statistic. If s, appears the corridor at the period that t is equal to m, then there exists
an arbitrary rupture unveiling the evidence that the coefficients are unstable for this
time [136].

Harvey and Collier [137] suggested a test statistics based on mean for CUSUMSAQ.

Under the same null hypothesis, w has a normal distribution with zero mean and
the variance % And they claim that this test statistic belongs to t-test family since
E(wy) = 0.

The method is as follows: [135]

VT —K
T —K—1] = — (6.43)
where 5% = —— Tzt o (w, — w)?

And some remarkable notes on CUSUM and CUSUMSAQ tests are summarized as:
[138]

* The CUSUM test can be established with OLS residuals instead of recursive
residuals [139],

* CUSUM Test is a test to catch instability in intercept alone.

* CUSUM Test has a power only in direction of the mean regressors.

* CUSUMSAQ has power for changing variance.

6.2.5. Recursive Coefficient Tests and Curves

The Recursive Coefficient test is conducted via a graph that consists of all of the
coefficients. This graph gives information on the stability of coefficients as the

sample size increases from its minimum to the last observation [140].
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6.2.6. Ramsey RESET Test

The Regression Equation Specification Error Test (RESET) test was proposed to
detect general functional form misspecification by Ramsey [141].

The RESET test is designed to check for the following types of errors: [140]

¢  Omitted variables

* Simultaneous-equation bias

* Incorrect use of lagged dependent variables

¢ Nonlinear functional forms.

The theoretical background of the test is clearly explained by Asteriou and Hall [4].

First of all, consider the true model which is called restricted model as:

y = b1 + b2X2 + b3X% +u (6.4’4)

The wrong estimation of the model become the following:

y =Dy +Dbyx; +0° (6.45)

where the variable x2 is erased owing to the fact that it is unknown what the real

nature of u is.

Then the first step is to estimate the Equation (6.44) and to obtain the fitted values

of the dependent value .

The RESET test for such misspecified model is hinged on the fitted values of y which

is obtained from regression (6.45) as § = b; + b, x,.
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The RESET test involves including various powers of § as proxies of xZ that can

seize possible non-linear relations.

In order to start to apply this test, it is important to identify the number of terms that
ought to be involved in the expanded model. Let the expanded model as

y=b; +byx, + 1,92 + w93 + e (6.46)
Next, it is required that the significances of 2 and 3 are tested by F-type test.
The F-statistic is calculated by

¢ _ (R —R/m
T AR/

(6.47)

If F-statistic > F-critical, then the null hypothesis of correct specification is rejected

and it is concluded that the model is misspecified.

6.2.7. Inverse Roots of AR Characteristic Polynomial

The inverse roots of AR characteristic polynomial demonstrate the dynamical
stability of VAR model. It is necessary to test whether the residuals of the estimated
model suffer from autocorrelation because if there exists a problem of
autocorrelation, this problem causes the deviation of the estimated parameters as it
is expressed in previous sections. For this aim, the inverse root of the estimated
model should be examined. If the residuals are not auto-correlated, then the values
of inverse roots have to be fall inside unity [142]. That is to say, the inverse roots of
AR characteristic polynomial have to lie inside the unit circle so as for the VAR model
to be dynamically stable.
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6.2.8. VAR Residual Serial Correlation LM Test

VAR Residual Serial Correlation LM test gives the multivariate LM test statistics for
residual serial correlation at most the selected order. This test is performed so as

that serial independence of residuals is endorsed [143].
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7. EMPIRICAL ANALYSIS

7.1. Data
7.1.1. Data Description

The data used in the study comprises of annual time series for Turkey over the
sample periods ranging from 1970 to 2015. The variables in the study are formed
by using these data such as gross domestic investment (GDI), gross domestic
saving (GDS), and gross domestic product (GDP). All data in current local currency
(LCU) are obtained from World Development Indicators (WDI) database of the
World Bank. The details of all data are given on World Bank website as follows: the
computation of GDS is that GDP less final consumption expenditure, GDI comprises
expenses on the fixed assets supplementation of the economy and net variation in
the level of inventories, and GDP at purchaser's prices is obtained by adding gross
value added by all inhabitant producers in the economy and any product taxes, and
then any subsidies not involved in the value of the goods is subtracted from the
obtained sum [144].

In the study, the ratio of GDI to GDP (I/Y) and the ratio of GDS to GDP (S/Y) are
calculated and these variables are converted to natural logarithmic forms in order to
streamline the data. This conversion is standard to begin the analysis by the
investigating time series properties of the data used in the study. The reasons for
the use of natural logarithm are that it both lessens correlations between the
variables and enables the elimination of heteroscedasticity because of the
compression of the scale where variables are estimated [145].

All econometric analysis is performed by using the econometric program E-views 9
SV. The time series plots of the variables are demonstrated in Figure 13 and Figure

14 to provide an overview of the data set.
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7.1.2. Descriptive Statistics

Table 1 reports the summary statistics for the annual series I/Y, S/Y, In(l/Y) and
In(S/Y) which are used in the empirical analysis. As for the interpretation of results
of summary statistics for the series In(I/Y) and In(S/Y), all variables exhibit a
negative mean. Both variables have similar standard deviation; however, the
variable In(S/Y) follows a volatile pattern with comparatively high standard deviation.
As for skewness, the variables In(l/Y) has a long left tail because of the fact that it
is negatively skewed. And finally, The Jarque-Bera normality test fails to reject the
assumption of normality for both variables as the P-values are greater than 5% level

of significance.

Table 1. Summary statistics for the annual series I/Y, S/Y, In(I/Y) and In(S/Y)

Iy SIY In(I/Y) In(S/Y)

Mean 0.197887 0.164288 -1.635208 -1.831067
Median 0.197565 0.158374 -1.621757 -1.842807
Maximum 0.266156 0.262437 -1.323672 -1.337744
Minimum 0.137732 0.108454 -1.982446 -2.221433
Std. Dev. 0.034645 0.037738 0.176695 0.224326
Skewness 0.174641 0.581436 -0.095932 0.229613
Kurtosis 2.057347 2.499404 2.053458 2.068573
Jarque-Bera 1.936968 3.072161 1.787776 2.067018
Probability 0.379658 0.215223 0.409062 0.355756
Sum 9.102810 7.557262 -75.21957 -84.22906
Sum Sq. Dev. 0.054012 0.064086 1.404944 2.264503
Observations 46 46 46 46

Table 2 is a correlation matrix table. The P-value is shown in the parenthesis. The
correlation between In(I/Y) and In(S/Y) is positive and this correlation is statistically
significant since P-value of 0.0000 is less than 5% level of significance.

Table 2. Correlation Matrix

In(IY) In(SIY)
0.748679
In(I/Y) 1.000000 0.0000)
0.748679
In(S/Y) (0.0000) 1.000000
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7.2. Results of Unit Root Test

Before employing both ARDL bounds test and Toda-Yamamoto causality test, it is
essential to determine the order of integration of the variables. Even though it is not
crucial that the order of integration of all the variables for both econometric analysis,
performing the unit root test is required so as to ensure that the variables are not
integrated of the second order i.e. 1(2) in the ARDL model, and to determine the
maximum integration order of the variables for T-Y test. Thus, the integration
properties of these two variables must be verified by employing ADF and Phillips-
Perron test, which examines the null hypothesis of non-stationarity.

Table 3. Unit Root Test Results

Breakpoint Unit Root Test
Variables - pr 2001 2008

LN(I7Y) 0.0242 (0) 0.0296 (0) <0.10 (0) <0.10 (0)
[-3.237935] [-3.153935] [-3.245919] [-3.168091]

LN(S/Y) 0.2783 (0) 0.3245 (5) >=0.10 (0) >=0.10 (0)
[-2.018082] [-1.910937] [-2.033843] [-2.078656]

A(LN(S/Y)  0.0000 (0) 0.0000 (13) <0.01(1) <0.01 (1)
[-6.671518] [-6.995703] [-5.759903] [-5.958958]

The results are reported at Table 3 where A represents the first difference of the
variable In(S/Y). The number of lags used for the augmented Dickey—Fuller (ADF)
and Phillips—Perron (PP) regression models are shown in parentheses. t-statistic
values for both ADF and PP tests are also shown in square brackets. Since neither
I/Y nor S/Y appeared to be trended, only constant was chosen as an exogenous
regressor for both ADF and PP tests. Similarly, trend specification and break
specification determined as intercept only for breakpoint unit root test. The lags for

ADF are automatically determined based on Schwarz information criteria.

In order to check whether the residuals are white noise or not, the correlogram of
the residuals for both variables are used. When both correlogram reported in Figure
15 and Figure 16 is investigated, it is obtained that P-values of residuals are all
higher than 0.05 of significance level. Thus, the residuals are white noise. That is to
say, the results obtained from unit root tests can be said to be reliable.
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For the variable In(l/Y), it is stationary at level as the P-value is less than the 5%
critical value; whereas, the series In(S/Y) is not stationary at level. After difference,
the unit root tests show that the series becomes stationary and integrated of order
1. Nevertheless, the drawback on unit root test is that these tests do not take into
consideration the structural breaks. The existences of structural breaks at the years
2001 and 2008 obviously appear in the plot of In(l/Y) even though the presence of
such breakpoints in the plot of In(S/Y) cannot be said. In addition to this, Turkish
economy severely experienced financial crisis at the years 2001 and 2008. In such
a case, the unreliable and biased results may be obtained because of the application
of such unit root tests as ADF and PP. Hence, the unit root test with breakpoints
introduced by the new version of E-views 9 should be implemented as well. As a
result of this test, In(l/Y) and In(S/Y) respectively conform to 1(0) and I(1) by
regarding of the time breaks at 2001 and 2008. Since the ARDL model bounds
testing approach permits to test for co-integration even when all variables are 1(0)
or I(1) or a mix of them and none of the variables is integrated of order 2 or above
is guaranteed, this approach is the most suitable method for our study.

7.3. Results of ARDL Bounds Test
7.3.1. The ARDL Model Selection and Estimation

After getting assured about that the variables are not integrated at second
difference, the next step is to testify the presence of the co-integration relationship
between the variables. In order to investigate the existence of co-integration or the
long-term relationship among variables, ARDL bounds testing procedure based on
the joint F-statistics of the coefficients of the lagged levels of variables ought to be
implemented. Before applying bounds testing approach, Unrestricted Error
Correction Model (UECM) should be formed at first. UECM specification for our

study is demonstrated as follows:

| K S K |
Aln <§)t = ag + apymmyBREAK + L j0;A In (?) + L 0pAIn <§)

t—i t—i

| S
405 In (—) + oy In (—) + €
Uy T\

(7.1)
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where A indicates difference operator, BREAK is dummy variable to capture the
structural break stemming in the series, and ¢, is residual term assumed to have
normal distribution with zero mean and finite variance. It is noticed that it is
constructed a dummy variable, BREAK, that takes the value 1 for the structural
break dates (in 2001 and in 2008) and zero everywhere else. Furthermore, the
reason why conditional ECM with an unrestricted intercept and no trend is utilized
for bounds testing technique is that any trend pattern in the variables cannot be
observed.

Akaike Information Criteria (top 20 models)
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Figure 17. The Top 20 ARDL Models based on AIC

As mentioned, the maximum lag length is selected to be 8 and the optimal lag length
is determined to be 8 based on the AIC criterion. As for the ARDL model selection,
ARDL model is again selected based on the AIC criterion. All ARDL models with
their AIC criterion values are shown in Figure 17. As it is seen in Figure 17,
ARDL(1,2) is chosen as an optimal model because that model has the lowest AIC
value. Once the existence of co-integrating relationship is proven, the mentioned
equation is estimated by using the following ARDL(1,2) specification. The results of
the estimated ARDL model are reported in Table 4.
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In Table 4, dependent variable is LN(l/Y). We used the ARDL model with an
unrestricted intercept and no trend to obtain the estimates of F- and t-statistics. The
maximum number of lags for both the dependent variable and the principal
regressor was set to be 8. AIC was selected as the basis for determining the lag
orders for the regressors. Intercept and BREAK dummy variable were included as
(fixed) regressors.

Table 4. ARDL Model: Selected Model: ARDL (1, 2)

Variables Coefficient Std. Error t-Statistics Prob.
LN(I/Y)(-1) 0.358187 0.140163 2.555504 0.0147
LN(S/Y) 0.618277 0.143757 4.300865 0.0001
LN(S/Y)(-1) -0.453112 0.201565 -2.247969 0.0305
LN(S/Y)(-2) 0.214275 0.136516 1.569597 0.1248
BREAK -0.198025 0.079340 -2.495904 0.0170
C -0.340455 0.166224 -2.048165 0.0475
R-Squared 0.641418 AlC -1.520136
Adj. R-squared 0.594236 SBC -1.276837
Log likelihood 39.44299 Prob (F) 0.000000

7.3.2. Diagnostic Test Results of ARDL Model

The validity and robustness of the estimated equations are confirmed by employing
such relevant diagnostic tests, such as the Jarque—Bera normality test, the
Breusch—Godfrey serial correlation LM test, the Ramsey RESET test for model

specification and plot of cumulative sum of recursive Residuals (CUSUM).

Firstly, in Figure 18, the correlogram of residuals for the estimated ARDL(1,2) model
and its normality test results along with its histogram are presented. The Jarque—
Bera statistic confirms the normality behavior of the estimated residual series of the
equations since P-value of 0.791772 is higher than the significance level 5%.
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Secondly, all diagnostic tests including the Breusch-Pagan test, Breusch-Godfrey

Serial Correlation LM Test and Ramsey RESET test results are given in Table 5.

Sample: 1970 2015
Included observations: 44 )
Q-statistic probabilities adjusted for 1 dynamic regressor
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Figure 18. (a) Correlogram of Residuals, (b) Histogram-Normality Test for

Residuals

Test 5. Some Diagnostic Test Results for ARDL (1,2) Model

Heteroskedasticity Test: Breusch-Pagan-Godfrey

F-statistic 3.989732 Prob. F(5, 38) 0.0052
Obs*R-squared 15.14687 Prob Chi-Square(5) 0.0098
Scaled Prob Chi-Square(5)
Explained SS 8.470155 0.1322
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.472823 Prob. F(1, 37) 0.2326
Obs*R-squared 1.684415 Prob Chi-Square(1) 0.1943
Ramsey RESET Test

Value df Probability
t-statistic 0.375426 37 0.7095
F-statistic 0.140945 (1, 37) 0.7095
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The serial correlation of the estimated ARDL model is tested by using the Breusch-
Godfrey test. The test reports the P-value as 0.1943, which indicates to fail to reject
the null hypothesis of no serial correlation at all conventional levels of significance.
The result from the Breusch-Pagan Test for heteroskedasticity has LM statistic with
a P-value as 0.1322 demonstrating that the LM statistic is insignificant at 5 percent
level of significance. That is, since the null hypothesis of constant variance is not
rejected, it is evidently concluded that homoskedasticity assumption is valid in the
model. The RESET test verifies the correct functional form of the equations.

The plots of parameter stability test namely Cumulative Sum (CUSUM) and
cumulative sum of squares (CUSUMSQ) are given in Figure 19. When CUSUM plot
was found to be within the 5% critical bound, the null hypothesis of the stability of
the parameters cannot be rejected. As it is clearly shown from the Figure 19, the
CUSUM pilot is within the 5% critical bound. That is, the estimated parameters do
not have structural instability over the time period of the study, so they are constant
or stable within the sample considered.
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Figure 19. The plot of (a) CUSUM and (b) CUSUMSQ

Overall, the diagnostic tests suggest that the estimated equation has desired

statistical properties.
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7.3.3. Bounds Test Results

So as to confirm the presence of co-integration relationship, bounds test is applied.
The null hypothesis that there is no co-integration relationship between the variables
(Hy: a3 = a, = 0) is tested against alternative hypothesis that there is co-integration
relationship between the variables (H;: a3 # a, # 0). The result of bounds test is
presented in Table 6. The optimal lag length in Equation (7.1) is determined by using
AIC criteria. And so as to select the optimal lag length, the maximum lag length is
set to be equal to 8. The bound test results show that F-statistic (10.48492) is well
beyond the upper bound critical value (5.73) at 5% significance level, which strictly
implies the presence of long-run relationship among the variables in the case that
In(I/Y) is dependent variable.

Table 6. ARDL(1,2) Bounds Test Result
Null Hypothesis: No long-run relationships exist

Test Statistics Value k
F-statistic 10.48492 1
Critical Value Bounds
Significance 10 Bound 11 Bound
10% 4.04 4.78
5% 4.94 5.73
2.5% 5.77 6.68
1% 6.84 7.84

7.3.4. Long-run Estimates based on the Estimated ARDL model

The result of the estimated long-run coefficients are reported in Table 7. Similarly,
based on these results, the long-term equation is written as follows:

| S
In <?) = 0.5912001n <§) — 0.308540 BREAK

(7.2)

The value of saving-retention coefficient is 0.5912 in the long-term. And this
coefficient is statistically significant since P = 0.0000 < 0.05. The parameter of the
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variable In(S/Y) is known as F-H coefficient at the same time and this measures the
degree of the international capital mobility. According to Feldstein-and Horioka [25],
if this coefficient is not equal to 1 but it is near to 0, then the international capital of
the country is perfectly mobile. That is, F-H coefficient is 0.5912 in our study and
accordingly, the degree of international capital mobility for Turkey can be said to be
equal to 0.5912. Thus, it cannot be said that the degree of international capital
mobility for Turkey is quite high. Along with the international capital mobility level,
about 1% increase in the ratio of domestic saving to GDP leads to rise in the ratio
of domestic investment to GDP by 0.5912% in the long-run economy for Turkey.

Table 7. ARDL Long Run Coefficients - Selected Model : ARDL(1, 2)
t-

Variables

Coefficient Std. Error Statistics Prob.
LN(S/Y) 0.591200 0.123965 4.769096 0.0000
BREAK -0.308540 0.144496 -2.135280 0.0392

7.3.5. Error Correction Model (ECM) based on the Estimated ARDL model

The error correction representation of the ARDL model is initially estimated as it is
given in Table 8. Based on these results given in Table 8, all coefficients are
statistically significant except for In(S/Y)(t-1).

Table 8. Error Correction Representation for the Selected ARDL Model
Selected Model : ARDL(1, 2)

Variables Coefficient Std. Error t-Statistics Prob.
D(LN(S/Y)) 0.581988 0.129896 4.480418 0.0001
D(LN(S/Y)(-1)) -0.166694 0.126450 -1.318262 0.1953
D(BREAK) -0.130557 0.053828  -2.425478 0.0201
C -0.405022 0.074065  -5.468455 0.0000
CointEq(-1) -0.762752 0.135363  -5.634860 0.0000

Therefore, it is preferred to re-estimate this representation after removing this term
In(S/Y)(t-1). The new ECM is called Parsimonious Error Correction Representation.
And the outcomes of parsimonious ECM is given in Table 9.
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Table 9. Parsimonious Error Correction Representation for the Selected
ARDL Model Selected Model : ARDL(1, 2)

Variables Coefficient Std. Error t-Statistics Prob.
D(LN(S/Y)) 0.615228 0.125231 4912723 0.0000
D(BREAK) -0.179942 0.074056 -2.429792 0.0196

C 0.011012 0.015448 0.712838 0.4800
CointEq(-1) -0.722616  0.135994 -5.31595 0.0000

According to the results in Table 9, the short-run dynamics of growth equation
associated with the long-run relationships are written as follows:

[ S
Aln <?) = 0.011012 + 0.615228 Aln <§) — 0.179942 BREAK — 0.722616 Cointeqy_4

(7.3)

The estimated coefficients of In(S/Y) and dummy variable break are statistically
significant. And the sign of the coefficient of In(S/Y) is positive. The value of saving-
retention coefficient is 0.615. Thus, if 1% increase in domestic saving rates occur,
then domestic investment rates rises up to 0.615% in the short-term. Furthermore,
the saving-retention coefficient also shows the degree of international capital
mobility. The presence of international capital mobility can be mentioned because
this coefficient is not statistically significant. Since this coefficient is found to be
between 0 and 1, it can be concluded that the degree of international capital mobility

is moderate.

The equilibrium error correction coefficient, estimated -0.722616 (0.0000) is
statistically significant at 1% significance level, has negative sign as required, and
implies a considerably high speed of adjustment to equilibrium (1/0.722616 = 1.384
years) after experiencing a financial shock or changes. 0.7226% of disequilibrium
from the previous year’s financial shock converges back to the long-run equilibrium
in the present year.

Overall, regarding the effects of significant financial crises occurred both in 2001
and in 2008, the existence of short-run and long-run relationships between domestic

saving and investment can be mentioned in the period of 1970-2015.
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7.4. Toda-Yamamoto Test Results

As itis explained in Chapter 5 briefly, Toda-Yamamoto causality test is implemented
in level VARs regardless of whether the variables are stationary and co-integrated,
or not. This study employs Toda-Yamamoto methodology based on the augmented

VAR (p*dp54) model to investigate the causal relationship between In(I/Y) and

In(S/Y). In order to test T-Y Granger causality, the following steps are conducted.

7.4.1. Identification of Maximum Order of Integration (d)

The first step is to determine the maximum order of integration (dmax) of the variables
in the model. According to the unit root testing procedure performed in previous
sections, since In(S/Y) is integrated of order 1 and In(l/Y) is stationary at level, the
maximum order of integration in the VAR system, dmax=1.

7.4.2. Optimum Lag Length Selection

The next step is that the optimal lag, k, has to be identified so as to perform causality
tests. To select optimal lag length, VAR Lag Order Selection Criteria that is applied
as it is seen in Table 10. The most common information criteria are AIC; SBC and
HQ, but it is important to point out that SBC and HQ are preferable for large sample
sizes although AIC is outperformed for small sample size. In this study, along with
AIC, other information criteria imply lag length as 1. Thus, the lag length of VAR
model is chosen as 1 based on the least values of AIC. i.e. k=1.

Table 10. VAR Lag Order Selection Criteria

Lag LogL AIC SBC HQ
0 34.82099 -1.641049 -1.556605 -1.610517
1 63.00865 -2.850433* -2.597101* -2.758836*
2 64.33132 -2.716566 -2.294346 -2563905
3 67.18764 -2.659382 -2.068274 -2.445656
4 69.14861 -2.557430 -1.797435 -2.282640
5 69.36779 -2.368390 -1.439506 -2.032535
6 71.23742 -2.261871 -1.164099 -1.864951

* indicates lag order selected by the criterion.
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As the next step, the VAR(1) model is set up in order to check for some deterministic
tests. The estimated VAR(1) model is shown in Table 11.

Table 11. Vector Autoregression Estimates for VAR(1)

In(l7Y) In(S/Y)
0.453107 0.191978
In(I/Y)(-1) (0.16673) (0.15208)
[2.71756] [1.26239]
0.193371 0.725783
In(S/Y)(-1) (0.13115) (0.11962)
[1.47445] [6.06746]
-0.534911 -0.184283
C (0.18524) (0.16896)
[-2.88760] [-1.09069]
R-squared 0.457157 0.729714
Adj. R-squared 0.431307 0.716843
Sum sq. resids 0.718657 0.597860
S.E. equation 0.130809 0.119310
F-statistic 17.68519 56.69546
Log likelihood 29.23102 33.37162
AlIC -1.165823 -1.349850
SBC -1.045379 -1.229406
Mean depedent -1.628950 -1.826028
S.D. dependent 0.173459 0.224214
Determinant resid covariance (dof adj.) 0.000177
Determinant resid covariance 0.000154
Log likelihood 69.83325
AlIC -2.837033
SBC -2.596145

Note that: Standard errors in () and t-statistics in [].
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7.4.3. VAR Residual Serial Correlation LM Tests of T-Y Model

The VAR residual serial correlation LM test demonstrates that the null hypothesis of
no serial correlation cannot be rejected up to 11 lags. The conclusion is that there
is no serial correlation in the residuals. The VAR Residual Serial Correlation LM test
results are given in the Table 12.

Table 12. The VAR Residual Serial Correlation LM Test Results

Lags LM-stat Prob

1.478624 0.8304
2.354094 0.6709
3.877417 0.4228
1.571613  0.8139
3.727216  0.4442
1.761880 0.7794
1.243344 0.8709
3.086567 0.5434
6.207098 0.1842
0.639721  0.9585
6.079513 0.1933

-_—
To0woNOORWN=

7.4.4. Inverse Roots of AR Characteristic Polynomial of T-Y Model

In the case that the inverse roots of AR characteristic polynomial lie inside the unit
circle, the obtained VAR is said to be stable; in other words, it is stationary.

Figure 20 shows that none of roots of characteristic polynomial lies outside of the
circle and thus, the estimated VAR model fulfills the condition on stability. This result

is supported by test results as well.
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Inverse Roots of AR Characteristic Polynomial
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Figure 20. (a)The Inverse Roots of AR Characteristic Polynomial and (b) Test
Results

7.4.5. VAR Residual Normality Tests of T-Y Model

Normality condition of the VAR residuals is highly desirable. Therefore, normality
test is conducted and its results for the VAR residuals are shown in Table 13. The
p-value corresponding to the Jarque-Bera test statistic is indicating that the joint null

hypothesis of normality of residuals is accepted at the %5 level significance.

Table 13. VAR Residual Normality Tests of T-Y Model

Component Jarque-Bera df Prob.
1 2.874665 2 0.2376

2 5.530118 2 0.0630
Joint 8.044782 4 0.0778

7.4.6. Results of Toda-Yamamoto Test

In order to examine the causal relationship between In(I/Y) and In(S/Y), VAR model
is constructed, consisting of two variables in levels, of order p=k+dmax =1+1=2 since
dmax=1 and k=1. The results of testing two-variate VAR(2) model are given in Table
14.
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Table 14. Vector Autoregression Estimates for VAR(dmaxtk) = VAR(2)

In(I/Y) In(S/Y)
0.437717 0.180867
In(l/Y)(-1) (0.18257) (0.16569)
[2.39759] [1.09159]
0.097659 0.794222
In(S/Y)(-1) (0.19946) (0.18102)
[1.48962] [4.38743]
-0.578013 -0.299918
C (0.18219) (0.18526)
[-2.83164] [-1.60272]
-0.067023 -0.117106
In(I/Y)(-2) (0.18219) (0.16535)
[-0.36787] [-0.70822]
0.143205 -0.017527
In(S/Y)(-2) (0.18490) (0.16781)
[0.77448] [-0.10444]
R-squared 0.437657 0.730019
Adj. R-squared 0.379981 0.702328
Sum sq. resids 0.672605 0.554017
S.E. equation 0.131325 0.119187
F-statistic 7.588169 26.36360
Log likelihood 29.54400 33.81119
AlIC -1.115636 -1.309600
SBC -0.912887 -1.106851
Mean dependent -1.620916 -1.817042
S.D. dependent 0.166780 0.218454
Determinant resid covariance (dof adj.) 0.000182
Determinant resid covariance 0.000143
Log likelihood 69.91448
AlIC -2.723386
SBC -2.317888

Note that: Standard errors in () and t-statistics in [].
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By applying the model of seemingly unrelated regression (SUR) for a VAR(2), the

following equation is estimated:

n|\— n|\— nl|\—

Y/el _ t—1 Y/ s €m/y)
l S - aO + a1 l S + az l <S) [Sln(S/Y)
n|\— n|\— nl|\—=

Y/; Y/iq Y/

(7.4)

The Granger non-causality hypotheses can be tested by utilizing MWald test on the
following sets of restrictions:

H 'a(l) = a(z) =0 -In £ does not Granger ca In(=
0-d1p T a1 = Y g use n(Y)

Alternatively,
Hoa® % 4@ S !
1:a;, Fa,, #0 - ln % does Granger cause ln(?)
And,
Hoa® O I S
0:djy; =a;, =0 —in % does not Granger cause ln(?)
Alternatively,
Ho:a® & g d S
1:a;5, Fa;;, #0 - ln % does Granger cause ln(?)

where agig are the coefficient of a,_; fori=1,2.

That causality exists is verified if it is rejected that the null hypothesis in case of
MWald statistic test that is statistically significant at 1%, 5% or 10% significance

level.
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And finally, the Granger non-causality test is obtained. As it is seen in Table 15, the
degrees of freedom are set to be 1 in every part of this table; in other words, the
right lag length p is equal to 1. Yet, the additional 2" lag has not been involved in
the tests [112].

Since the P-value of 0.6244 is greater than the significance level 0.10, the null
hypothesis that In(S/Y) does not Granger cause In(I/Y) is not rejected, which means
that causal association in Granger sense from In(S/Y) to In(l/Y) cannot be obtained.
Similarly, since the P-value of 0.2750 is greater than the significance level 0.10, the
null hypothesis that In(l/Y) does not Granger cause In(S/Y) is not rejected, which
means that there is no causality in Granger sense of the direction from In(I/Y) toward
In(S/Y). Briefly, any causal relationship between the In(l/Y) and In(S/Y) cannot be
found.

Table 15. Toda-Yamamoto Causality Test Results

VAR Granger Causality/Block Exogeneity Wald Tests
Dependent Variable: In(l/Y)

Excluded Chi-sq df Prob.
In(S/Y) 0.239729 1 0.6244
All 0.239729 1 0.6244
Dependent Variable: In(S/Y)
Excluded Chi-sq df Prob.
In(l7Y) 1.191564 1 0.2750
All 1.191564 1 0. 2750
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8. CONCLUSION

A variety of methods are available for performing the co-integration test. Although
co-integration techniques, introduced by Engle and Gragner [6] and by Johansen
and Joselius [86], are commonly used methods, these procedures have some
inflexible features especially like the requirement of all variables being integrated in
same order. Because of similar problems and the low power associated with these
test methods, the OLS based autoregressive distributed lag (ARDL) approach to co-
integration has become popular in recent years [146]. However, there is a few
studies to investigate ARDL co-integration model in theoretical aspects even though
there are numerous empirical studies based on ARDL technique. In this thesis, the
theoretical and statistical background of ARDL co-integration approach is
thoroughly and clearly explained. As a result of the theoretical examination of the
model, several advantages of the model have been determined. The first and most
remarkable one is, as it is mentioned, that the co-integration procedure based on
ARDL model eliminates the precondition of integration order of the variables which

is required in traditional co-integration methods. Secondly, the ARDL-based

estimators of the long-run and short-run coefficients are respectively v'T — consistent
and T — consistent (super consistent) despite the small sample size T. What is more,
the ARDL co-integration technique permits different variables to have different
number of lags unlike other co-integration methods. Putting in sufficient lags of the
‘forcing variables’ is essential to endogenise y:;. In this way, the problems of
endogenous regressors and residual autocorrelation are corrected. In addition to
these superiorities, the short-run dynamics integrated with the long-run equilibrium
can be obtained without losing long-run information from the ECM that can be
derived from ARDL through a simple linear transformation. The first four remarkable
features can be listed as above. Therefore, the co-integration technique can be
perfectly suggested for econometric analysis unless one of the variables is
integrated at the second difference.

As for causality analysis, the existence of co-integration alone does not imply
causation; therefore, a theory on causal mechanisms was developed initially by
Engle and Granger [6]. Toda and Yamamoto [12] developed a new simple method
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for causal inference. Similar to the ARDL bounds testing approach, T-Y causality
approach is widely utilized in empirical analysis, whereas there are too few studies
on the investigation of theoretical background of this causality procedure. The main
reason why this method is used widely is that this method does not require pre-tests
for unit roots and co-integration. In this thesis, the theoretical background of the
causality method is comprehensively explained. First of all, the general form of T-Y
process, including VAR model, T-Y testing statistics, Modified Wald test statistics
construction and the lag length selection, is explained.

In the empirical analysis of this thesis, it is preferred to analyze the validity of
Feldstein-Horioka hypothesis for Turkish economy because saving rate is
considered to play a crucial role in economic growth particularly through its
association with investment. Feldstein and Horioka [25] first have built and
estimated a basic equation that shows the relationship between domestic savings
and domestic investments to investigate whether domestic savings are retained for

domestic investment or flows to international capital mobility.

The presence of F-H puzzle for Turkey is proven over the time period from 1970 to
2015. As a result of ARDL (1,2) model, 1% increase in saving affects the rise in
investment by 0.5912% which explicitly contributes to economic development in the
long-run. Accordingly, it can be said that the degree of international capital mobility
for Turkey is 0.5912. As for short-run relationship, 1% increase in domestic saving
is linked with 0.615% increase in domestic saving. Furthermore, 0.7226% of
disequilibrium from the previous year’s financial shock converges back to the long-
run equilibrium in the present year. On the other hand, according to Toda-
Yamamoto causality results, any causality relationship among the variables cannot

be found.

As a conclusion, whilst there are no findings on casual relationships among
domestic investment and saving, co-integrated relationship among these variables
exists, which implies that the economic policies aiming to spur economic growth
through the stimulation of domestic saving may be thought to be efficient. Hence, it
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is very important to point out that two conditions are compulsory in order to realize
the success of saving-promoting policies according to the arguments of Erden [24].
Initially, domestic saving is the primary flow of fund existing for domestic investment
because of the restricted international capital mobility. The another condition is that
as well as the presence of a close relationship between local saving and investment,
the causal direction among these two variables ought to be from saving to
investment [24].
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