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ABSTRACT

EVALUATION OF PANEL DATA MODELS AND AN
APPLICATION ON ISE30

EDA SELIN ILIKKAN

Master of Science, Department of Statistics
Supervisor: Prof. Dr. Hiiseyin TATLIDIL
June 2019, 77 pages

Panel data is the intersection of time series and cross-section data. The panel data defines change
between units or the change in time for each unit, explains these variabilities by some other
variables and estimates each unit in terms of the relevant variables. The purpose of this study is to
give information about the models to be done when panel data is obtained and to show this on a
specific application. There are commonly known four panel data models, they are the pooled
regression model, the most commonly estimated models are probably fixed effects and random
effects models and in more complex data sets, a mixed effect model. There are several factors to
make choice among panel data models which are pooled regression, fixed effects, random effects,
and mixed effects model. In this study, it is aimed to investigate the situation of the ISE30
(Istanbul Stock Exchange-30) in the period 2015-2019 by establishing a panel data regression
model consisting of the returns on the stock market shares and the variables affecting these
returns. As a result of the study, the model of 37 variables has established and a model when the
ones that could not be calculated with the ones missing from the annual 115 financial indicators
in the Matriks data program which is a platform about the financial sector, were excluded. Firstly,
5 explanatory variables were determined by stepwise regression from 37 explanatory variables.
The relationship between these five explanatory variables and return was investigated by panel
data models. The most suitable model was selected by paired comparisons with various tests and



the pooled regression model was selected. In all of these models, the rate of explaining the return
response variable of within 5 explanatory variables is around 64-74%. As a result; it can be said
that stocks, such as the Chande Momentum Oscillator (CMO), Swing Index, Momentum (MOM),
Price Earnings Ratio (PER) and Stochastic Fast, affect of the return in the stock exchange as
opposed to the popular indicators.

Keywords: Panel Data, Mixed-Effect Model, Panel Cointegration, Autocorrelation, Stata
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OZET

PANEL VERI MODELLERININ INCELENMESI
VE BiST30 UZERINE BiR UYGULAMA

EDA SELIN ILIKKAN

Yiiksek Lisans, Istatistik Boliimii
Tez Danismani: Prof. Dr. Hiiseyin TATLIDIL
Haziran 2019, 77 sayfa

Panel verileri, zaman serileri ve kesit serilerinin kesisimidir. Panel verileri, birimler arasindaki
degisimi veya her bir birimin zamanindaki degisimi tanimlar, bu degiskenlikleri baska
degiskenler tarafindan agiklar ve her bir birimi ilgili degiskenler agisindan tahmin eder. Bu
calismanin amaci, panel veri tipine sahip olundugunda kullanilabilecek modeller hakkinda bilgi
vermek ve bunu 6zgiin bir uygulama iizerinde gostermektir. Yaygin olarak bilinen dort panel veri
modeli vardir. Bu modeller, havuzlanmis regresyon modeli, sabit etkiler ve rastgele etki
modelleri ve karisik etki modelleridir. Havuzlanmis regresyon panel veri modelleri, sabit etkiler,
rasgele etkiler ve karisik etki modeli arasinda tercih yapmak i¢in gesitli testler gelistirilmistir. Bu
calismada, IMKB 30'un (istanbul Menkul Kiymetler Borsasi-30) 2015-2019 déneminde
durumunu borsa paylarindaki getirilerden ve bu getirileri etkileyen degiskenlerden olusan bir
panel regresyon modeli olusturarak aragtirmak amaglanmistir. Calisma sonucunda, 37 degiskenli
model, Matrix veri programindaki (finansal sektorle ilgili veri platformudur) yillik 115 finansal
gostergeden eksik olanlarla hesaplanamayanlarin hari¢ tutuldugu bir model olusturmustur. ilk
olarak, 37 bagimsiz degiskenden adimsal regresyon ile 5 bagimsiz degisken belirlenmistir. Bu
bes bagimsiz degisken ve getiri arasindaki iligki panel veri modelleri ile incelenmistir. En uygun
model ¢esitli testler ile karsilastirilarak se¢ilmis ve havuzlanmis regresyon modelinde karar
kilinmistir. Bu modellerin hepsinde, 5 agiklayict degiskenin hisselere ait getiriyi agiklama orani

il



% 64-74 civarindadir. Sonug olarak, borsadaki bilinen gostergeler disinda sik kullanilmayan
gostergelerden, Swing Endeksi, MOM (Momentum), CMO (Chande’nin Momentum Osilatorii),
PER(Fiyat Kazang Orani) ve Stokastik gibi gostergelerin getiriyi etkiledigi goriilmiistiir.

Anahtar Kelimeler: Panel Veri, Karisik Etki Modeli, Panel Esbiitiinlesme, Otokorelasyon, Stata
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1. INTRODUCTION

In the age of technology, everything happening in our lives forms a data set. The data or data set is a
net information as numerical values and numbers with universal meanings. In this regard, statistical
analysis has become a prominent way in transforming the data into information and making a
prediction out of obtained information. The behaviour of data is a mathematical idealization

constructed in a statistical model.

Data research is the first pace in data analysis. Besides, it usually contains summarizing the basic
features of a data set. [1]. Paces in the data analysis process are collecting data, summarizing and
displaying data, analyzing data and interpreting results. Data research provides clues about the
suitable model. The important point here is that the data should be compatible with the model to
obtain reliable results. Data research also informs researcher about uncommon observations or issues
[2]. In short, using the appropriate analysis method based on the data type gives us more reliable

results.

In many science areas, you can confront data types, such as cross-section data, time series, or panel
data. Cross-sectional data are formed from observations that intensify at one point. Cross-sectional
data analysis compares the differences among the subjects. The variables obtained with the data
formed according to chronological order are called time series. The most general meaning of time
series is a subject measurements at successive equally spaced points in time. In other words, it can be
said that unlike cross-sectional data, with time series data subjects are observed over time. In contrast

to time series data, many topics have been observed with cross-sectional data.

Panel data is the intersection of time series and cross-section series. Values for any given are the
section size of the panel; the values that units receive over the years represent the time dimension.
With the use of panel data, the bias caused by unobserved individual differences is reduced to the
lowest level. The panel data defines change between units or the change in time of each unit, explains
these variabilities by some other variables and estimates each unit in terms of the relevant variables.
In other words, the panel data is also known as longitudinal data in literature. As Cheng Hsiao
mentions in his book, panel data set is one that follows a given sample of individuals over time, and

thus provides multiple observations on each individual in the sample. Panel data have become widely



available in both the developed and developing countries [3]. The appeal of panel data models is
provided by well-organized panel data. Because these models provide ways of coping with
heterogeneity. In addition, these models also analyze fixed and random effect models at the
longitudinal dataset. Furthermore, in recent years panel data analyses have closely associated with

multivariate and regression analyses especially in econometrics dataset and modeling.

The main aims of this thesis summarizes commonly used data search techniques related to the panel
data analysis and compares panel data models. Firstly, it will be mentioned about panel data
historical development in chapter 2. The panel data models which assumptions are necessary will be
mentioned in chapter 3. Also, necessary tests will be given for model selection. In the fourth chapter,
the application will be done. And the effects of the companies traded on the stock exchange Istanbul
on the basis of financial indicators will be examined. Information on these financial indicators and
analysis results will be given. In addition, it will be given the output of the analysis. Finally, in the

fifth chapter, the results will be mentioned.



2. LITERATURE REVIEW
2.1. Historical Panel Data

Panel data is not long as time series and time is not taken into account in the cross-section data. It can
be said that depending on the status of the data, the panel data has emerged due to necessity. Panel
data can also be a requirement. Therefore, panel data type and related methods play a substantial
share within the literature. Pooled cross-sectional time series and longitudinal data are reported as
panel data in the literature. Pooled cross-sectional data is mostly used in social sciences and

longitudinal data is used in natural sciences [2].

As Edward W. Frees mentioned in his book in 2004, panel work was used in a marketing study in
which Lazarsfeld and Fiske investigated the effects of radio advertising on goods sells in 1938 [2].
The longitudinal data and method on child developments and psychology were used by Baltes and
Nesselroade in 1979 [4]. They identified longitudinal survey as compose of “a variety of methods
connected by the idea that the entity under investigation is observed repeatedly as it exists and
evolves over time.” Moreover, they traced the need for longitudinal research to at least as early as the
nineteenth century. Dielman adopted the approach in which the cross-sectional data were combined
[5]. He used time series methods to estimate the regression parameter in this approach. It is in 1989
that the predictions, which are known precisely, are discussed in more detail and given examples.
Early applications in the economics of the basic fixed effects model include Kuh in 1959 [6], Johnson
in 1960 [7], Mundlak in 1961 [8] and Hoch in 1962 [9], Balestra and Nerlove in 1966 [10] and
Wallace and Hussain in 1969 [11] introduced the (random effects) error components model, the
model with a; as random variables. Wishart in 1938 [12], Rao in 1959 [13] and 1965 [14], Potthoff
and Roy in 1964 [15] were among the first contributions in the biometrics literature to use
multivariate analysis for analyzing growth curves. Specifically, they considered the problem of fitting
polynomial growth curves of serial measurements from a group of subjects. The growth curves
approach to analyzing longitudinal data was extended by Grizzle and Allen in 1969 [16], who
introduced covariates, or explanatory variables, into the analysis. Laird and Ware in 1982 [17] made
the other important transition from multivariate analysis to regression modelling. They introduced the
two-stage model that allows for both fixed and random effects [2]. In studies where more than two
dimensions are available, researchers have conducted studies on how to set up models with 3 or more

than 3 dimensions. The work of Matyas in 1997 [18] is one of the best examples of this situation.



Matyas has started to work on multi-dimensional panel data models. Later, more intensive studies
were started on panel data analysis. As can be seen in the next section, panel data analysis has a long

history.

National panel data sets are created with the developments in panel data analysis. There are several
well-known examples of panel data sets are; The Panel Study of Income Dynamics (PSID), Survey
of Income and Program Participation (SIPP), The German Socio-Economic Panel (GESOEP),
National Longitudinal Survey of Youth (NLSY), The Netherlands Socio-Economic Panel (SEP), The
Luxembourg’s Social Economic Panel (PSELL), The British Household Panel Survey (BHPS), The
Swiss Household Panel (SHP), The Russian Longitudinal Monitoring Survey (RLMS) [19].

2.2. Recent Studies

Frihwirth S. and Schnatter S. in their work “Panel Data Analysis: A Survey On Model-Based
Clustering of Time Series” in 2011, in the panel data series, there are extended clusters of time series.
Recent reports have proposed approaches to model-based clustering of panel data based on finite
mixture models. Also, Bayesian estimation using the Markov Chain Monte Carlo method is
explained within the study. In addition, various criteria have also been reviewed to choose the
number of clusters. An application to a panel of marijuana used among teenagers serves as an

illustration [20].

In the study of Lee L. and Yu J. “Estimation of Fixed Effects Panel Regression Models with
Separable and Nonseparable Space-Time Filter” in 2014, the semi-maximum likelihood prediction is
taken into account when there are dynamic and spatial correlations in which the failures can be
spatially stable or unstable. Likewise, semi-maximum likelihood estimation is also considered within
the linear panel data model with individual fixed influences. Throughout their article, they have
considered the effect of the first observations and therefore have concluded a definite probability

function for prediction [21].

In the study of Balazsi L., Matyas L., and Wansbeek T., “The Estimation of Multidimensional Fixed
Effects Panel Data Models” in 2015, they mentioned about three-dimensional fixed effects panel data

model. Then, these models are also generalized for multidimensional panel datasets [22].

4



Multidimensional fixed effects model is a model developed in case of having more than two units
and a time dimension by exited of two-dimensional fixed effect panel data model. It is estimated just

like the estimation of the two-dimensional fixed-effect panel data models.

In the study of Born B. and Breitung J. “Testing for Serial Correlation in Fixed-Effects Panel Data
Models” in 2016, they recommend a range of tests for serial correlation in fixed-effect models in time
series smaller than long-time units. They found that Lagrange Multiplier statistics had outstanding
features by examining the local power of the tests. Additionally, a generalization is suggested to test
the autocorrelations to a certain lag sequence. And against heteroscedasticity, they recommended a

robust test statistic that connected to time [23].

In the study of Zhao S., Liu R., and Shang Z. "Statistical Inference on Panel Data Models: A Kernel
Ridge Regression Method" in 2017, on account of data with an interactive fixed-effect model, they
mentioned about the methods of statistical implication within the framework of the ridge regression
model. Compared to conventional selection methods, their methods are automatic in that they do not

need the selection of basic functions and truncation parameters [24].

Frees E.'s book published in 2004, “Longitudinal and Panel Data: Analysis and Applications for the
Social Sciences”, one of the aims of this book is to acquaint the methodology enhanced in statistical
and biological sciences, especially in social sciences [2]. This book describes the topic including

regression and linear model theories using relatively complex quantitative tools.

Greene W.’s book “Econometric Analysis” published in 2010, in chapter eleven he mentioned about
models for panel data [25]. Fixed and random effect models have also been handled in the

applications of discrete and restricted response variable models in the field of micro-econometrics.

In 2015, Tuna and Karaca's work titled “The Estimation of The Increase of Capital of Industry
Companies Registered In Borsa Istanbul ( ISE(Istanbul Stock Exchange)30 )” in the selected year
intervals related to the firms traded at ISE30, significant 5 ratios affecting the capital increase of

firms using 14 explanatory variables were found by panel data analysis [26].



In 2011, in Karaca and Base¢1's work titled “The Ratios Affecting Stock Performance and Panel Data
Analysis In ISE30 Index During 2001-2009” using the panel data analysis for the period 2001-2009
in the ISE30 index, net profit margin, operating profit margin, turnover rate of assets and turnover

ratio of equity capital have been statistically significant [27].



3. PANEL DATA

The number of N units and the values of these units at time T create panel data when taken together.
In other words, values for any given are the section size of the panel; the values that units receive
over the years represent the time dimension. Panel data is a multidimensional data type since it
contains information of time series and cross-section data. Therefore, it has been preferred in all
fields for years. When panel data models are examined, many panel data algorithms such as linear,

dynamic, non-linear, qualitative, spatial, etc. are encountered.

Any factor that affects the research may be unknown, unobserved, or unobtainable. With the use of
panel data, the bias caused by unobserved individual differences is reduced to the lowest level. The

overall representation of the panel data equation is

Vit = it T B1 Xir, 1+ B2 Xigot+ ... + Br Xi p Uit (1)

In equation (1) 1 denotes households, individuals, firms, countries, etc. and t denotes time [28].
i=1,...,N; t=1,...,T and p=1,...,P is number of explanatory variables. yi:: response variable value of
observation i. at the moment t., ai: individual special effect that acts on the response variable and in
other words it is a constant term observation i., at the moment t., Bp: slope parameter of explanatory
variables. xi, p: The variable pth at the time tth of the ith observation value of the explanatory
variable. The error term, i, states the effect of the omitted variable that is special to each unit and
time zone. Additional variables, which are either unimportant or unobservable, contain the “error

term”.

The mean of the error term is zero and its variance is considered constant. They are shown in E(pi) =
0 and Var(pir) = 62 it . The slope coefficients shown as Bp are unknown response coefficients. These
may vary for different units and time periods. However, when estimating the model, various

assumptions are made about the constant term, slope coefficients and error term of the model.

a) Slope coefficients are constant and the intercept varies over individuals:

Yie=a] + B1 xi,1+ B2 xig2t ... + Bp xis p THic (2)
i=1,....N; t=1,...,T and p=1,...,P
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b) Slope coefficients are constant and the intercept varies over individuals and time:

Vit =y + Bri Xieat Bai Xig2 T ... T Pri Xi p it ?3)
i=1,...,N; t=1,....,T and p=1,...,P

c) All coefficients vary over individuals:

Yie=a; + Bui Xt Pai Xig2t ... + Pri Xi, p T it 4)
i=1,...,N; t=1,...,T and p=1,...,P

d) All coefficients vary over time and individuals:

Vit =y + Brit Xie1+ Pait Xig2t ... T Pric Xir, p 1Lt ®))
i=1,...,N; t=1,...,T and p=1,...,P

Panel data models can be created according to the exchangeable of the coefficients. That is, it can

classify models by assuming that the coefficients are random or constant [3].

In panel data analysis, there are three types of variable which are type explanatory variables, time-
invariant, time-varying and individual time-varying. The time-invariant variable means the value of
the variable that does not vary across time. These variables have the same effect on time. For
example, gender and race. The time-varying variable means the values of which also vary across
individuals. For example, prices, interest rates and so on. Cross-sectional variables at a given time are
the individual time-varying variables [3]. In other words, it means that it changes from unit to unit at
a given point in time. Firm profits, sales, and capital stock are given as examples for this type of

variable.
The assumptions, it makes about ai;, which changes not against time but against individuals, help to
determine what kind of panel model it should estimate. Also, the situation of N and T values are

taken into consideration when this classify is made. So, this situation can consist of following forms;

i. If T is large and N is small, then the fixed model is preferred.



ii.

iil.

iv.

vi.

vii.

viii.

ix.

If N is large and T is small, the fixed effect model is preferred if the cross-sectional units
do not come from a very large population, and the random effect model is preferred if it
comes.

The fixed effect model can be preferred since the estimators of the fixed effect model will
be unbiased if N is large T is small and there is a relation between air and explanatory
variables.

If N is large and T is small, then the estimates of the random-effect models are more
effective than those of the fixed-effect models if the assumptions of the random effect
model are valid.

Time-invariant variables which have not been measured can affect y. The fixed effects
method controls for time-invariant variables that have not been measured but that affect y.
If there is no knowledge about race in the data set, the influence of the race can be
controlled. However, in time-invariant variables which measured or unmeasured, the
effects of the variables can be controlled but not estimated. That is, it cannot predict the
variable that has changed over time for the model [29].

To be able to predict what is known as fixed effects, pic should be associated with the
time-varying explanatory variables [29].

If pit is not associated with the explanatory variables, (because time-invariant variables are
not neglected or neglected variables are not associated with variables in the model) in that
case a random-effects model can ensure impartial predicts of the 3. Also, according to the
fixed-effect model, random effect models will usually possess lower standard errors [29].
When working with a two-stage or cluster-based sample, a random effect model should be
used.

In case selecting issues based on exterior features put forwards in the stratified sample, the

fixed effects model should be used.

If individual effects are not available, it means no cross-sectional or time-specific effects. In the

circumstances, the pooled averaged model is preferred, because normal (ordinary) least squares

(OLS) will produce an influential and coherent parameter predicts. Furthermore, generally predicted

models are likely fixed-effects and random-effects models within panel data analysis. In more

complex data sets, a mixed effect model is preferred, such as a multilevel dataset.



3.1. The Pooled Regression Model

The linear regression model can be given as
yir= o+ B1xir,1+ P2 xi2t ... + PPxiP+ Uit (6)

In order to examine the relations between the variables, the relations between the response and the
explanatory variables are compendium by the regression function in (6) which is linear for a, B1 ,...,
Bp parameters. When performing the applications in which the explanatory variables are not random,

the only constraint of the equation (6) is to assume that the variables are taken linearly [2].

Assumption of the linear regression model;

1. E(yit)= o+ B1xis,1+ B2 xis2+ ... + Brxie+ pit where E(ui)=0
{ xit1, ... , Xit,P} are nonstochastic variables,
Var(yi)= 6* and Var(pi/) = 62,

{yit } and { i } are explanatory random variables,

nok WD

{ yit } is normally distributed [2].

In the panel data coverage, this is also referred to as the population averaged model, under the
assumption that any latent heterogeneity is averaged. In order to make the estimation process with the
least squares method, it is necessary to provide assumptions such as zero conditional mean of i,
homoscedasticity, independence between observations, and strict external of xj [30]. In some
sources, it is called the marginal version which emphasizes the supposition that observations are
related to subjects. Also, the pooled averaged model is a restricted model which represents a

behavioral equation with the identical parameters in the time and between individuals.

3.2. Fixed Effect Models

When conducting a study on the regression model, each variable cannot be measured or observed at
all times due to at least one neglected variables will always be. In order to establish more accurate
models and to make reliable analyzes, it is important to control the effect of these neglected variables
on the model to be used. Williams’s notes, if it is controlled for the influence of a variable, it must be
explicitly gauged [29]. If it is not measured, it can not be controlled. Some variables which cannot be

gauged or gauged inadequately will be in applications. Therefore, these models will probably suffer
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from variable bias that has been neglected to some degree. With panel data, it is possible to check
whether the properties which have not changed over time will be measured. Regardless of the effect
of these variables at some point over time, these values will have the same effect at a different point
in the same time due to the fact that the values of these variables do not change. It can be done by
fixed effects models. If the constant coefficient of the panel data model is considered as a constant,

then the model is known as the fixed effect model.

Before examining the fixed effects model, firstly, a cross-sectional model

Vir =0+ B1 Xiz,1+ B2 Xigot+ ... + Bp Xir p (7)

is considered. Since the explanatory variables associated with the response variable, it does not use
the knowledge in the repeated measurements on an issue. After, the first expression used in repeated

measurements of knowledge on an issue is

Vir =04 + B1 Xir,1+ B2 X2t ...+ BrXig p - (8)

The fixed effects model consist of equation (8) and assumptions which xi, p=1,...,P are
nonstochastic variables and yit are explanatory random variables. Equation (7), { ai }, which are the

intercept terms in equation (8), is permitted to change by subject, as

Yie = 0 + B1 Xieat P2 Xie2t ...+ Pr Xi p T Uit 9)

The error term pir contains in knowledge about a; in cross-sectional regression models. The most
substantial advantage of longitudinal data models over cross-sectional regression model is the

property to allocate the effect of { o; } from error terms { pit } [2].

In equation (9), unlike the basic panel data model, { ai } are constant. In the same way, i=1,..., N;
t=1,...,T and p=1,...,P is number of explanatory variables. yi: response variable value of observation
1 at the moment t, a; is an individual special parameter reflecting the influence of unobserved group

characteristics observation i., Bp: slope parameter of explanatory variables, Xi.p: explanatory variable
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value of observation i at the moment t and for pth variable and pi; are explanatory error terms as pic ~

N(0,0 ).

Assumption of the fixed effects model;
1. E(yit) = oi + B1xir,1+ B2 xis2+ ... + Br xir.p+ it where E(pi)=0
2. {<Xil, ..., XitP} are nonstochastic variables.
3. Var(yit) = 6 and Var(pir) = 07
4. {yi } and { pit } are explanatory random variables.
5

{ yit } 1s normally distributed.

{ yit } is the explanatory variable. In addition, serial and simultaneous correlations are not found in
the model of basic fixed effects. In this way, it is assumed that there is no specific relationship

between subjects and time periods. If the roles of i and t change, it can be considered as follows:
yit = A+ i i1t B2 Xiot .+ Br X p (10)

In (10), there is a parameter called A: in time-specific variables that are not dependent on issues. In
most longitudinal data applications, the number of subjects, N, exceeds the T, which is essentially the
maximum number of time periods. Furthermore, the heterogeneity between subjects often states the
rate of variabilities more than heterogeneity between time periods. Thus, it can be started with the

“basic” function as
E(yit) = oii + B Xie,+ P2 X2t ... + BpXi p . (11)

Obvious parameterization of the subject-specific heterogeneity is authorized by (11). The equations
of (10) and (11) are based on the assumption of classical one-way analysis of covariance model.
Therefore, the model of the basic fixed effects may also be called the one-way fixed effects model.
When binary (dummy) variables are used for time dimension, time-specific parameters can be

included in population parameters. Thus, it is simple to consider the function [2]

E(yit) = o + At + i1 Xie1+ B2 Xir2t ... + Bp X, p . (12)
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Equation (12), named the two-way constant effects model, has the assumptions that {Xi1,.., Xi,p} are

non-hypothetical variables, and {yit} is an explanatory random variable.

The fixed effect model should be preferred if it is thought that some explanatory variables that cannot

be included in the model should be included in (12).

3.3. Random Effect Models
Modelling individual fixed terms as randomly distributed across cross-sectional units may be
appropriate if individual effects are not fully associated with the variables in the model [30]. In other
words, the random effects models are preferred when the terms included in the panel data model are
not constant over time and the terms that are considered to describe the characteristics of the

observations are not constant. The formulation of the model is

yit = i + B1 Xig 1+ P2 Xito+ ... + Pp Xit,p T Uit (13)

where i=1,..., N; t=1,...,T and p=I,...,P is number of explanatory variables. yi: response variable
value of observation i at the moment t, a; is a random variable representing the effect of units special
characteristics observation 1, PBp: It is a slope parameter of explanatory variables, Xitp: explanatory
variable value of observation i at the moment t and for pth variable and pi; are explanatory error

terms.

Assumptions of the random effects model,

1. E(yit|ai)=ai+ B X1+ B2 Xit2t ... + B Xit,p -

2. {Xil, ..., Xitp } are nonstochastic variables.

3. Var (yit | 0.i) = 6%

4. {yi } are explanatory random variables, conditional on { au, ..., on }.
5. {yi } are normally distributed, conditional on {ai, ..., on}.

6. E(oi) =0, Var(ai) =02 and { a, ..., an } are mutually explanatory.

7. { ai} is normally distributed.
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Assumptions 1, 3 and 5 show the similarity to the assumptions of the fixed effects model. Being in
random subject-specific terms { a1, ..., on } is the essential difference here. The sampling basis of
the special terms is summarized by the 6th and 7th assumptions. Taken together, these assumptions

constitute the model of error components [2].

These assumptions do not provide an “observables” representation of the model due to they are based
on unobservable quantities, { ai, ..., an }. To summarize the effects of Assumptions 1-7 on the
observable variables, { Xic1, ... , Xitp, Vit}; some differences are as follows: Var(yi) = 6>+ 6% and Cov

(yir, yis) = 0%, forr #s, { yit } are explanatory normally distributed random vectors.

This formulation of the model (13) is similar as the error demonstration of the basic fixed effects
model. In addition to this, it is presumed that the o; is a random variable, not a constant, unknown
parameter. The term o; is known as a random effect [2]. In addition, xj is a vector of covariates or
explicatory variables. And B is a fixed vector in population parameters in the random effect model

that is not yet known. It is inevitable to add a constant into the xi; vector due to E(a;) = 0.

The effect of known variables which may affect the response is measured by linear combinations of
xi{' p form. Additional variables that are insignificant or unobservable include the “error term.” [2].
For this reason, o; and pj are two error terms, one at the level of integrity and the other at the singular
level. The error terms assign their distributions to them as usual specifically most particularly it is

assumed that identically and independently distributed with mean zero and variance a& [31]. Besides

0i is assumed to be the identically and independently distributed by mean zero and variance .

Moreover, the o; is explanatory of the error random variable, pi.. In addition, this model is known in

the literature as the error component model.

According to Rodriguez [31], if the model rewrites by joining the two error terms in one:

yit = B1 Xig 1+ P2 Xit2t ... + Pp Xi, p T it (14)

where &i = 1it + 0i. The equation (14) is similar to the known traditional regression model, however,

the difference is that errors are not independent. Rather, they are independent across groups but not

14



within a subgroup because the &ii’s for members of group i share ai [31]. Another word, to define the
model parameters, it assumes that these error terms are independent. In addition, o; reflects the time-
invariable part and i reflects the remaining part. According to Frees’s book [2], the models of error
components are also referred in the literature as a random intercept models. These identifiers are used

since the q; intersection is a random variable.

The correlation between any two observations can be written in the same group

p=Cor(Yi;,Yiy) = 5 (15)

Y
0%+0}

as a result that follows directly from the usual definition of correlation; the covariance between Yj;
and Yijj is ¥, and the variance of either is 6 + a&. These coefficients are generally named intra-class
correlation coefficients. The variance of the observations consists of two constituent. These models
are named variance constituent models in the literature. The y, states to the alteration between
groups, while the aﬁ states to the alteration in groups. Supposing that the OLS prediction was used
in the equation model (13), coherence predictions for the regression coefficient  would be attained.
Predictions cannot give accurate results as they do not account for covariance. Unless straightened

for grouping, the values of standard errors will be prejudiced [31].

The coefficient related to the time-invariant variable is estimated within the random effects model.
Therefore, if a time-invariant variable like race in studies which are spread over time, the random

effect model should be preferred.

3.4. Mixed Effect Models
It consists of two methodologies at panel data commonly used in the experimental literature. These
are random and fixed effect models in the panel data. Mixed effect models are the extended state of
the known fixed effect model. At the same time, it also contains both the fixed and random effect
models. In other words, it can be said that equation (13) contains random and fixed effects. The error
components models are a particular case of the mixed linear models. When considered there is a

linear relation among explanatory with the response variable, the equation of mixed effect model is
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Yit = random effect + fixed effect + error term

Y =Za+XB+p. (16)

In this general formulation of the mixed effect model (16), the Z expresses random effects parameter
estimates, o expresses random effect, X expresses fixed effects and B expresses fixed effects

parameter estimates.

There are two different types of Mixed Effect Models that are Linear mixed effects model and Mixed

linear models.

3.4.1. Linear mixed effects model

The conditional regression function is

E (yit | i) = zit' o + Xit' B. (17)

In this form, the model consists of two portions which are random effect portion and fixed effect
portion. The random effect portion is the term zi" o and the fixed effect portion is the term xi'3. The

short-hand notation (17) is a short version of (18) as

E (yit | i) = i1 zin + ...+ dig Ziew + P 1 Xiert ... + Bp Xiep. (18)

The fixed effects model have no serial correlation and no heteroscedasticity, but assume that the
model of the mixed effects has serial correlation and heteroscedasticity. It maintains the

presupposition which the responses among experimental objects are independents.

Assume that the {o;} is independent with mean E(0;) = 0 and Var(o;) = D, D is a variance-covariance
matrix and also it is a q X q positive definite matrix. In the case of random effect models, the average
must be expected to be zero. However, if the mean is not zero, fixed effect models could be
mentioned. Generally, a subset of the columns of X; is the columns of Z;. Taken together, these

assumptions comprise what term in the linear mixed effects model [2].
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Assumptions of the linear mixed effects model,
1. E (vi | oi) = Zi 0i + X; B.
. AXit1, ... , Xitp} and {zi1, ..., Zi,Q} are nonstochastic variables.

. Var (yi | ai) =R;.

. { yi } are normally distributed, conditional on { ai, ..., o }.

2
3
4. {yi } are explanatory random vectors, conditional on {ai, ..., 0n}.
5
6. E(0i)=0, Var(ai) =D and { au, ..., o, } are mutually independent.
7

. { ai} is normally distributed.
When Assumptions 3 and 6 are examined, the variance of each unit is

Var(y)) =ZiD Zi' + R;
= Vi(7)
= V.. (19)

The Vi(t) expresses the variance-covariance matrix of {yi}. The Vi(t) is subject to variance

components T .

It can be analyzed synchronically for both the effect of units special term {a;i} and parameters related

to the time-invariant variable in the linear mixed effect models.

3.4.2. Mixed linear models

Mixed linear models are also recognized as a generalized linear mixed-effect model. At the same
time, the mixed linear effects model can be said to be a private kind of the linear mixed model. {yi} is
expressed as an explanatory random vector in a panel dataset. This assumes independence among
subjects. However, these suppositions are not acceptable for all models of repetitive observation. The

clasic mixed model equation is

y=Za+Xp+p, (16)
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where y is a N x 1 vector of responses, p is a N x 1 vector of errors, Z and X are N X Q and N x P
matrices of explanatory variables, respectively, and o and f are Q x 1 and P x 1 vectors of parameters
[31]. E(y | o) =Z a + X B and E(a) = 0, so that E(y) = X B. For the covariance structure, Var(y | a) =
R, Var(a) =D and Cov (a., p') = 0. This yields Var(y)=ZD Z'+ R =V.

Linear mixed effect models require independence, while mixed linear models do not require
independence. The model is sufficiently flexible. It is useful for complex structures such as

hierarchical data sets.

Briefly, mixed linear models are the generalized form of a linear mixed-effect model. In addition,
mixed linear models also contain other models used in longitudinal data analysis. Most estimates can
be made directly by the mixed linear models. One of the main advantages of linear mixed effect

models is the provision of more predictive platforms for longitudinal data [2].

The relation between the response variable and the explanatory variables is explained by the
coefficients of one or more group variable in linear mixed effect models. The mixed-effect models
comprise of two sections. These are fixed and random effect models. The fixed-effect models are
often a section of traditional linear regression. However, the random-effect models are related to
individualistic empirical units that are randomly drawn from a population. Although there are priority

distributions on the random effect models, this is not the case with the fixed effect models.

The Generalized Linear Mixed Models as linear predictor include usual fixed effects and random
effects. However, it is estimated as a one-stage regression model rather than the Expectation

Maximization Model.
In addition to this, it can be said that the constant effect, random effect and mixed effect model show

the unrestricted model which has the same behavioural equation but has different parameters

according to time or individuals.
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3.5. Panel Vector Autoregressive Model

The vector autoregressive models, which named VAR in shortly, is a multivariate simultaneous
equation system where each variable in the system is regressed on a finite number of lags of all
variables jointly considered. An advantageous feature of this method is that it treats all variables in
its system as endogenous variables. Thus, it is suitable to adopt this model for observing relationships
where one is not sure whether variables are exogenous. Feedback effects between variables are
observable since coefficients are obtained for each lagged variable in the system regressed on each
variable. Additionally, a VAR allows one to trace of the effect of a shock to variable on another by
examination of the impulse response functions. By merging traditional fixed effect regressions with
the time series VAR, this method allows the benefits of the VAR described above to be applied to
multiple cross-sections. Additionally, a panel VAR eliminates the unit-specific effects which can
generate the endogeneity problem of lagged values of the response variable and result in omitted

variable bias [32].

3.6. Assumption of Panel Data
As it has been previously mentioned, the panel data analysis is the intersection of the time series and
the cross-sectional data. In statistical analysis, the appropriate model should provide certain
assumptions. These assumptions are that in a regression model, there are no problems of normality,
heteroscedasticity and autocorrelations. The time series should be at the stationary structure in order
to make time series analysis. When cross-sectional data analysis is performed, there should be no
cross-sectional dependence problem. Thus, in the panel data analysis, it is expected that these

assumptions of the appropriate panel data model will be provided. These assumptions are as follows:

3.6.1. Heteroskedasticity Tests
The variation of the error terms in the fixed-acting model from unit to unit reveals the changing
variance problem. Wald test statistic is used to test whether this problem exists. In the case of a
random effect model, the heteroskedasticity reveals when the variability of variances of one or both
of the error terms is demonstrated. In a random-effect model, Levene-Brown and Forsythe tests are

used to test this problem.

The hypothesis for this test is
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Ho: There is no heteroskedasticity
As in (Ho = gi* = 0 ?), against,

Hi: There is a heteroskedasticity

The modified Wald test statistic is distributed as a x> with the N degree of freedom. The modified
Wald test stastistics,

(67-0)?

W=3i N (20)
where vii = i + [, (21)
Vi =(T—i)zf=1 V2 — 22 (22)

T' 2
52 = Ze=alVie

i - (23)
In Equation (23), 81-2 is the estimator of error variance at ith cross-sectional unit.

The Levene test statistics 1S

_ Yini(Zi-2)*/(p-1)
Wo YiXj(Zij-2)%/ 2i(ni-1)’ (24)

where Z;;= |Xi ;= X, l| . In (24), Xj; is observed at jth with and ith units; n; is number of observations
and pi is number of units at i=1,...,P. Wy is compared with Snedecor F table with (p-1) and ).;(n; —
1) degrees of freedom. And the p-value is small enough ( <0,05 level) to reject the null hypothesis.

So, it means there is heteroskedasticity.

20



3.6.2. Autocorelation Test
Autocorrelation is the relationship between the successive values of the error term. In the randomized
model, the autocorrelation test is calculated by the Lagrange Multiplier (LM) test, while the Baltagi

Wu LBI test 1s used for the autocorrelation test in both the fixed and random models.

The hypothesis for this test is
Ho: There is no autocorrelation
As in (Ho =p = 0), against,

Hi: There is an autocorrelation

The Lagrangre Multiplier test stastistics is
_TyYN-1yN A
A= TR Dj=i+1 Pizja (25)
where ﬁizj is ith and jth correlation coefficient between units errors. Here, p;; can be calculated as

T -~ =
Zt:l”it”jt

T 52 T 5242 °

(Zt=1vit)2(2t=1vjt)2

Pij = Pji = (26)
The LM test statistics is distributed as a x> with N(N-1)/2 degree of freedom and the p-value is small

enough (<0,05 level) to reject the null hypothesis. So, it means there is autocorrelation.

3.6.3. The Cross-Sectional Dependence Test

The cross-sectional dependency can result from common shocks and the existence of unobserved
ingredients [33]. When examining the appropriate model, it should be investigated whether there is a
cross-sectional dependency. In accordance with Baltagi, long-term time series is a problem in macro
panels in cross-sectional dependency tests. However, this does not pose a problem in micro panels
consisting of several years and many values [34]. The existence of the cross-sectional dependence of
the series is made by the Berusch-Pagan LM test or Pesaran CD test. The Berusch-Pagan LM test is
used when the time dimensions are bigger than the cross-sectional dimensions, whereas the Pesaran

CD test is used when the time dimensions are smaller than the cross-sectional dimensions.
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The hypothesis for this test is

Ho: There is no cross-sectional dependence
against,

Hi: There is a cross-sectional dependence.

The Pesaran test statistics is

2 _ ~
CD= 7o (Zit X Tijhis » 27)

where ﬁlzj is ith and jth correlation coefficient between units errors. The Pesaran test statistics is

distributed as a y*> with N(N-1)/2 degree of freedom.
The Friedman test statistics is
FR = [(T-1)(N-1)Ravg +1)], (28)

where Rave is average coefficient of Spearman correlation. It is calculated as

2
N(N-1)

Rave= X X fis (29)

where ;; is coefficient of Spearman rank correlation and its calculated as

== Yl (pie—(T+0,5))(p )~ (T+0,5))
v Yt=1(pit—(T+0,5))?

(30)

The Friedman test statistic is asymptotically distributed as a x> with (T-1) degree of freedom.
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Table 1: Cross-Sectional Dependence Tests

Model Test Test Statistics The Distribution
Fixed Effect Lagrange Multiplier A= TEN YN i1 BY
CD = N 1: 1

Pesaran CDpm (V-1) )

Random Effect _ ~ X
(Z?’:f Zﬁ-V:m VTijPij
or Fixed Effect )
Friedman R FR = [(T-1)(N-1)Rave +1)]
Frees Q FRE=N(RZ,; — (T—-1D™

Here, the p-value is small enough (<0,05 level) to reject the null hypothesis. So, it means there is a

cross-sectional dependence. The summary of cross-sectional dependence tests is given in Table 1.

3.6.4. Unit Root Tests

The dimension of the panel data as well as possess the dimension of the time, in order to determine
the process that creates the data, the stationarity of the series should be required to investigate. For
this purpose, unit root tests are used. Generally, unit root tests determine is time series are stationary
and is contain a unit root. Unit root tests can also be used to determine if trending data should be first
differenced or regressed on deterministic functions of time to render the data stationary. There is a
large number of tests in the panel data analysis that checks whether there is a unit root. These

methods, for example, are collected under a single command in the stata program.

In the panel unit root test field, two generations of tests have been developed. The first type consists
of Levin, Lin and Chu test, Im, Pesaran and Shin test, Maddala and Wu test, Choi test and Hadri test.
The supposition in these tests is to provide cross-sectional independence between units, whereas the
second type of tests refuse the cross-sectional independence hypotheses. This second type of tests
consist of two basic approaches. The covariance constraints approaches were accepted by Chang
[35], in particular. Another approachment is the factor structure approachment including
contributions by Bai and Ng, Phillips and Sul, Moon and Perron, Choi and Pesaran among others

[35].

Two generations of panel unit root tests have been developed as shown in Table 2.
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Table 2: Panel Unit Root Tests

Levin and Lin (1992,1993)

Nonstationarity ~ Levin, Lin and Chu (2002)
First Generation Tests Im, Pesaran and shin (1997,2003)
Maddala and Wu (1999) and Choi (1999,2001)
Stationarity Choi’s (2001)
Tests Hadri (2000)
Pesaran (2003)
Choi (2002)
Factor Structure  Moon and Perron (2003)
Second Generation 11;1;111;1; Sda;(; ?; (1) (5421)0 03)
v QCmd (50
Approaches

Breitung and Das (2003)

Therefore, one of the most widely used tests, Choi panel unit root test will be used.

The hypothesis for this test is

Ho: There is unit root
against,

Hi: There is no unit root.

The Choi Test statistics 1S

P=-23Y In(p;),

where, p; = F (Citi )(p; = 1 = F (Citi )) is the asymptotic p value defined in (31). Here, the Cir; is
the unit root statistics calculated for each i group obtained from the model created for the panel unit
root test, and F (*) is the distribution function created for Citi. The Choi test statistic is asymptotically

distributed as a y*> with 2N degree of freedom [37]. Here, the p-value is small enough (<0.05 level),

then the null hypothesis is rejected.
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Before choosing a model, since the mixed effect model includes both the fixed effect and the random
effect models, assumptions within these two models will also be assumed to be provided in a mixed

effect model.

3.6.5. Panel Cointegration Test
The cointegration test is a technique developed to examine the correlation between two non-
stationary time series. Since panel data analysis has a time dimension, panel cointegration tests are
used for scrutinizing the long-term correlate between panel series. The Kao panel cointegration test
was developed using Dickey Fuller (DF) and Augmented Dickey Fuller (ADF) test structures in
1999. The McCoskey and Kao panel cointegration test was developed using LM test statistics in
1998. The Pedroni panel cointegration test (2000,2004) can be categorized into two groups. To be
cointegrated in the time series, the first group uses the average test statistics among the sections. In
the second group, the averages are divided into parts according to the first group and the bounding

distributions are based on the boundaries of the divided numerator and denominator terms [38].

The hypothesis for this test is
Ho: There is no cointegration in panel series
against,

Hi: There is a cointegration in panel series.

In Table 3, panel cointegration tests are grouped according to the methods they are used and the types

of tests on which they are based.

Table 3: Panel Cointegration Tests

Method Panel Cointegration Test Test Type

. Kao (1999) DF and ADF Test
Residual Based McCoskey and Kao(1998) LM Test
Other Methods Pedroni Test (2000,2004)

Likelihood-Based = Larsson, Lyhagen and Lothgren (2001)
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3.7. Tests for Model Selection

The general aim of panel data analysis is to detect unnoticed heterogeneity. And it is also to evaluate
and estimate it. The methods improved to this aim are based on certain supposition. These are based
on the error term, regression, and regression model coefficients [39]. For this purpose, there are
several factors for the prefer between panel data model types which consist of fixed, random and
mixed effect model. When combining fixed vs. random effects, group vs. time effects, and one-way
vs. two-way effects, six possible panel data models are included as shown in Table 4. The one-way
model is usually handled basically by virtue of their parsimony. Furthermore, the fixed effects model
is apprehensible generally than the random effects model to predict and comment on the model [40].

In this section, the tests used to select between panel data models will be discussed.

Table 4: Classification of Panel Data Analysis

Type Fixed Effect Random Effect
One Wa Group One-way fixed group effect ~ One-way random group effect
Y Time One-way fixed time effect One-way random time effect

Two-way fixed time and random group effect

Two-Way Pixed Two-way fixed group and random time effect

3.7.1. Breusch and Pagan Test

The Lagrange Multiplier (LM) test was developed by Breusch-Pagan in 1980 to test whether the
random two-way error component model was suitable. This test based on the ordinary least square
residuals to determine whether random effect exist [40]. The basic task is to estimate the unobserved
heterogeneity. The distribution of o; is parameterized in the random effect model. According to the
study of Hiibler, parameterization of a; makes the random effect model completely parametric [40].

BALESTRA and NERLOVE untied the parametric problem first [10].

The hypothesis for this test is

Ho: Pooled regression model
Asin (Ho : 62 , = 6%, =0. ) against,

Hi: Random effect model
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LM is asymptotically distributed as a > with P degree of freedom [38]. Here, the p-value is small
enough (<0,05 level) to reject the null hypothesis. So, there is a significant random effect model

preferred than the Pooled regression model. Breusch and Pagan Lagrange multiplier test statistics is

_ NT  SR.CLiwie)?
LM 2(T-1) [ DIMEDUYTES 1. (32)

where p; is an error term in models of pooled regression and random effect model, N is unit size and

T represents time size.

3.7.2. Hausman Test
Hausman developed the Hausman test in 1978 to compare the estimates of the fixed and the random
effect model. The null hypothesis is that the preferred model is random effects; the alternative
hypothesis is that the model is fixed effects. The fixed effects model and the random effects model

respectively have the same general panel data model form [41]:

yit = di + B1 Xig, 11+ P2 Xigot+ ... + Bp Xi,p T Uit (33)

as in Equations (9) and (13). The main difference between these two types of models is only in the
estimation methods and looking at the individual-specific component . The a represents the effect
of unobserved group characteristics in the fixed effect model. Also it represents the effect of units in

the random effect model. The hypothesis for this test is

Ho: Cov (ai,xit) =0
against,

Hi: Cov (ai,xit) # 0.

The Hausman test statistic is distributed as a %> with p which is the number size of parameter degree
of freedom. Here, the p-value is small enough ( <0,05 level) to reject the null hypothesis. Then, there

is a significant fixed effect model preferred than the random effect model. Hausman test statistics is
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H=(fre — Bre)' [Var (,[?FE) - Var(,éRE)]_l(,éFE — Bre) (34)

where PBgg is estimator of fixed effect model and Bgg is estimator of random effect model. Var (GFE)

is the covariance matrix from obtaining fixed effect model estimator and Var (GRE) is the covariance

matrix from obtaining random effect model estimator.

3.7.3. Wald Test

The Wald test, developed by Abraham Wald, computes a test statistic based on the unrestricted
regression [42]. It is used to decide between the pooled regression model and the fixed effect model.
One advantage of the Wald test is that a large sample chi-square statistic can still be obtained on the
basis of estimators that do not use the optimal weighing matrices. The Hausman test is obtained as a

Wald test based on a particular specification of the alternative hypothesis [43].

The hypothesis for this test is
Ho: Pooled regression model
against,

Hi: Fixed effect model

The Wald test is asymptotically distributed as a x> with P and NT degrees of freedom. Here, the p-
value is small enough (<0,05 level) to reject the null hypothesis. Then, there is a significant fixed

effect model preferred than the Pooled regression model. The wald test statistics is
W=(RS-r) (RVR) (R -r1), (35)
where V is matrix of variance; R is matrix of correlation and r is the correlation coefficient.

3.7.4. Chow Test
Gregory Chow developed the Chow test in 1960. Chow Test, which is one of the structural change
tests, is one of the most common applications of the F test [30]. One could test of these models by

performing an F-test the joint significance, i.e. Ho:pu = p2 = - - - = pn—1 = 0. This is a simple Chow
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test with the restricted residual sums of squares (RRSS) being that of ordinary least squares (OLS) on
the pooled regression model and the unrestricted residual sums of squares (URSS) being that of the
least squares dummy variables regression. N must be large in order to be able to perform the internal

conversion and use the sum of the remaining squares as URSS [38§].

The hypothesis for this test is

Ho: Pooled regression model
Asin. (Ho;pi =2 =+ - - = un-1 = 0. ) against,
Hi: Fixed effect model.

The chow test is asymptotically distributed as F with N-1 and N(T-1)-K degrees of freedom. The p-
value is small enough ( <0,05 level) to reject the null hypothesis. So, there is a significant fixed effect

models preferred than the Pooled regression models. The Chow test statistics is

(RRSS—URSS)/(N+T-2)
F= URSS s (36)

(N-1)(T-1)-K

where K is number of explanatory variables.

3.7.5. F Test

ANOVA F-test, which is important for fixed effects, was detected by Moulton and Randolph in 1989,

who performed well for the unidirectional error component model [38].

The hypothesis for this test is
Ho: Pooled regression model

As in (Ho;pi = p2 =+ - - = un-1 = 0. ) against,
Hi: Fixed effect model.

In order to test null Ho hypothesis, F distribution with (N-1) and NT-N-K degrees of freedom is used.
The F test is
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RRSS—URSS)/(N—
F= ( URSS)/( D s (37)

NT-N-K

where RRSS is the restricted residual sums of squares; URSS is the unrestricted residual sums of
squares and K is number of explanatory variables. The p-value is small enough (<0,05 level) to reject
the null hypothesis. Then, there is a significant fixed effect model preferred than the Pooled

regression model.

3.7.6. Likelihood Ratio Test
While calculating the likelihood ratio test statistics, the random effects model and the classical model
are estimated by the maximum likelihood method and the log-likelihood values obtained from both

are used. The one-sided likelihood ratio (LR) test is

l(res)
l(unres)’

LR =2 log (38)

where I(res) denotes the restricted maximum likelihood value (under the null hypothesis), while
l(unres) denotes the unrestricted maximum likelihood value. The LR tests require MLE estimators of
the one-way and the two-way models and are comparatively more expensive than their LM

counterparts. Hypothesis are

Ho: Pooled regression model
against,

Hi: Mixed effect model.

Under the null hypotheses considered, the LR test statistics have the same asymptotic distributions as
their LM counterparts [38]. The LR test statistic is distributed as a x> with q degress of freedom. The
q is number of restrictions. Under the null hypotheses the p-value is small enough (<0.05 level) to
reject the null hypothesis. Then, there is a significant mixed effect model preferred than the Pooled

regression model.
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Table 5: Summary of Model Selection Tests

Hypothesis Test
Ho: Pooled Regression Lagrange
Hi: Random Effect Multiplier
Ho: Pooled Regression
H): Fixed Effect Chow, F, Wald
Ho: Random Effect Hausman
H;i: Fixed Effect !
Ho: Pooled Regression o .
H,: Mixed Effoct Likelihood Ratio

Model selection tests are given in Table 5.
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4. APPLICATION

This section of the study provides information about the method and data of the study after focusing

on the scope and purpose of the study. The variables in the study are explained.

The aim of this study is to investigate the situation of the ISE30 in the period 2015-2019 by
establishing a panel data regression model consisting of the returns on the stock market shares and
the variables affecting these returns. The data used in the study were obtained from the Matriks data
program which is a platform about the financial sector. These data were also analyzed by Stata 14

package programs.

ISE, which was first named as the Istanbul Stock Exchange in 1985 and named as Borsa Istanbul
after 2013, provides safekeeping and swap services to domestic and foreign origin banks and
brokerage houses operating in capital markets. The ISE30 index is a platform created by measuring
the common performance of the stocks of the top 30 companies traded on the Borsa Istanbul with the
highest market capitalization. There are also other index types including ISES0 and ISE100. The

companies in ISE 30 are given in Appendix 1.

In a portfolio analysis, especially when buying and selling stocks, there are variables to be

considered. These are included in the literature as financial indicators.

4.1. The Finance Indicators

Financial indicators or indicators in short are mathematical calculations. These mathematical
calculations allow investors to estimate their future price by evaluating the past performance of the

investment tool that they are interested in.

There are 115 indicators in Matriks Data Program from financial indicators in the stock market
system in Turkey. Generally, the indicators mentioned below are frequently preferred by investors.
These can also be called popular indicators. Information about the indicators, which is known
commonly and also used by everyone who is not expert in the stock market as used herd psychology,

is listed in the following subsections:
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4.1.1. Commodity Channel Index (CCI)

The Commodity Channel Index, which is known as CCI in short, is actually developed by D.
Lambert for commodity markets and is also a suitable indicator for stock markets. In the most basic

sense, it is tried to find out how far the prices deviate from the statistical average.

The CCI compares the current price with the average price over a period of time. The indicator is
moved into positive or negative zone based on swinging above or beneath zero. While many of
values, approximately 75%, descend between -100 and +100, about 25% of the values fall outside

this range, pointing to a lot of feebleness or robustness in the price movement [44].

4.1.2. Moving Average (MA)

A Moving Average, that is MA, in brief, is a commonly used indicator in technical analysis that
assists smooth out price action by filtering out the “noise” from unsystematic price fluctuations. It is
a trend-following or lagging, an indicator as it is based upon preceding prices [45]. The Moving
Average studies define the milestones of general trends and reduce the impact of short term
fluctuations. The Moving Average can be split into four main types as simple, weighted, exponential,
triangular. It is used to identify upwards and downwards trends. Seek for price moves above or

beneath the Moving Average to point out when you may desire buy or sell.

4.1.3. Moving Average Convergence Divergence (MACD)

The Moving Average Convergence Divergence, which is know as MACD in brief, was enhanced by
Gerald Appel in the 1970s. This indicator is a trend-following momentum pointer which indicates the
relationship between two moving averages of a security’s price [46]. The MACD tries to give
information about the direction of the trend by evaluating the short-term exponential average

according to the position of the long-term exponential average.

A Positive MACD value is contemplated bullish and a negative value is contemplated bearish.
MACD is interpreted in the same way as MA. MACD is widely used in technical analysis due to its
positive results in trading. MACD, which is the difference between the two exponential moving

averages that are generally used on 26 and 12 days, tries to give information about the direction of
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the trend by evaluating the positions of the short term exponential average according to the long term.
When performing MACD calculation, this indicator changes to The Moving Average Convergence
Divergence with moving average if classic moving average is used instead of exponential moving
average. In short, it can be shown as MACD-MA. MACD-MA will also be taken over as an indicator

in its own right.

4.1.4. Momentum (MOM)

The Momentum indicator, which is known as MOM in short, makes a comparison between the
present price and the former price from a selected number of epoch ago [47]. The momentum
indicator is usually used in technical analysis because it shows the movement of the price change and
the amount and intensity in a given period of time. Momentum is an indication of how the prices
move and in what quantity and intensity in a certain amount of the time. The main goal of the
momentum is to find out where the current closure is as the period value relative to the previous
closing. Momentum vary depending on the year that interested in and the strategies that apply. The
Momentum generally yields more positive results in short term periods. Generally, the indicator is

used in collaboration with other signals.

4.1.5. Swing Index

The Swing Index is a technical indicator. It was developed by Welles Wilder to attempt to predict
future short-term price action. It gives a numerical value that is between +100 and -100. [48] When
the Swing Index is in the range of -100 to 0, an investor can expect short-term price movements to
rise. And when the Swing Index is in the range of 0 to +100, an investor can expect short-term price

movements to move downwards.

4.1.6. Ichimoku Kinko Hyo (ICH-KH)

The Ichimoku Kinko Hyo, which is known as Ichimoku or ICH-KH in brief, is a technical pointer
that is used to measure momentum along with following areas of support and resistance. The all-in-
one technical indicator is one of which comprises of five lines called the tenkan-sen, kijun-sen,

senkou span A, senkou span B and chickou span.
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The Ichimoku Kinko Hyo indicator was originally developed by a Japanese newspaper writer to
combine various technical strategies into a single indicator that could be easily implemented and
interpreted. In Japanese, "Ichimoku" translates to "one look" senses traders only have to take one

look at the chart to determine momentum, support, and resistance [49].

The Ichimoku Kinko Hyo indicator is used in long-term periods, including daily and weekly. This
indicator is used to measure many aspects of the market. The Ichimoku Kinko Hyo indicator shows

similarities with MA in terms of calculation.

4.1.7. Senkou Span B

One of the five main components used in the ICH-KH indicator is the Senkou Span B. The Senkou
Span B is generally regarded as the slowest moving component of the ICH-KH indicator because it is

created by using the greatest number of time periods in its calculation [50].

4.1.8. Senkou Span A

The Senkou Span A is a line used to measure momentum and provide for signals showing support
and resistance levels [51]. It works together with the Senkou Span B. It is also one of the five main

components used in the ICH-KH indicator as the Senkou Span B.

4.1.9. Kijun Sen

The Kijun Sen is the centre between the highest high and lowest low of a security over a defined
period of time and is used in the making of the ICH-KH indicator. It is one of the two moving

average lines displayed on the chart, and is a 26-period moving average [52].

4.1.10. Tenkan Sen

The Tenkan Sen gives a moving average of the highest and lowest prices of a security over the past
nine periods. The Tenkan Sen shows a security’s short-term price momentum and, when read against

a longer-term momentum indicator, yields a prediction of future price movement [53].
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4.1.11. Kairi Relative Index (KRI)

The Kairi Relative Index, which is used as KRI in short, is an old Japanese metric. The Kairi
Relative Index indicator informs the investor about the direction and speed of the movement by
associating the value of a share with its moving average. This indicator consists of data and period
values. The default values for these indicators are closing and 14. In case the positive difference
between the last price level of the share and the moving average of this share, the prices will indicate
to be on an upward trend. In addition, the speed will also be increased. On the other hand, if the
difference between the last price level of the share and the moving average of this share is negative,
the prices will indicate to be on a downward trend. Accordingly, the speed of decline will also

increase [54].

4.1.12. Relative Strength Index (RSI)

Relative Strength Index, which is used as RSI in short, developed by J. Welles Wilder in 1978. It
seeks to find the days of rising of the stock according to the previous day and the falling days of the
previous day and compare them with each other and make predictions in this way [55]. This indicator
consists of data and period values. The default values for these indicators are closing and 14. The
extension of the maturities in terms of RSI will bring about the problem of unresponsiveness to price
movements. This indicator is usually used for reference values of 30 and 70. It is stated that the RSI
values fall below the general acceptance 30 reference value indicate over-sale, while the RSI values

are exceeding 70 indicate that it is over-purchase.

4.1.13. Stochastic RSI ( S-RSI)

The Stochastic RSI, which is known as S-RSI in short. It was found by Tushard Chande in 1994. The
RSI indicator is generated by the application of a Stochastic indicator. This indicator consists of data,
period values, and K%. The default values for these indicators are closing, 14 and 7. The use of S-
RSI gives investors information about how much of the present RSI value is bought and sold. Over

50 indicates the received signal, and below 50 indicates the sale signal.

While calculating the S-RSI indicator, as mentioned above in MACD-MA, it is named Stochastic

Relative Strength Index with Moving Average (S-RSI-MA) when moving average is used. Just like
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the MACD-MA, it will be considered as a separate indicator in the S-RSI-MA. Its interpretation is
similar to the S-RSI.

4.1.14. Chande’s Momentum Oscillator (CMO)

Chande Momentum Oscillator, which is CMO in short, is an indicator of the direction how prices
move in a certain period of the time. In this indicator was found by Tushar Cande, the range width is
between -100 and 100. In the CMO indicator, the default values for period and data sections are 9
and closing values. The CMO gives information to the investors about the upward and downward
direction of prices. If it is greater than 0, prices are indicated to be in an upward trend. Likewise, if it
is lower than 0, prices are indicated to be in a downward trend. There are also two separate reference
lines with -50 and 50. It shows that the prices will decrease in the over 50, while in case of those

below -50, the prices will rise.

4.1.15. Volume Oscillator (VLO)

A volume oscillator, which is VLO in short, calculates volume by gauging the relation across two
moving averages. VLO calculates the moving average of the values with fast and slow volume. The
VLO calculates the quick and slow volumes moving averages [56]. It shows how much stock is
bought and sold within a certain period in the market. It is used in the interpretation and confirmation
of price movements. As the increase in the transaction volume, which declined sharply towards the
end of the fall, may indicate that the recovery started; The transaction volume, which started to

decrease towards the end of the rise, may also be a sign of loosening.

4.1.16. Williams Percent Range (W%R )

The Williams Percent Range, which is W%R in short, was found by Larry Williams. W% R is a
short-term and leading indicator such as the stochastic. This indicator consists of the period. The
default value for this indicator is 14. W% R is a short-term indicator. This indicator is usually used
for reference values of 0 and 100. This indicator gauges overbuy and oversold levels. The indicator is
very similar to the Stochastic oscillator and is used in the same way [57]. Another use of W% R is to
look at the price discrepancies. It is possible to speak of a discrepancy as long as the reflections of the

bottom and hills do not match.
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4.1.17. Price Earnings Ratio (PER)

The price-earnings ratios which are PER, in short, obtained by dividing the marketing values per
shares by the earnings per shares. If this ratio is low, it can be said that it is ideal for investment. In
order to calculate the P/E ratio indicates how much the investors costs for a company’s profit. When

selecting P/E ratio, market averages are utilized. It is also used to compare the prices of shares.

4.1.18. Directional Indicators (+DI/-DI )

The Directional Movement, developed by J.W.Wilder, explores the direction in which the prices tend
to move. Directional Movement is the basic point of directional indicators. The Directional indicator
has 2 separate lines with positive and negative. This indicator consists of period values. The default
values for this indicator is 14. It gives information to the investor about determining the trend. The
calculation of this indicator is relatively easy compared to other indicators. If the direction of
movement is upward, the value will be positive and if the direction of movement is downward, the
direction will be negative. Then the sum of them is divided by the difference of them, so DX value is
obtained. This indicator is used for reference values of 0 and 100. The direction of movements is not
important for DX. If DX obtains the value zero, it indicates that there is no trend and a stable market.
Although DX does not give any information about the direction, the current trend is to arise and the
price movements will accelerate. In cases where the DX is rising and indicates the existence of a
trend, the high of the DI+ will be on an upward trend, while the high of the DI- indicates a downward
trend [58].

4.1.19. Stochastic Fast

Stochastic Fast is an indicator developed by George C. Lane. The stochastic fast used in the
evaluation of the price according to its distance from the highest and lowest levels in the period
consists of 2 separate lines. The stochastic fast requires the K% and D% parameters, and the default
values for these indicators are 5 and 3. Fast Stochastic is obtained by calculating the average of the
last three K%. When the current closing value of the period is subtracted from the closing value at the
lowest day of the period, the percentage of the result obtained by dividing the highest value of the
period by the difference of the lowest value is called K%.
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4.1.20. Stochastic Slow

The Slow Stochastic Oscillator is an indication of the closing position between the lowest and the
highest values within a certain time period and consists of two separate lines. The Slow Stochastic
Oscillator requires K%, D% and Slow K% parameters, while the default values for these indicators
are 5, 3 and 3, respectively. This indicator takes values from 0 to 100. The main difference between
the stochastic indicators is Slow K%. Firstly, D% is obtained by taking the moving average of K%.
D% is considered to be a Slow K% value and a 3-day moving average is calculated. Thus, the

stochastic slow indicator is obtained.

D% is obtained by taking the moving average of K%. The fast stochastic is more sensitive than the

slow stochastic to changes in the price.

4.2. The Results

Popular indicators were mentioned. Portfolio analysis is not only limited to these. 115 indicators
situated in the matrix data program are given in Appendix 2. However, since some of these 115
indicator values cannot be calculated on an annual basis or as an indicator which is not stated in our
country, it is calculated zero. Since the zero values in the data set will affect the results of the
analysis in a wrong way, these indicators are not included in the analysis. The list of indicators

participating in the analysis is given in Appendix 3.

In the study to be carried out on an annual basis, the data related to the stocks of 30 companies in
ISE30, based for the last 5 years, are handled. However, Enerjisa Enerji AS (ENJSA), which has not
been included in ISE30 for the last 5 years and Emlak Konut Gayrimenkul Yatirim Ortaklig
AS(EKGYO), which is missing in most of its data, is not included in the study. In this case, a data set

consisting of 28 units and 5 years will be used.
Annual returns were calculated on the closing data of stocks. According to closing data, the

percentage increase of the shares compared to the previous year was calculated and be addressed as a

return. The return information belonging to the shares is given in Table 6:
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Table 6: General Situation of Shares

ISE30 2015 2016 2017 2018 2019
AKBNK -0,21 0,19 0,29 -0,27 0,12
ARCLK -0,04 0,55 0,04 -0,24 0,16
ASELS 0,42 0,51 1,51 -0,24 -0,09
BIMAS 0,04 -0,03 0,63 0,14 -0,06
DOHOL -0,25 0,33 0,14 0,17 0,15
EKGYO -0,03 0,19 -0,06 -0,42 0,00
EREGL -0,26 0,81 1,09 -0,23 0,34
FROTO -0,04 0,07 1,08 -0,12 0,08
GARAN -0,23 0,09 0,45 -0,23 0,13
HALKB -0,24 -0,08 0,17 -0,33 -0,09
ISCTR -0,30 0,17 0,40 -0,32 0,30
KCHOL -0,10 0,29 0,37 -0,21 0,24
KOZAA -0,27 0,77 2,01 0,12 -0,19
KOZAL -0,18 0,33 1,34 0,34 -0,15
KRDMR -0,43 0,06 1,79 -0,32 0,14
PETKM 0,16 0,31 1,28 -0,25 -0,07
SAHOL -0,18 0,12 0,24 -0,30 0,13
SISE 0,00 0,34 0,38 0,25 0,04
SODA 0,32 0,54 0,19 0,64 0,02
TAVHL -0,01 -0,18 0,67 0,11 0,20
TCELL -0,20 -0,02 0,76 -0,15 0,05
TEKFEN -0,29 0,64 1,73 0,26 0,18
THYAO -0,23 -0,32 2,13 0,03 -0,10
TOASO 0,26 0,34 0,38 -0,46 0,25
TTKOM -0,19 0,01 0,22 -0,39 0,15
TUPRS 0,26 0,11 0,85 0,08 0,29
VAKBN -0,21 0,15 0,57 -0,42 0,16
YKBNK -0,31 0,04 0,27 -0,43 0,38
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Figure 1: General Situation of Shares

Figure 1 shows that, in general, ISE30 shares experienced a positive increase in 2017, it can be said
that this increase in the following periods has turned into a decline. Political fluctuations, foreign

relations and domestic politics influence an important part of the movements in the stock market.

By keeping the unit and time constant, the correlation between the return and the indicators is as

shown in Table 7.

Table 7: Correlation Matrix Between Return and the Indicators

Indicators Correlation P-Value | Indicators Correlation P-Value
A/D 0,07 0,412 | MOM 0,446 0,00
ASwing 0,131 0,123 | NVI 0,071 0,403
CcO 0,201 0,014 | OBV 0,099 0,247
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Table 7: Continues

Indicators Correlation P-Value | Indicators Correlation P-Value
CHO(3,10) 0,136 0,109 | PD 0,060 0,483
CMO 0,363 0,000 | PD/DD 0,211 0,012
DKB 0,027 0,755 | PVI 0,132 0,119
DKK -0,114 0,18 | TILL(3) 0,081 0,343
DOSB 0,029 0,737 | TSF(3) 0,108 0,204
PER 0,420 0,000 | WCL 0,105 0,216
Open -0,020 0,815 | ZigZag(%?5) 0,111 0,192
High 0,099 0,245 | Swing 0,732 0,000
Low 0,004 0,966 | K5 0,600 0,000
Close 0,061 0,477 | %D(3) 0,321 0,000
MAV(5) 0,029 0,733 | %K(5,5) 0,187 0,027
MAV(5) 0,029 0,733 | %D(3) 0,123 0,000
MSL(% 5) -0,047 0,582 | TVI(50) 0,038 0,656
PAR -0,030 0,725 | VPT 0,027 0,750
PSAR -0,042 0,625 | Will A/D 0,122 0,151
SAR 0,140 0,099

When the relation between return and indicators is examined, it can be said that there is a high
correlation between the Swing index and the return with 0.73 and between the return and Stochastic
Fast (K5) with 0.60, also correlation between the Momentum index (MOM) and the return with 0.45
and between the Price Earning Ratio (PER) and the return with 0.42 and a low correlation between
the Chande’s Momentum Oscillator (CMO) and the return 0.36 as seen in the correlation matrix. In
this case, The Swing Index, The Stochastic Fast value, The Momentum Index, the PER with
Chande’s Momentum Oscillator as an independence variable in panel data analysis; the response

variable will be handled as the return value of the shares.

At the same time, if it is desired to determine the variables to be entered into the model by stepwise

regression, the results of this regression model are as follows.
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Table 8: Stepwise Regression Results

Model R Adjusted Std. Error of ANOVA

Square R Square the Estimate P-Value
(Constant), Swing 0,732 0,536 0,533 0,321 0,000
(Constant), Swing, PER 0,766 0,587 0,580 0,304 0,000
(Constant), Swing, PER, CMO 0,804 0,647 0,639 0,282 0,000
(Constant), Swing, PER, CMO, MOM 0,822 0,676 0,667 0,271 0,000
(Constant), Swing, PER, CMO, MOM,K5 0,831 0,691 0,679 0,266 0,000

As in Table 8, by the result of the stepwise regression analysis is seen that 5 of 37 financial indicators

are included in the regression model. It can be said that the rates of explanation of the return of these

5 indicators are in parallel with the correlation analysis. In this case, The Swing Index, The

Stochastic Fast(K5) value, The Momentum(MOM) Index, The Price Earnings Ratio (PER) with

Chande’s Momentum Oscillator (CMO) as an independence variable in panel data analysis; the

response variable will be handled as the return value of the shares.

Descriptive statistics for the response variable and explanatory variables are given in Table 9.

Table 9: Descriptive Statistics of Return and the Chosen Indicators

Variables Mean Std. Deviation Min Max
Return 0,172 0,469  -0,457 2,131
Swing 18,098 48,969 -100 100

Stochastic Fast 59,857 27,183 1,876 100
PER 9,596 9,713 0 80,363
MOM'! 5,893 1,011 0 9,243
CMO 39,726 34,538 -25,609 100

The results of the panel data models generated by the explanatory variables are obtained to decide the

most suitable model as shown in Table 10.

' The unit of MOM, which is one of the explanatory variables, is not a proportion value. Therefore, since it is a

comparable variable, with this variable which is taken as logarithm has been continued to work.
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Table 10: Results of Models

Model Prob > Chi2 R-Square
Populated Averaged Model 0,00 0,6480
Fixed-Effects (Within) Regression 0,00 0,7546
Between Regression 0,00 0,6968
Random-Effects ML Regression 0,00
Random-Effects GLS Regression 0,00 0,7423
Mixed-Effect 0,00

According to the panel data model results, it can be said that 5 models are significant with 95%
reliability. The rate of explaining the return response variable of 5 indicators such as The Swing
Index, The Stochastic Fast value, The Momentum Index, the PER, Chande’s Momentum Oscillator
variables is around 64-74%. In order to make an estimate, the most appropriate model should be
decided. After the control of the assumptions, the most appropriate model will be decided by

comparing the one model to another model. The detailed program outputs are given in Appendix-4.

4.3. Assumption

The model to be used according to the Hausman test statistic will be detected. The result table for the

Hausman test is as in Table 11.

Table 11: Result of Hausman Test

Test Test-Value P-Value
Hausman Test 9,56 0,0885

According to the Hausman test statistic, the null hypothesis, at 95% confidence level, can not be
rejected. This situation shows that the estimation process should be continued with the random effect

model. The detailed program output is given in Appendix-5.

According to the Hausman test results, the random effect model was decided. However, by
controlling the assumptions of the results of the fixed effect, the results of the fixed effect model will

be given, as well.
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4.3.1. Heteroskedasticity Test Results

Table 12: Results of Heteroskedasticity

Model Test Test-Value P-Value
Random Effect Levene Test Wo=10 =2,2539 0,001
Fixed Effect Modified Wald Test X2 (28) = 4419,52 0,000

In the random effect model, since the p-value obtained by the Levene test statistic is smaller than
0,05, it can be said that there is a problem of heteroskedasticity in this model. Similarly, it is seen that
there is a problem of heteroskedasticity since the p-value of the modified test statistic for the fixed-
acting model is smaller than 0,05. Therefore, in both models, the null hypothesis that the variance of
each unit is equal to the panel average cannot be accepted and it is observed that the variance varies

according to the units. The detailed program output is given in Appendix-6.

4.3.2. Autocorrelation Test Results

Table 13: Results of Autocorrelation

Model Test Test-Value P-Value
Random Effect Lagrange Multiplier Test 0,70 0,4033
Fixed Effect Baltagi-Wu LBI Test 2,37 -

The p-value obtained as a result of the Lagrange Multiplier test, that shows there is no autocorrelation
in the error terms for the random effect model, is bigger than 0,05. Therefore, the null hypothesis
cannot be rejected. For the fixed effect model, the Baltagi-Wu LBI test statistic, which indicates that
there is no autocorrelation in the error terms of the null hypothesis, is calculated as 2,37. Since this
statistical value is close to 2, it can be said that there is no autocorrelation problem. The detailed

program output is given in Appendix-7.
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4.3.3. The Cross-Sectional Dependence Test Results

Table 14: Results of Cross-Sectional Dependence

Model Test Test-Value P-Value
Random Effect Friedman Test 10,486 0,998
Fixed Effect Pesaran CD Test 4,678 0,000

According to Friedman test statistics, the null hypothesis cannot be rejected (p > 0,05). It can be said
that there is no cross-sectional dependence for the random effect model. Since the probability value
obtained as a result of the Pesaran test statistic is less than 0,05, the null hypothesis cannot be
accepted strongly and for the fixed effect model, there is a cross-sectional dependence. In this case,
there is a cross-sectional dependence between ISE 30 shares forming the panel. Any shock to one of
the ISE 30 shares will affect other shares. Therefore, while determining the policy regarding the
returns of these shares, the shocks affecting the policies and returns of other shares should also be

taken into consideration. The Detailed program output is given in Appendix 8.

4.3.4. The Unit Root Test Results

Table 15: Results of Unit Root Tests

Model Test Test-Value P-Value
Random Effect Harris—Tzavalis Test -10,224 0,000
Fixed Effect Pesaran's CADF Test 16,980 1,000

Since the cross-sectional dependency is not encountered in the random effect model, first-generation
unit root tests will be used when deciding on the unit root test. When it is looked at the Harris-
Tzavalis test, which is the first generation unit root test, it can be said that the response variable and
explanatory variables do not consist of unit roots. In the fixed effect model, second-generation unit
root tests will be used when deciding the unit root test when faced with cross-sectional dependence in
the model. When it is looked at the Pesaran CD test, which is the second generation unit root test,
response variables and explanatory variables can be said to contain unit roots. The Detailed program

output is given in Appendix 9.
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4.3.5. The Cointegration Test Results

Table 16: Results of CointegrationTests

Test Test-Value P-Value
Modified Dickey-Fuller t 1,601 0,054
Dickey-Fuller t -4,586 0,000
Augmented Dickey-Fuller t -11,276 0,000
Unadjusted modified Dickey-Fuller t -1,647 0,049
Unadjusted Dickey-Fuller t -7,317 0,000

As a result of Kao cointegration test, five statistics were calculated and according to this, the results
are given in Table 16. When the result is examined, according to only one of the five statistics, the
null hypothesis cannot be rejected. According to the other four statistics; since the p-value is less than
0,05 error margin, the null hypothesis is rejected and it can be said that there is a long-term

relationship between variables.

4.3.6. Model Selection Result

Firstly, the random effect model was decided with the Hausman test. Based on the random effect
model, and in addition to this, the fixed effect has been given together with the control of the
assumptions in relation to the model. However, in terms of evaluated by comparing the models, it is
necessary to decide which model to choose with the model selection. The binary comparisons made

for this purpose are given in Table 17.

Table 17: Results of Model Selection

Hypothesis Test P-Value Result
Ho: Pooled Regression Lagrange 1.000 Pooled Regression
Hi: Random Effect Multiplier ’ Model
Ho: Pooled Regression Pooled Regression
H;: Fixed Effect Chow 0,692 Model
Ho: Random Effect Hausman 0.261 Random Effect
H;: Fixed Effect ! ’ Model
Ho: Pooled Regression - . Pooled Regression
Hi: Mixed Effect Likelihood Ratio 1,000 Model
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The binary comparisons of panel data models are given in Table 16. When the models are examined,
it seems that the random effect model with the pooled regression model can be preferred. However,
when these two models are compared because the p-value obtained by the Lagrange multiplier test is
bigger than the margin of error, the pooled regression model is preferred. In the continuation of the

study, while ISE30 firms are examined, it will be analyzed according to the pooled regression model.

The pooled regression model result in detail is

return = —0,447+0,006(Swing Index)+0,005(Stochastic Fast)+0,144(MOM)-+0,012(PER)-0,006(CMO)
(0,0006) (0,0016) (0,4136) (0,0026) (0,0013)

R?=0,65, F(5,134)=49,35 , Prob>F = 0,0000

According to the pooled regression model, response variable return and explanatory variables such as
Swing index, Stochastic Fast, Momentum Index, Price Earnings Ratio with Chande’s Momentum
Oscillator used in the model, were found to be significant. The increase of Swing Index by one per
thousand increases the return by 6 units. The increase of Stochastic Fast by one per thousand
increases the return by 5 units. The increase of Momentum Index by one per hundred increases the
return by 14 units. The increase of Price Earnings Ratio by one per thousand increases the return by
12 units. When Chande’s Momentum Oscillator is examined, it is observed that the coefficient is
negative. The fact that the coefficient is negative does not mean that it affects the return negatively.
The fact that the CMO is negative is an indication of an expected increase in prices. In this case, the
increase of CMO by one per hundred, increase the return by 6 unit. Generally, it is explained that the
return of shares in ISE30 of 5 indicators such as Swing index, Stochastic Fast, Momentum Index,
Price Earnings Ratio with Chande’s Momentum Oscillator variables is around 65%. Also, all of the

variables were found significant at 0,05 significance level.

The panel regression results of the shares traded on ISE30 by the years are as follows.
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Table 18: Stock Models By Years

ISE30 Year Constant Time Stock Swing K5 MOM PER CMO

2016 -0,447  +0,190 +0,194 +0,006  +0,005  +0,144 +0,012  -0,006
2017 -0,447  +0,518 +0,194 +0,006  +0,005 +0,144 +0,012  -0,006

ARCLK 2018 -0,447  +0,086 +0,194  +0,006 +0,005 +0,144 +0,012  -0,006
2019 -0,447  +0,185 +0,194 +0,006  +0,005 +0,144 +0,012  -0,006
2016 -0,447 40,190 *+0,338 40,006 40,005 40,144 40,012  -0,006
ASELS 2017 -0,447 40,518 10,338 +0,006 +0,005 +0,144  +0,012  -0,006
2018 -0,447 40,086 1+0,338 40,006 40,005 40,144 40,012  -0,006
2019 -0,447 40,185 +0,338  +0,006 +0,005 +0,144  +0,012  -0,006
2016 -0,447  +0,190  +0,169 40,006  +0,005  +0,144  +0,012  -0,006
2017 -0,447 40,518 +0,169  +0,006 +0,005 +0,144 +0,012  -0,006
BIMAS 2018 -0,447  +0,086  *+0,169 40,006 +0,005 +0,144  +0,012  -0,006
2019 -0,447 40,185 10,169  +0,006 +0,005 +0,144  +0,012  -0,006
2016  -0,447 40,190 +0,067  +0,006 +0,005 +0,144 +0,012  -0,006
2017 -0,447 40,518 10,067  +0,006 +0,005 +0,144 +0,012  -0,006
DOHOL 2018 -0,447  +0,086  +0,067 40,006 +0,005  +0,144  +0,012  -0,006
2019 -0,447 40,185 0,067 40,006 +0,005 40,144 40,012  -0,006
2016 -0,447 40,190 +0,353  +0,006  +0,005 +0,144 +0,012  -0,006
2017 -0,447  +0,518 +0,353 40,006 +0,005  +0,144  +0,012  -0,006
EREGL 2018 -0,447  +0,086 +0,353 40,006 +0,005 +0,144 40,012  -0,006
2019 -0,447 40,185 0,353 40,006 40,005 40,144 40,012  -0,006
2016 -0,447 40,190 +0,332  +0,006  +0,005 +0,144  +0,012  -0,006
2017 -0,447  +0,518 +0,332 40,006 +0,005  +0,144  +0,012  -0,006
FROTO 2018 -0,447  +0,086 +0,332  +0,006 +0,005 +0,144 +0,012  -0,006
2019 -0,447 40,185 +0,332 40,006 40,005 40,144 40,012  -0,006
2016 -0,447  +0,190 +0,016 40,006 +0,005  +0,144  +0,012  -0,006
GARAN 2017 -0,447 40,518 +0,016  +0,006 +0,005 +0,144 +0,012  -0,006
2018 -0,447  +0,086 +0,016  +0,006 +0,005 +0,144 +0,012  -0,006
2019 -0,447 40,185 10,016  +0,006 +0,005 +0,144 +0,012  -0,006
2016 -0,447  +0,190  +0,048 40,006 +0,005  +0,144  +0,012  -0,006
2017 -0,447 40,518 10,048  +0,006 +0,005 +0,144 +0,012  -0,006
ISCTR 2018 -0,447  +0,086  +0,048 40,006 +0,005 +0,144  +0,012  -0,006
2019 -0,447 40,185 10,048  +0,006 +0,005 +0,144  +0,012  -0,006
2016 -0,447 40,190 +O0,I11  +0,006 +0,005 +0,144 +0,012  -0,006
2017 -0,447 40,518 +0,I11  +0,006 +0,005 +0,144 +0,012  -0,006
KCHOL

2018 -0,447  +0,086  *O,111 40,006  +0,005 +0,144  +0,012  -0,006
2019 -0,447  +0,185  +0,111 40,006  +0,005 +0,144  +0,012  -0,006
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Table 18: Continue

ISE30  Year Constant Time Stock Swing K5 MOM PER CMO
2016 0,447 +0,190 +0,251  +0,006  +0,005  +0,144  +0,012  -0,006
2017  -0,447 +0,518  +0,251  +0,006  +0,005 +0,144 +0,012  -0,006
KOZAA 2018  -0,447 +0,086  +0,251  +0,006  +0,005 +0,144 +0,012  -0,006
2019 0,447 +0,185  +0,251  +0,006  +0,005 +0,144 +0,012  -0,006
2016  -0,447 +0,190 +0,121  +0,006  +0,005 +0,144  +0,012  -0,006
KRDMR 2017  -0,447 +0,518  +0,121  +0,006  +0,005  +0,144  +0,012  -0,006
2018  -0,447 +0,086  +0,121  +0,006  +0,005 +0,144 +0,012  -0,006
2019 0,447 +0,185  +0,121  +0,006  +0,005  +0,144  +0,012  -0,006
2016  -0,447 +0,190 +0,441  +0,006  +0,005 +0,144 +0,012  -0,006
2017 0,447 +0,518 +0,441  +0,006  +0,005 +0,144  +0,012  -0,006
PETKM 2018  -0,447 +0,086 +0,441  +0,006 +0,005 +0,144  +0,012  -0,006
2019 0,447 +0,185 +0,441  +0,006  +0,005 +0,144  +0,012  -0,006
2016 0,447 +0,190 +0,101  +0,006  +0,005  +0,144  +0,012  -0,006
2017  -0,447 +0,518  +0,101  +0,006  +0,005 +0,144  +0,012  -0,006
SAHOL 2018  -0,447 +0,086  +0,101  +0,006  +0,005 +0,144 +0,012  -0,006
2019 0,447 +0,185  +0,101  +0,006  +0,005  +0,144  +0,012  -0,006
2016 0,447 +0,190  +0,538  +0,006  +0,005 +0,144 +0,012  -0,006
2017  -0,447 +0,518  +0,538  +0,006 +0,005 +0,144 +0,012  -0,006
SISE 2018  -0,447 +0,086  +0,538  +0,006 +0,005 +0,144 +0,012  -0,006
2019 0,447 +0,185  +0,538  +0,006 +0,005 +0,144 +0,012  -0,006
2016 0,447 +0,190 +0,644  +0,006 +0,005 +0,144 +0,012  -0,006
2017  -0,447 +0,518  +0,644  +0,006 +0,005 +0,144 +0,012  -0,006
SODA 2018 0,447 +0,086  +0,644  +0,006 +0,005 +0,144 +0,012  -0,006
2019 0,447 +0,185  +0,644  +0,006 +0,005 +0,144 +0,012  -0,006
2016  -0,447 +0,190  -0,021 +0,006  +0,005 40,144 +0,012  -0,006
2017  -0,447 +0,518  -0,021 +0,006  +0,005 +0,144  +0,012  -0,006
TCELL 2018 0,447 +0,086  -0,021 +0,006  +0,005 +0,144  +0,012  -0,006
2019 0,447 +0,185  -0,021 +0,006  +0,005 +0,144  +0,012  -0,006
2016  -0,447 +0,190 +0,399  +0,006 +0,005 +0,144 +0,012  -0,006
2017  -0,447 +0,518  +0,399  +0,006 +0,005 +0,144 +0,012  -0,006
THYAO 2018  -0,447 +0,086  +0,399  +0,006 +0,005 +0,144 +0,012  -0,006
2019 0,447 +0,185  +0,399  +0,006 +0,005 +0,144 +0,012  -0,006
2016 0,447 +0,190 +0,117  +0,006  +0,005 +0,144  +0,012  -0,006
KCHOL 2017  -0,447 +0,518 +0,117  +0,006  +0,005 +0,144  +0,012  -0,006
2018  -0,447 +0,086 +0,117  +0,006  +0,005 +0,144 +0,012  -0,006
2019 0,447 +0,185 +0,117  +0,006  +0,005 +0,144  +0,012  -0,006
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Table 18: Continue

ISE30 Year Constant Time Stock Swing KS MOM PER CMO
2016  -0,447  +0,190 +0,184  +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447  +0,518 +0,184  +0,006  +0,005 +0,144 +0,012 -0,006
TUPRS 2018  -0,447  +0,086 +0,184  +0,006  +0,005 +0,144 +0,012 -0,006
2019  -0,447  +0,185 40,184  +0,006  +0,005 +0,144 +0,012 -0,006
2016  -0,447  +0,190 40,062  +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447 40,518 +0,062  +0,006 +0,005 +0,144 +0,012 -0,006
VAKBN 2018  -0,447 40,086 +0,062  +0,006 +0,005 +0,144 +0,012 -0,006
2019  -0,447 40,185 +0,062  +0,006 +0,005 +0,144 +0,012 -0,006
2016  -0,447  +0,190 -0,016 +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447  +0,518 -0,016 +0,006  +0,005 +0,144 +0,012 -0,006
YKBNK 2018  -0,447  +0,086 -0,016 +0,006  +0,005 +0,144 +0,012 -0,006
2019  -0,447 40,185 -0,016 +0,006  +0,005 +0,144 +0,012 -0,006
2016  -0,447 40,190 +0,094  +0,006 +0,005 +0,144 +0,012 -0,006
2017  -0,447 40,518 +0,094  +0,006 +0,005 +0,144 +0,012 -0,006
EKGYO 2018  -0,447  +0,086 +0,094  +0,006  +0,005 +0,144 +0,012 -0,006
2019  -0,447  +0,185 40,094  +0,006  +0,005 +0,144 +0,012 -0,006
2016  -0,447  +0,190 +0,053  +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447  +0,518 40,053  +0,006  +0,005 +0,144 +0,012 -0,006
HALKB 2018  -0,447  +0,086 +0,053  +0,006 +0,005 +0,144 +0,012 -0,006
2019  -0,447  +0,185 40,053  +0,006  +0,005 +0,144 +0,012 -0,006
2016  -0,447  +0,190 40,346  +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447  +0,518 40,346  +0,006  +0,005 +0,144 +0,012 -0,006
KOZAL 2018  -0,447 40,086 +0,346  +0,006 +0,005 +0,144 +0,012 -0,006
2019  -0,447 40,185 +0,346  +0,006 +0,005 +0,144 +0,012 -0,006
2016  -0,447  +0,190 +0,201 +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447 40,518 +0,201 +0,006  +0,005 +0,144 +0,012 -0,006
TAVHL 2018  -0,447 40,086 +0,201 +0,006  +0,005 +0,144 +0,012 -0,006
2019  -0,447 40,185 +0,201 +0,006  +0,005 +0,144 +0,012 -0,006
2016  -0,447  +0,190 +0,446  +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447 40,518 +0,446  +0,006 +0,005 +0,144 +0,012 -0,006
TEKFEN 2018  -0,447  +0,086 +0,446  +0,006  +0,005 +0,144 +0,012 -0,006
2019  -0,447 40,185 +0,446  +0,006 +0,005 +0,144 +0,012 -0,006
2016  -0,447  +0,190 +0,050  +0,006  +0,005 +0,144 +0,012 -0,006
2017  -0,447  +0,518 40,050  +0,006  +0,005 +0,144 +0,012 -0,006
TTKOM 2018  -0,447  +0,086 +0,050  +0,006  +0,005 +0,144 +0,012 -0,006
2019  -0,447  +0,185 40,050  +0,006  +0,005 +0,144 +0,012 -0,006
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Table 19: Coefficients By Years

Time Coefficients
2016 0,190
2017 0,518
2018 0,086
2019 0,185

In Table 19 is given the panel regression coefficients for the years. Moving from this table, it can be

said that 2017 is the most productive year and 2018 is the most inefficient year.

Table 20: Coefficients By Stocks

Stock Coefficients | Stock Coefficients
ARCLK 0,194 SODA 0,644
ASELS 0,338 TCELL -0,021
BIMAS 0,169 THYAO 0,399
DOHOL 0,067 KCHOL 0,117
EREGL 0,353 TUPRS 0,184
FROTO 0,332 VAKBN 0,062
GARAN 0,016 YKBNK -0,016
ISCTR 0,048 EKGYO 0,094
KCHOL -0,111 HALKB 0,053
KOZAA 0,251 KOZAL 0,346
KRDMR 0,121 TAVHL 0,201
PETKM 0,441 TEKFEN 0,446
SAHOL 0,101 TTKOM 0,050
SISE 0,538

In Table 20 is given the panel regression coefficients for the stocks. Moving from this table, it can be
said that SODA is the most successful stock and KCHOL is the most unsuccessful stock. Also, it can
be said that companies with a high return are Turkey Sise and Cam Factory AS, Soda Industry AS,
and Tekfen Holding AS.

The panel regression equation for SODA, the most successful stock in the most successful year, is as

follows:
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return = —0,447 + 0,518 (2017) + 0,644 + 0,006 (Swing Index) + 0,005(StochasticFast) + 0,144 (MOM)
+ 0,012 (PER) -0,006(CMO)

The unit effect of soda in the most successful year is 0.644. The time effect of 2017 is also 0,518. At
the same time, the return of the SODA stock; It is expected to increase by 6 units from a one-
thousandth increase in the Swing Index, 5 units from a one-thousandth increase in the Stochastic
Fast, 6 units from a one-thousandth increase in the Chande’s Momentum Oscillator, 14 units from a
one-percent increase in the Momentum and 1,2 units from a one-percent increase in the Price

Earnings Ratio.

The panel regression equation for KCHOL, the most unsuccessful stock in the most successful year,

is as follows:

return =-0,447 + 0,518 (2017) -0,111 + 0,006 (Swing Index) + 0,005(StochasticFast) + 0,144 (MOM)
+ 0,012 (PER) -0,006(CMO)

The unit effect of soda in the most successful year is -0,111. The time effect of 2017 is also 0,518. At
the same time, the return of the KCHOL stock; It is expected to increase by 6 units from a one-
thousandth increase in the Swing Index, 5 units from a one-thousandth increase in the Stochastic
Fast, 6 units from a one-thousandth increase in the Chande’s Momentum Oscillator, 14 units from a
one-percent increase in the Momentum and 1,2 units from a one-percent increase in the Price

Earnings Ratio.

The panel regression equation for SODA, the most successful stock in the most unsuccessful year, is

as follows:

return = —-0,447 + 0,086 (2018) + 0,644 + 0,006 (Swing Index) + 0,005(StochasticFast) + 0,144 (MOM)
+ 0,012 (PER) -0,006(CMO)

The unit effect of soda in the most successful year is 0.644. The time effect of 2017 is also 0,086. At
the same time, the return of the SODA stock; It is expected to increase by 6 units from a one-

thousandth increase in the Swing Index, 5 units from a one-thousandth increase in the Stochastic
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Fast, 6 units from a one-thousandth increase in the Chande’s Momentum Oscillator, 14 units from a
one-percent increase in the Momentum and 1,2 units from a one-percent increase in the Price

Earnings Ratio.

The panel regression equation for KCHOL, the most unsuccessful stock in the most unsuccessful

year, is as follows:

return = —0,447 + 0,086(2018) -0,111 + 0,006 (Swing Index) + 0,005(StochasticFast) + 0,144 (MOM)
+ 0,012 (PER) -0,006(CMO)

The unit effect of soda in the most successful year is -0,111. The time effect of 2018 is also 0,086. At
the same time, the return of the KCHOL stock; It is expected to increase by 6 units from a one-
thousandth increase in the Swing Index, 5 units from a one-thousandth increase in the Stochastic
Fast, 6 units from a one-thousandth increase in the Chande’s Momentum Oscillator, 14 units from a
one-percent increase in the Momentum and 1,2 units from a one-percent increase in the Price

Earnings Ratio.
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5. CONCLUSION

The purpose of this study is to analyze the panel data models. Panel data is not single such as a cross-
sectional data, and not very long such as time series. At the same time, it contains both analyses
within. While it enables to see the effect of time when working with cross-section data, it enables to
see the cross-section effect when working with time series. In addition, this data is obtained by
multiple measurements on the same observations. The aim of this study is to examine the panel data
algorithms on a specific application to find the most suitable model and also to compile the literature
on panel data analysis. In the study, firstly the methods used in case of panel data were examined
chronologically. In case the panel data is available, what are the assumptions needed to perform panel
regression, which tests are examined, and information about this was given. When it is necessary to

choose between panel regression models, it is stated which test is used for what purpose.

In the application part of the study, it was aimed to investigate in what way the shares traded on the
stock exchange were explained by financial indicators and in which way they were affected. In
relation to this, an application was made by using the data of ISE30 shares for the years 2015-2019
annual bases. However, these two stocks were excluded from the analysis since the shares of Enerjisa
Enerji AS (ENJSA) and Emlak Konut Gayrimenkul Yatirim Ortakligt AS (EKGYO) in ISE30 were
found to be inadequate. A list of companies related to shares traded in ISE30 is given in Appendix -1.
The application was used by calculating the return values of the remaining 28 stocks from the closing
date. For this purpose, the return data was determined as the response variable. It is seen that there
are 115 indicators that are considered to affect the stocks in the exchange investment programs
(programs). These are given in Appendix-2. The majority of indicators provided in Appendix-2,
primarily due to absence or not be calculated in Turkey, indicators are given in Appendix-3, a model
was determined by considering the indicators as explanatory variables. Here, it was handled the
relationship matrix without considering the time variable. Later, model was established by stepwise
regression using the relationship matrix of the 37 variables. It is seen that the return variable is
explained with the indicators of Swing index, Stochastic Fast (K5), Chande’s Momentum Oscillator
(CMO), Price Earnings Ratio (PER) and Momentum (MOM). In this model, it was found that the
parameter coefficients of five indicators were significant. It can be said that the explanation rate of
return of these variables is approximately 70% (R?). Then, taking into consideration the time

variable, too, it was investigated which panel regression would fit into our data. A random-effect
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model was decided by the Hausman test. However, a fixed-effect model was examined together with
the random-effect model and in addition, the results for the fixed effect was given as a table in the
application. When the results of these two models were examined, it was seen that there was no
significant difference between them. Then, using the tests described in the literature review, which
data were appropriate for the model was tested with binary comparisons. In these tests, the pooled
regression model emerged in a different way. However, with the results of the pooled regression
model, both the random model is given by the Hausman test and the results of the fixed effect model
given for information purposes were not very different. In all of these models, the ratio of the five

explanatory variables to explain the return-response variable was around 64-75%.

It would be expected that the ratio of these 5 variables affecting the shares of the firms traded on the
stock exchange would be higher. So, the expectation was that this coefficient was higher. The
question to be asked is how to explain the remaining 34%. This situation, the securities market in our
country is thought to be caused by the fluctuations in domestic and foreign politics, unexpected
movements in the Middle East region where our country is located, trade crisis between China and
USA, fluctuations in international SMP finance, Shanghai and similar exchanges and the
manipulation of the securities market, which is not as strong as the western regions, as well as the
rules and conditions of the economy. It also leads to unforeseen ups and downs in the stock exchange
rate in domestic policy fluctuations. So, in summary, it is seen that the situation affecting the

securities market is not just financial indicators.

In addition, the last 5 years on an annual basis, it can be said that 2017 was the best return period for
ISE30 companies. In 2018, there was a significant decrease compared to 2017. It is stated that it is in
the normal course in 2019. It can be said that companies with a high return are Turkey Sise and Cam
Factory AS, Soda Industry AS, and Tekfen Holding AS. Also, when the indicators are analyzed, it
can be said that the variables that affect the return are respectively (highest to low) Momentum, Price
Earnings Ratio, Swing Index, Chande’s Momentum Oscillator and Stochastic Fast. The increase of
Momentum Index by one per hundred increases the return by 14 unit. The increase of Swing Index
by one per thousand increases the return by 6 units. The increase of Chande’s Momentum Oscillator
by one per thousand, increase the return by 6 unit. The increase of Stochastic Fast by one per

thousand increases the return by 5 units. The increase of Price Earnings Ratio by one per hundred
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increases the return by 1,2 units. Here, for the future periods, Turkey Sise and Cam Factory AS, Soda
Industry AS, and Tekfen Holding AS, these 3 shares can be offered for long term investors. If a
portfolio is created, it can be suggested that 75% of Tekfen Holding AS, 17% of Turkey Sise and
Cam Factory AS and 8% of Soda Industry AS 8%.

The mentioned data belongs to the years 2015-2019 and this period is a period in which economic

uncertainties and frequent elections take place. Therefore, if a similar study is carried out in a more

consistent period, different results can be obtained.
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APPENDIX 1: LIST OF ISE30

ISE30

Akbank TAS

Arcelik AS

Aselsan Elektronik Sanayi ve Ticaret AS

BIM Birlesik Magazalar AS

Dogan Sirketler Grubu Holding AS

Emlak Konut Gayrimenkul Yatirim Ortakligi AS

Enerjisa Enerji AS

Eregli Demir ve Celik Fabrikalar1 TAS

Ford Otomotiv Sanayi AS

Tiirkiye Garanti Bankasi

Hac1 Omer Sabanci Holding AS

Kardemir Karabuk Demir Celik Sanayi ve Ticaret AS

Koc Holding AS

Koza Altin Isletmeleri AS

Koza Anadolu Metal Madencilik Isletmeleri AS

Pegasus Hava Tasimaciligt AS

Petkim Petrokimya Holding AS

Tirkiye Sise ve Cam Fabrikalar1 AS

Soda Sanayi AS

TAV Havalimanlari Holding

Tekfen Holding AS

Turk Hava Yollari AO

Tofas Turk Otomobil Fabrikast AS

Tiirkiye Petrol Rafinerileri AS

Turk Telekomunikasyon AS

Turkcell Iletisim Hizmetleri AS

Turkiye Is Bankasi AS

Turkiye Vakiflar Bankasi

Yapi ve Kredi Bankasi AS
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APPENDIX 2: LIST OF INDICATORS-1

1 BOL.(20,2) U: Bollinger (20,Simple) U:

2 BOL(20,2) M: Bollinger (20,Simple) M:

3 BOL.(20,2) D: Bollinger (20,Simple) D:

4 A/D Accumulation/Distribution Ascillator (Acc./Dist.Asc.) (Line)
5 ASwing Accumulation Swing Indeks ( Acc/Swing Index ) (3,Line)
6 U(14) Aroon(14)

7 D(14) Aroon(14)

8 Aro.Osc.(14) Aroon Oscilattor (14)

9 RSI(14) RSI(14,Line)

10 | ADX (14) Average Directional Movement Index ( 14,Line )

11 | ADXR (14,14) Average Directional Movement Index Rating ( 14,14,Line)
12 | ATR(14) Average True Range ( 14,Line)

13 | CO Chaikin Accumulation/Distribution Oscillator ( 3,10,Line )
14 | CMF(21) Chaikin Money Flow (21,Line)

15 | CHO(@3,10) Chaikin Oscillator ( 3,10,Line)

16 | CMO(9) Chande’s Momentum Oscillator ( 9,Line )

17 | CCI(14) Commodity Channel Index ( 14,Line)

18 | CCIE(14) Commodity Channel Index(MS)(14,Line)

19 | CCIM(14) Commodity Channel Index(MTX)(14,Line)

20 | PMO(35,20) Decision Point Price Mom. Osc.(35,20)

21 | PMO Signal(10) Decision Point Price Mom. Osc.(35,20)

22 | DMI Demand Index ( Line )

23 | DPO(20) Detrend Price Oscillator ( 20,Line)

24 | DI+(14) Directional Indicators + (14)

25 | DI-(14) Directional Indicators - (14)

26 | DX(14) Directional Index ( 14,Line )

27 | DCO Periodic Current Rate (Line)

28 | DFKB Periodic Activity Profit Growth (Line)

29 | DFKM Periodic Operating Profit Margin (Line)

30 | DKB Periodic Profit Growth (Line)

31 | DKK Periodic Wrapped Profit (Line)

32 | ENV(14,5) U: Envelopes (14,Simple) U:

33 | ENV(14,5) D: Envelopes (14,Simple) D:

34 | UST (50) High-Low Band Alt(50)

35 | ALT (50) High-Low Band Alt(50)

36 | DOSB Periodic Equity Growth (Line)

37 | DSB Periodic Sales Growth (Line)

38 | EOM(14) Ease Of Movement (Period, Method S E W TRI VAR )
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39 | EWO(5,34) Elliott Wave Oscillator ( Short Period, Long Period)
40 | Fish T.(10) Fisher Transform(10,Line)

41 | Fish T.2(10) Fisher Transform 2 (10,Line)

42 | PER Price Earnings Ratio(Line)

43 | HVLT(21) Historical Volatility(21,Line)

44 | Open Heiken Ashi(0)

45 | High Heiken Ashi(0)

46 | Low Heiken Ashi(0)

47 | Close Heiken Ashi(0)

48 | Tenkan-sen Ichi Moku(9,Line)

49 | Kijun-sen Ichi Moku(9,Line)

50 | Chikou Span Ichi Moku(9,Line)

51 | Senkou Span A Ichi Moku(9,Line)

52 | Senkou Span B Ichi Moku(9,Line)

53 | Linearreg(14) Lineer Regression (14,Line)

54 | MOST(14,% 25) Moving Stop Loss(14,Line)

55 | ExMOV(14) Moving Stop Loss(14,Line)

56 | MAV(5) Moving Average(5,Line)

57 | MAV(22) Moving Average (5,Line)

58 | MAV(5) Moving Average(5,Simple))

59 | MSL(% 5) Moving Stoploss(5, Open)

60 | IMI(14) Intraday Momentum Index(14,Line)

61 | KAI(14) Kairi ( 14,Close,Line) )

62 | LRS(14) LRS Linear Regression Slope ( 14,Line)

63 | MACD(26,12) MOVING AVERAGE Conv.Div.(26,12,Line,Line)
64 | TRIGGER(9) MOVING AVERAGE Conv.Div.(26,12,Line,Line)
65 | MACD-AS(26,12) MOVING AVERAGE Conv.Div.-AS (26,Line)
66 | AS TRIGGER(9) MOVING AVERAGE Conv.Div.-AS (26,Line)
67 | MJR(14) Majority Rule(14,Line)

68 | MASS(9,25) Mass Index(9,25,Line)

69 | MOM(9) Momentum(9,Line)

70 | MFI(14) Money Flow Index(14,Line)

71 | NVI Negative Volume Index(Line)

72 | OBV On Balance Volume(Line, Close)

73 | OBVx(14) On Balance Volume Ex(14,Line)

74 | PAR Parabolic(0,02,0,2)

75 | PSAR Parabolic SAR(0, Point)

76 | SAR Parabolic SAR(MTX)(0, Point)

77 | PD Marketing Value (Line)
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78 | PD/DD Market to Book Value Ratio (Line)
79 | PVI Positive Volume Index(Line)

80 | POSC(5,22) Price Oscillator(5,22,Line,Simple,$)
81 | PROC(14) Price Rate Of Change(14,Line)

82 | Fast Quantitative Qualitative Estimation Fast
83 | Slow Quantitative Qualitative Estimation Slow
84 | RMI(20,5) Relative Momentum Index(20,Line)
85 | RSI(14) Relative Strength Index(14,Line)

86 | r-squared (14) R-Squared(14,Line)

87 | TILL(3) Tillson Mov.Avg(3,Line)

88 | TSF(3) Time Series Forecast(3,Line)

89 | %K(5,3,3) Stochastic Momentum Index(5,3,3,3)
90 | %D(@3) Stochastic Momentum Index(5,3,3,3)
91 | SRSI(14,7) Stochastic RSI(14,Line)

92 | Swing Swing Index(3,Line)

93 | %K(5) Stochastic Fast(5,3,Line,Line)

94 | %D(@3) Stochastic Fast(5,3,Line,Line)

95 | %K(5,5) Stochastic Slow(5,3,Line,5,Line)

96 | %D(@3) Stochastic Slow(5,3,Line,5,Line)

97 | Tem.Ver. Dividend Yield (%)(Line)

98 | TVI(50) Trade Volume Index(50,Line)

99 | TRIX(12) TRIX(Kapanis,12,Line,9,1,Line)

100 | MAV(9) TRIX(Kapanis,12,Line,9,1,Line)

101 | ULT(7,14,28) Ultimate Oscillator(12,4,0)

102 | WCL Weighted Close(Line)

103 | H.VOL Horizontal Volume Bars

104 | ZigZag(%5) ZIGZAG(1,Line)

105 | VHF(28) Vertical Horizantal Filter(28,Line)
106 | VLT(10) Volatility(10,Line)

107 | VOSC(5,22) Volume Oscillator(5,22,Line,Simple)
108 | VPT Volume Price Trend(Line)

109 | VROC(12) Volume Rate Of Change(12,Line)
110 | VI+(14) Vortex (14,Line)

111 | VI-(14) Vortex (14,Line)

112 | WLR(14) William’s %R(14,Line)

113 | Will A/D William’s A/D (Line)

114 | WAD(14) William’s A/D (14,Line)

115 | VLTYZ(14) Yang-Zhang Volatility (14,Line)
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APPENDIX 3: LIST OF INDICATORS-2

1 A/D

2 ASwing
3 CO

4 CHO(3,10)
5 CMO

6 DKB

7 DKK

8 DOSB

9 PER

10 Open

11 High

12 Low

13 Close

14 MAV(5)
15 MAV(5)
16 MSL(% 5)
17 PAR

18 PSAR

19 SAR

20 MOM

21 NVI

22 OBV

23 PD

24 PD/DD
25 PVI

26 TILL(3)
27 TSF(3)
28 WCL

29 ZigZag(%5)
30 Swing

31 %K(5)
32 %D(3)
33 %K(5.,5)
34 %D(3)
35 TVI(50)
36 VPT

37 Will A/D
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APPENDIX 4: THE RESULT OF MODELS

random-effects GLS regression Mumber of ohs = 140 ||Random-effects ML regression Humber of ohs = 140
Group variable: stock Mumber of groups = 28 ||Group variable: stock Number of groups = 28
R-s: obs per group: random effects u_i ~ Gaussian ohs per group:
within = 0.6892 min = 5 min = :
hetween = 0.4482 avg = 5.0 avg = 3.0
overall = 0.6480 max = 5 max = 3
. Lr chiz(5) = 146.36
wald chiz(s) = 251.10 R . _ . B
corrtu_i, ¥ - 0 Cassumed) Prob > chiz _ . 0000 Log Tikelihood = -19.223784 Frob > chiz = 0. 0000
T T CToTTTTTTTTTTT T T return |___ Coef. std. Err. o z P=|z| [95%_;;nf. Interval]
return | Coef. std. Err. z P>z [95% conf. Interwval] o o ___
-=-— === ettt CcMOD | -.0063393  .0013801 4,59 0.000 —.0090443  —. 0036344
CcMOS | -.0063365 . 0014011 -4.52  0.000 -.0090827  -.0035903 PER | L0lZ9588 . 0027227 4.76  0.000 LO0T7E223 Lo18zas5z
FER | L0129472 . 0027152 4.77  0.000 - 0076254 .0182689 swing | L 0059752 L 0006923 8.63  0.000 . 0046184 L 007332
swing | .0059723 . 0006916 8.63  0.000 . 0046167 . 0073279 K5 | 0050762 001593 .19 0.001 .0019539 . 0081934
K5 | .0050811 . 0016074 3.16  0.002 L0019307 . 00B2315 Togmom | .1444524 0420284 .36 0.001 . 0603143 .2285905
Tagmom | .1442333 . 0423124 3.41  0.001 L0E13025 .2271641 _cons | -.4478461  .1026160 4,36  0.000 —.6480715  —.2467207
_cons | -.4475832  .1035081 -4.31  0.000 —.6512393  -.2439271 - - -
S e e Ssigma_u | .045495 0592060 . 003551 . 5829774
sigma_u | .04472083 ssigma_e | .274024  .0186121 . 2398680 .3130425
sigma_e | .27662684 rho | L0Z68297 . 0695662 . 0000182 6062131
rho | 02546985 (fraction of wvariance due to u_i) - - -
e e [ LR test of sigma_u=0: chibarz¢ol) = 0.16 Prob >= chibarz = 0.343
Eetween regression (regression on group means) nNumber of obs = 140 | |mixed-effects ML regression Number of obs = 140
Group variahle: stock wumber of groups = 28
wald chiz(5) = 257,78
R-50: obs per group: Log Tikelihood = -19.305355% Prob > chiz = 0. 0000
within = 0.6564 min = 5
between = 0.4964 avyg = 5.0
overall = 0.6240 max = 5 return | coef,  std. Err. z Fxlz| [95% Conf. Interval]
F(5,22) = 4,34 cMo% | -, 0062803 0013397 -4.6% 0,000 - 00BBOEL  -.0036546
sdfu_i + avgle_1.))= 1313463 prob » F = 0. 0067 PER |  .0127187 002639 4.82  0.000 L 0075464 L 017891
swing | .0059143 . 0006761 B.75  0.000 . 004 5892 0072394
-—- - - - - - - - - - -— K5 | LO0Q51783 0015664 3,31 0.0 0021081 0082484
return | coef.  std. Err. T Pt [95% Conf. Interval] Togmom | 1400008 . 0404638 3.46  0.001 . 0606837 .2193179
-—- -—— - - - - - - - - -— _cons | -.4425585 1001823 -4.42  0.000 - B38E122  -.2462048
M5 | - 0037858 . 0024693 -1.53  0.139 -. 0085117 L0013322
FER | L00B0B37 . 0055767 1.08  0.287 -. 0054516 L017640
Swing | L003239 L 0015901 2.04 0,054 -. 0000586 0065366
K5 LO060104 L 0034797 1.73  0.098 -.0012059 L0132268 Random-effects Parameters |  Estimate  Std. Err. [95% conf. Interwval]
Togmom | L0B68E0Y L O56HELL 1.18  0.252 -.0511034 L1848248
_cons | -.3084011 1916327 -1.61 0121 -.7068231 L OBE0Z09 sdfResidual) | L2FTTATE L 0165986 2470482 .3122624
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GEE population-averaged model

Group variahle:
Link:

Family:
Correlation:

Scale parameter:

stock

Tdentity
Gaussian
exchangeable

Number of abs
Mumber of groups
ob= per group:

mi
avg
max

wald chiz(5)

Frob = chi?2

140

00683393
LO1L29588
005975
005078
1444524
—-. 447846

LAFFLEGE
=td. Err z
L0137 24 -4 .52
L02a573 4. 88
LA00aeve’y g5.83
L0157 20 3.23
L04144353 3.49
L1017335 -4 .40

063225

-. 6472401

. QO90293
LO0FTR06
0046485
0019934

056494
0181665
0075015
008159
2208797
—-. 248452
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APPENDIX 5: THE RESULT OF HAUSMAN TEST

hausman fe re

—— = Coefficients —----

b = consistent under Ho and Ha;
E = inconsistent under Ha, efficient under Ho;

Test: Ho: difference in coefficients not systematic

chiz2 (50 = (b-8Y' [{v_h-v_B)A(-171](Ch-B)
= G, 55
Probzchiz = 0.0885

| Chl (B2 Ch-g2
| fe e Cifference
_____________ +____________________________________________
CMO9 | —. Q070095 —.Q06B33a45 —.Q00&ae7s
FER | LOle2a58 L2842 L0033 86
Togmom | L2207 EE LAdd2533 LO0758455
Swing | LO0edE24 LO0587 23 LO005101
K5 | LO037398 LO050E11 - 0013414

sgri(diagv_b-v_E))
=.E.
0022506
LOO1HZGE
0491081
L0004
LLoooyy
obtained from xtreg
abtained from xtreg
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APPENDIX 6: THE RESULT OF HETEROSKEDASTICITY

Moditied wald test for groupwise heteroskedasticity
in fixed effect regression model
HO: sigmacilaz = sigmasAz for all i
chiz (281 = 441G, 52
Prob=>chiz = 0. 0000
robwvar res,. byCstock
| Summary of e[stock ,.t]
stock | Mear Sstd. Dew. Freo.
____________ TR L TTTE
a1 | S.F25=2—"110 -OF1 65554 5
= | —2.2352—09 2 FTlanasE=E 5
= | d1d.4490=2—09 . 2BaZ2d 35884 5
) | [a] =354 2601 = 5
5 | —1.490=2—0%9 ,laz2laoss 5
= | A TFToOs—0%9 L 2FEEETFTOL =
- | —=3 . 7F25=2—110 DSl A0 Os1 =
= | 2. 950=2—0% -A15=957F75 =
= | -1 . 883=2—0% -A1=E55442 5
i ] | —2 . F9q=2—09 LAFBZ287FA8 5
11 | S.9a6a0=2—09 - S TF2A04 5 5
a1z | [a] 238454406 5
1= | 2. 8E02—09 . E8EZ23214 5
1 | F.451l=-110 1A OFFLA S 5
15 | S.1las=2—0% L2 0LlLaeTFT0O5 =
q1 s | F.451l=—10 12845358 =
1= | d.4SO=—0% -1 Fo92533 =
15 | 5. 960=2—0% g 282542 5
1= | —3 . F25=2-—"110 L 2Falsz22o 5
20 | d1d.4490=2—09 28520435 5
21 | F.451l=-110 [t Bt = 0 5
22 | —2 .. 9580=2—0%9 2lassles 5
2= | 0 0 i
s § | —S_ 31=2==2—10 _OF55=312= =}
25 | o] o] 1
=26 | S 531l=5=e—1O0 1244236675 =}
=27 | (=]} - 5959952 =}
2= | —2.45844=2—09 LA FFAE=s49 =
____________ e
Tota’l | F.A45802-—"110 2l Tas=ss4 1z27F
' 12 = 2.2539350 [=: & il = =1 =T Pr > F = O_.00lS9SE 095
iSO = ol I e B P AP P A P [=: & il = [=R=Tgy1 Pr == F = O_.4Z20585089
Wil = 2.25=Z3350 dfcCz7 . =1=1p Pr > F = Q.19 095
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APPENDIX 7: THE RESULT OF AUTOCORRELATION

FE (within) regression with AR(1) disturbances Number of ohs = o9
Group variable: stock Mumber of groups = 26
R-50: obs per group:
within = 0.7770 min = 2
hetween = 0,2862 avyg = 3.8
overall = 0.6478 max = 4
F(5,68) = 47.38
corrfu_i, xh) = -0.3347 Prob > F = 0. 0000
return | Coef. std. Err. t P=t] [95% Conf. Interval]
swing | L Q067557 L Q00BEEL 6,83 0. 000 004 78EL LO0ET234
PER | . 0035005 L 0028446 1.23 0.2:23 -. 0021757 L 0091788
Togmom | L4165124 L 0844745 4,03 0.000 L 24759454 L 5B50794
Fr | L0193011 L 0040713 4,74 0. 000 LO111771 L0274252
CMOS | -, 0190066 L 00416581 -4.56 0.000 -.027326 -. 0106873
_cons | -1.934482 4202754 -4, 60 0.000 -2.773128 -1.085835
rho_ar | -.03040098
sigma_u | .21305162
sigma_e | .25905912
rho_fov | .40346608  (fraction of wvariance because of u_i)
F test that all u_i=0: F(25,68) = 1.38 Prob > F = 0.14597
modified Bhargawva et al. burbin-watson = 2.0552814
Baltagi-wu LBI = 2.3724231

Tests for the error component model:

returnstock,t] #*h + ulstock] + wstock,t]

vstock,t]

Estimated results:

| wvar sd = sgrtvar)
_________ +_____________________________
return | 2207661 L4A9E57S
e | L 0785224 L 270626084
u | L 002 L 04472083

Tests:
random Effects, Two sided:
ALMOvar{ul=07 =

0.0% Prechiz(l)

Random Effects, one sided:
ALMOvar{ul=07 =

-0.23 Pr=Ni0,1)

cerial Correlation:
ALMCTambda=0)

0.70 Prxchiz (1)

Joint Test:
LM{var (ul=0, Tambda=07

0.84 Prechiz(2)

Tambda v[stock,(t-13] + e[stock,t]

0. 8143

0.5919

0.4033

0.8555
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APPENDIX 8: THE RESULT OF CROSS-SECTIONAL DEPENDENCE

ri
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rd
rs
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rls
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ris
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ras
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raza
r24
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ria
rav
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| |
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cCorrelation matrix of residuals:
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APPENDIX 9: THE RESULT OF UNIT ROOT

Pesaran's CADF test for return
Cross-sectional average in first period extracted and extreme t-values truncated

Detarministics chosen: constant

t-har test, N,T = (28,5) ohs = 112
augmented by 0 Tags (average)

t-har vl 'y vl Z[t-har]  P-value
2,010 -4 100 -2.2200  -2.440 16,980 1. 000

Im-Pesaran-shin unit-root test for return

Ho: all panels contain unit roots Mumber of panels = 28

Ha: Some panels are stationary Mumber of periods = 5

AR parameter: Panel-specific Asymptotics: T,N —> Infinity
Panel means: Included seguentially
Time trend: Mot included

ADF regressions: 0.00 lags average (chosen by BIC)
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APPENDIX 10: THE RESULT OF PANEL COINTEGRATION

kao test for cointegration

Ho: Mo cointegration
Ha: A1l panels are cointegrated

Cointegrating wvector: Same

Fanel means: Included
Time trend: Mot Tncluded
AR parameter: Same

Modified Dickey-Fuller t
Dickey-Fuller t

Augmented Dickey-Fuller t
Unadijusted modified Dickey-Fuller t
Unadjusted Dickey-Fuller t

Mumber of panels
Mumber of periods

kKernel:
Lags:
Augmented lags:

| |
rJd
[EA R s

Eartlett
0.82 (MNewey—-west)
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