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OZET

Bu caligsma, metindilbilim ilkelerini ve Beaugrande ve Dressler tara-
findan gelistirilmis modeli ornek olarak secilmis Turkce hikayelerin ana-
lizine uygulamak amaciyla hazirlanmigtir. Bu calismanin temel amaci,
Turkce hikayelerin derin yapilarinda varoldugu dustnilen kavramlar ve
kavramlar arasi iliskilerden olusan anlam agini ortaya ¢ikarmak ve Turkce

hikayelerin anlasiimasi ve degerlendirilmesi konusunda yeni bir goris acisi

sunmaktir.

Calismanin birinci bolumu, hizla gelismekte olan dilbilim ¢alismalarin-
dan ve bu calismalarin ginumuzde hangi konumda oldugundan bahset-
mektedir. Ayrica, bu bolumde, arastirma icin temel olusturabilecek bazi
terimlerin tanitimi yapilmis ve konu ile ilgili problem, amag¢ ve varsayim-

lar belirtilmistir.

Calismanun ikinci bolumu, metindilbilim caligmalar: ile ilgili kaynak
taramasina ayrilmistir. Bu bélimde, oncelikle daha geleneksel gorusler
vurgulanmis ve bu goruglerin ginimuzdeki metindilbilim calismalarina
kathlar:'tarusllmlsur. Daha sonra, metindilbilimin tarihsel gelisimi onem-

li dilbilimcilerin gorusleri ile birlikte verilmistir.

Calismanin Gcuncu bolimu, ornek olarak secilmis Turkce hikayelerin,

derin yapilarinda varoldugu varsayilan kavramlar ve kavramlar arast
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iliskilerden olusan anlam aginin, islemci yaklasimin ortaya koydugu ilkeler
ve ozellikle bagdagiklik standard: acisindan incelenmesine ayriimistir. Bu
bélum. caligmanin temelini olusturmaktadir; ayrica hikayelerin, bugiine
gelinceye kadar hangi yaklasimlara gore, nasil incelendigini agiklayan bir

kismi1 da icermektedir.

Dordinci ve son bolum, arastirma sonucunda varilan sonuclar: acikla-
maktadir. Bu bolumde, Turkce hikayelerin metindilbilim ilkeleri cerceve-
sinde incelendigi zaman ne gibi ozelliklerin 6nem kazandif1 ve bagdasiklik

ilkesinin bu metinlerde nasil ortaya ¢iktigs belirtilmektedir.
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SUMMARY

This study is designed to apply the principles of text linguistics
and Beaugrande and Dressler model to the analysis of Turkish
narrative texts. The basic purpose of this dissertation is to reveal
the underlying concepts and relations assumed to exist in the deep
structure of Turkish narrative texts and to show how these
concepts and relations come together to form a
conceptual/relational network.

Chapter 1 of the dissertation gives a background for the study
which naturally brings forth the problem to be discussed
throughout the dissertation. The hypotheses of the problem are
also given in Chapter I.

Chapter II is a review of the relevant literature in which
traditional views are emphasized and their contributions to more
recent studies are discussed. This chapter tries to display the
historical background and the development of the recent text
linguistic studies.

Chapter 111, which is the core of the present study, starts with
the evaluation of the different approaches to narrative analysis. It
is believed that these studies have contributed a lot to the present
research done in the field of narrative analysis. This chapter tries
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to apply the principles of text linguistics and Beaugrande and
Dressler model to the analysis of Turkish narrative texts in which
the concepts and relations in the deep structure of the texts are
sought. This means that the analysis done in this chapter is a
search for coherence in Turkish narrative texts. After the analysis,
the general conclusions drawn are displayed. Chapter IV is the
conclusion part that summarizes the research carried out in this
dissertation.
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CHAPTER 1

INTRODUCTION

1.1. BACKGROUND TO THE STUDY

Language has always provided a fascinating object of study and
it has been an important subject of research for more than 2,000
years. From the earliest periods, language attracted an increasing
number of investigators and at the end of the 18th century, it was
possible to mark the emergence of a new field of scientific research
with language analysis as its focus. Today, this new field of study
is called ‘linguistics'. Since that time, several attempts have been
made to develop a unified theory of language. Several schools of
thought have emerged around several outstanding linguists, major
centers of linguistic study, and leading concepts and principles
some of which have attained a great deal of support.

In linguistics of the past, the concern of language analysis has
usually focused on sounds and forms of a language or languages.
Linguists tried to set up typologies for the sounds and forms in
languages. For example, one of the pioneers in linguistics,
Bloomfield, argued that " linguistics is only concerned with those
phonological, lexical, and syntactic features which the utterances

share-.." (Coulthard, 1977: 2). After Bloomfield, most of the
American linguists concentrated highly on problems within
phonology and morphology, and tried to find out procedures for



isolating phonemes and morphemes in languages. In their study,
these earlier linguists had used collections of speech or writing as a
source of examples.

Later Chomsky, in 1950s, asserted that it was unnecessary to
study such a corpus because it will never contain examples of all
possible structures and will actually contain misleading data full of
performance errors. He suggested that the study of the
‘competence’ of the ideal speaker-hearer should be the primary
concern of linguistic investigation. According to Chomsky,
competence contains the system of rules and symbols that provides
an explicit representation of the underlying syntactic, semantic,
and phonological structure of sentences (Coulthard, 1977: 3). For
him, the most important goal of the linguistic theory should be the
description of the rules governing the structure of this competence.

The contributions of Chomsky were enormous and revolution-
ary but as time passed it became apparent that there was not in
fact a uniform native speaker competence. Thus the different
limitations that either Bloomfield or later Chomsky had imposed
upon the study of language were no longer so defensible and
consequently new approaches began to develop. For example, in
1960s, McCawley and Lakoff began arguing that one cannot
describe grammar in isolation from ‘meaning’. Thus linguists have
been forced to recognize the importance of ‘context' in language
studies. In fact, the contribution of the concept ‘context’ was not
new. Around 1950s ]J. R. Firth emphasized the importance of
context in linguistic investigation. He asserted that language was
only meaningful in its context of situation and suggested that the
descriptive process of linguistic investigation must begin with the



collection of a set of contextually defined texts and the aim of
description should be to explain how the sentences or utterances
are meaningful in their contexts. Some sociologists, also, voiced
their opposition to the context-free abstractness of the linguistic
methods being used in linguistic investigation. They pointed out
the importance of social interaction in language groups. Linguists
were led to realize that language cannot be studied in isolation
from the communicative intentions of language users and the
context within which they use language. Linguistic analysis,
therefore, should take into account the social and situational
contexts and the language user's intentions and perceptions. As a
natural outcome of these new ideas, linguists started to examine
how addressers construct linguistic messages and how addressees
work on these messages in order to decipher and interpret them.
This kind of investigation led linguists to relate the study of
language to the external reality and to the language user's
psychological state.

Parallel to these studies, linguists also realized that normal
linguistic behavior does not consist of separate sentences but of
sentences which create larger coherent pieces of language
(Widdowson, 1980: 131). Around 1968, a group of linguists started
to talk about ‘linguistics beyond the sentence’ and researchers
directed their attention to ‘texts’ which were considered as units
beyond sentences. At the beginnihg, texts were defined as
'sentence sequences’ and researchers tried to investigate the
features of languége that bind sentences when they are used in
sequences in texts and the study of texts became a defining feature
of a branch of linguistics often referred to as ‘text linguistics’.



For some time texts were treated simply as units larger than
sentences, or as sequences of sentences. But, later, linguists
realized that such an approach to the study of texts was too
narrow. It is now fairly clear that we cannot treat texts simply as
units larger than sentences, or as sequences of sentences. The
prime characteristic of texts is rather their occurrence in
communication, and they might consist of a single word, a sentence,
a set of fragments, or a mixture of surface structures. Hence, we
can summarize the historical development of linguistic analysis as
follows:

1930-1950  1950-1960  1960-

FOCUS of phonemes. syntactic units larger
ATTENTION morphemes, structure of than
sentence sentences sentences,
formation context of
situation
DATA speech or competence
STUDIED writing of of the ideal texts
language speaker/
users hearer

Fig. 1. The historical development of linguistic analysis

As soon as the level of linguistic analysis has been extended to
the level of ‘text’, linguists directed their attention to the investi-
gation of different types of texts. In their search for new areas of
investigation, linguists realized that 'literature’' offers a corpus of



material for linguistic study. Eventually, linguists started to
approach literary texts and literary texts became important for
linguistic studies. For many years literature and linguistics have
remained as two opponent disciplines. After the emergence of
structuralist principles in linguistics, there have been some
attempts to apply some of the principles and techniques of
linguistic analysis into the description of literary texts. These
studies are known under the name TFrench Structuralism’ (see
Chapter I11.1.). Some time after the application of structural
principles to literary texts, nowadays linguists are again trying to
approach literary texts from a linguistic point of view and study
the literary texts in terms of the principles of text linguistics. But
before we deal with this contemporary trend of applying text
linguistic techniques to literary texts, it may be useful to devote a
section of this study to the definition and description of this new
level of study and display the different judgements about the
notion of ‘text’.

The most interesting development in linguistics since 1960s has
been the expanded research in the study of 'discourse’ and/or
‘text’. For several years, text linguistic studies have been evaluated
within the studies of discourse and the use of these two terms
'discourse’ and ‘text’ has often been ambiguous and confusing.
These two terms were sometimes considered identical, sometimes
dissimilar, and sometimes unrelated. In any case, the
disagreement of the scholars over the definitions of 'discourse’ and
‘text’ rests upon their respective theoretical and methodological
approaches. In other words, every definition presupposes a theory



and/or a method. Thus, definitions from different points of
view(linguistic, pragmatic, philosophical, logical, sociological,
psychological, etc.) are put forward by several scholars.

Some of the definitions below may imply the ambiguity in
defining the terms 'discourse’ and 'text' and may reflect the various
definitions and approaches in these fields:

We shall use text as a technical term, to refer to the verbal
record of 2 communicative act ( Brown and Yule, 1983:6).

Any sequences of sentences temporally or spacially
arranged in a way to suggest a whole will be considered
to be a text... Any text (or parts of a text) having mani-
festations of a particular theme in common will be

considered to be a discourse ( Koch, 1966 in Vitacolonna,
1988: 423).

A text is an operational unit of language, as a sentence

is a syntactic unit; it may be spoken or written, long or
short; and it includes as a special instance a literary

text..., ... Itis the text and not some super-sentence that

is the relevant unit for stylistic studies; this is a functional-
semantic concept and is not definable by size. And there-
fore the ‘textual’ function is not limited to the establishment
of refations between sentences; it is concerned just as much
with the internal organization of the sentence, with its
meaning as a message both in itself and in relation to the
context (Halliday, 1973: 107 in Vitacolonna, 1988: 425-26).

... A text is a social event whose primary mode of unfolding
is linguistic. If text can be seen as a bridge between the
verbal symbolic system and the culture, this is because of
the relationship between text and social context: text is

‘in language’ as well as 'in culture’. It follows from this
relationship between text and context, that the specification



of structural formulae for distinct genres requires a model
of language in which context is a well-defined category,
not just an ad hoc stand-by tn which appeal can be made in
analysing sentences which might otherwise prove
recalcitrant (Hasan, 1978: 229 in Vitacolonna, 1988: 426).

1 do not intend to draw any important distinction between
text and discourse. Asthese two terms are normally used,
they often imply a difference in emphasis, but nothing of
theoretical importance need hang on distinction. A
distinction is sometimes implied between written text and
spoken discourse. Alternatively discourse refersto the
interactive language versus text as non-interactive mono-
logue, whether spoken or written. By discourse analysis

1 mean therefore the linguistic or sociolinguistic analysis

of naturally occurring discourse, or text, spoken or written
(Stubbs, 1984: 206).

A set of mutually relevant texts can be said to constitute
discourse, a progression of occurrences that may be
continued at a later time (Beaugrande, 1980: 2).

Sentences combine to form texts and the relations between
sentences are aspects of grammatical cohesion; utterances
combine to form discourses and the relations between them
are aspects of discourse coherence (Coulthard, 1977, 6).

A definition of the terms 'text’ or 'discourse’ requires the
definition of the term ‘sentence’, since text and discourse
cover any coherent set of sentences (Wirrer, 1979: 126 in
Vitacolonna, 1988: 428).

The place of the actual occurrence of the transsystematic
enity text is in discourse. A discourse may include only one
text. as in the case of the novel; or many texts,asin a
conversation. The text is delimited by the intention of its
producer to supply a set of mutually relevant elements, and
not simply by its grammatical completeness (Beaugrande,
1979: 472 in Vitacolonna, 1988: 428).



Thus, among these individual positions what is important is the
relationship between text and discourse and it is possible to
distinguish between:

(1) those who directly oppose text to discourse, so that 'text’ is very
often considered to be an abstract construct, while 'discourse’ is
viewed as the concrete or observational datum or vice versa;
(2) those who look at ‘text’ as a unit of ‘discourse’;
{3) those who consider 'discourse’' to he the place of the actual
occurrence of ‘text’;
(4) those who see 'discourse’ as a set of ‘texts’.

(Vitacolonna, 1988: 435)
But, still, all these definitions do not give a complete picture. The
investigation of texts has been the object of study of literary
studies (literature) for many years and no consistent or explicit
theoretical models of texts and no language theories to describe the
structure of the texts have been originated. When linguists
extended the methods of linguistic analysis to the level of ‘text,
researchers started to emphasize the importance of originating an
explicit theory that would define and explain a text completely.
But some researchers stated that no formal definition could be
given in purely linguistic terms. Thus, researchers in some other
fields of study like psychology and sociology started to deal with
texts. This multidisciplinary interest for texts required a multi-
disciplinary definition and finally this definition was introduced by
Beaugrande and Dressler:

A TEXT will be defined as a COMMUNICATIVE OCCURRENCE
which meets seven standards of TEXTUALITY (1981:3).

This definiton in a way integrated the findings of linguistics,
literary studies, psychology, and sociology and contributed a ot to
the evaluation and analysis of texts ( In this study, this definition



of Beaugrande and Dressler will be taken as the basis and the
sample texts will be analyzed in terms of this definition.) But in
order to understand Beaugrande and Dressler's concept of text
better, it is necessary to examine Beaugrande and Dressler's
concept of textuality. In the following section, the concept of
‘textuality’ will be studied and evaluated and their multi-
disciplinary approaéh to text will be revealed.

1.3. TEXTUALITY

As has been mentioned earlier, Beaugrande and Dressler define
a text as a communicative occurrence which meets seven standards
of textuality. According to Beaugrande and Dressler, the first
standard is called COHESION and:

... concerns the ways in which the components of the
SURFACE TEXT, i.e. the actual words we hear or see, are
mutually connected within a sequence The surface
components depend upon each other according to
grammatical forms and conventions. The GRAMMATI-
CAL DEPENDENCIES in the surface text are major signals
for sorting out meaningsand uses. All of the functions
which can be used to signal relations among surface
element)s are included under the notion of cohesion
(1981. 3).

The second standard is called COHERENCE and:

... concerns the ways in which the components of the
TEXTUAL WORLD, i.e. the configuration of CONCEPTS
and RELATIONS which uader/iethe surface text are
mutuvally accessible and relevant (1981: 4)
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Beaugrande and Dressler state that coherence illustrates the nature
of a science of texts as human activities. A text does not make sense
by itself, but rather by the interaction of text-presented knowledge
with people’s stored knowledge of the world.

The third standard of textuality is called INTENTIONALITY and
concerns the:

... text producer’s attitude that the set of occurrences
should constitute a cohesive and coherent text instrumental
in fulfilling the producer's intentions ... (1981: 7)

The fourth standard of textuality is ACCEPTABILITY and
concerns:

... the text receiver’s attitude that the set of occurrences
should constitute a cohesive and coherent text having
some use or relevance for the receiver (1981:7)

The fifth standard is called INFORMATIVITY and concerns:

... the extent to which the occurrences of the presented
text are expected vs. unexpected or known vs. unknown-
certain (1981: 8-9)

The sixth standard of textuality is called SITUATIONALITY and
concerns:

... the factors which make a text RELEVANT to a SITUATION
of occurrence (1981: 9)



The seventh standard of textuality is called
INTERTEXTUALITY and concerns:

. the factors which make the utilization of one text
dependent upon knowledge of one or more pre-
viously encountered texts (1981: 10)

According to Beaugrande, of these seven standards, two of them
are text-oriented (cohesion and coherence), two are psychological
{intentionality and acceptability), two are social (situationality and
intertextuality), and the last, computational (informativity) (1980:
21).

STANDARDS OF TEXTUALITY

text-oriented psychological social computational
- cohesion - intentionality - situationality - informativity

- coherence - acceptability - intertextuality

Fig. 2: Classification of the standards of textuality

But Beaugrande continues and states that “close investigation
shows that none of the criteria can be appreciated without
considering all four factors: language, mind, society, and
processing” (1980: 21), and this requires an interdisciplinary
research.
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- Later Beaugrande and Dressler distinguish between constitution
and regulation of textual activity: the above mentioned standards
of textuality figure as CONSTITUTIVE PRINCIPLES and should
create and define the activity. These principles should be
supplemented by REGULATIVE PRINCIPLES. They identify three
regulative principles:

(1) efficiency (refers to the minimum expenditure of effort by the
participants in comunication);

(2) effectiveness (refers to the quality of text, leaving a strong
impression on the receiver and thus contributing to his
judgements);

(3) appropriateness (regulates the activity so that the setting and
the ways of upholding textual standards would agree for a
successful communication) (1981: 11).

We can display the features of ‘text’ in terms of Beaugrande
and Dressler’'s point of view as in Fig. 3.

1.4. PROBLEM

After linguists had extended the linguistic analysis to the level
of text, the main problem of linguistic research was to understand
the connectivity and continuity in texts. For many years, it has
been believed that the successive sentences of texts and some
linguistic structures and items used in these sentences indicate the
connectivity and continuity of texts. In other words, certain
linguistic items of a text refer to another item in the text, or are
replaced by another in the following sentences. As a result of this,
linguistic research used to focus on the study of surface structures

12
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of texts. But, later, in the light of more recent developments in text
linguistics, it became evident that the components of texts are not
only combined at the surface level, but also in their deep structure.

TEXT
(communicative occurrence)

CONSTITUTIVE PRINCIPLES REGULATIVE PRINCIPLES
(Standards of textuality) - efficiency
- effectiveness
- appropriateness
text-
oriented
- cohesion
- coherence
psychological
- intentionality
- acceptability
social
- situationality
- intertextuality
computational
- informativity

Fig.3: The features of text in Beaugrande & Dressler approach



It has been seen that certain relations constructed among the
concepts presented in texts signal a kind of connectivity and
continuity in the deep structure of texts. To make a distinction
between these two Kkinds of connectivity and continuity,
Beaugrande (1980) presented the terms ‘'surface connectivity' and
‘conceptual connectivity’ and labelled the first as ‘cohesion’ and the
second as ‘coherence’. He suggested that one should evaluate the
elements of the surface structure of a text as the indicators of the
concepts and relations underlying the deep structure of a text.
Thus, in any textual communication, a text receiver should be able
to construct relations among the concepts presented in the
underlying structure of a text.

Besides this, the investigation of texts required the
investigation of different types of texts and as a result, linguists
faced the problem of 'text typology'. In the past, in the domain of
linguistic typology, several efforts were powerful. For example, in
descriptive linguistics, typology used to center on minimal pairs,
ie. on distinctive features, phonemes, morphemes, etc. In
transfor mational-generative grammar, typology centered on a set
of basic sentence patterns and classes of rules for building other
patterns. Related to text typology, as Biber states, numerous
studies have attempted to document the nature and extent of
linguistic similarities and differences among varjous kinds of texts
(1989: 3), but none of these studies could offer a means of
classifying texts as occurrences in communicative interaction.
While concentrating on the problem of text typology, linguists also
realized the importance of defining a ‘text type' and several
scholars presented different definitions. Among these scholars,
Beaugrande has made an important contribution and defined a text
type as follows:

14



A text type is a distinctive configuration of relational
dominances obtaining between or among elements of:
(1) the surface text. (2) the textual world: (3) stored
knowledge patterns: and (4) a situation of occurrence
11980: 197).

According to Beaugrande, the relevant dominances can apply to
elements of any size, according to circumstances and without
stipulating exactly what a text must look like for a given type,
these dominances powerfully influence the preferences for
selecting, arranging, and mapping options during the production
and processing of the text (1980: 197). Beaugrande identifies
basically eight types of texts and calls them ‘conventional
categories’ of texts.

In the first category of texts we have DESCRIPTIVE texts. In
descriptive texts, the control centers in the textual world are in the
main ‘object’ and ‘situation’ concepts whose environments are 1o be
enriched with a ‘'multiple directionalily’ of linkage. The link types
of 'state’, ‘attribute’, ‘instance’, and ‘specification’ are frequent. The
surface text reflects a corresponding density of ‘modifier’
dependencies. The most commonly applied global knowledge
pattern is the frame’.

In NARRATIVE texts, the control centers in the textual world
are in the main ‘event’ and 'action’ concepts which are arranged in
an ‘ordered directionality’ of linkage. The link types of ‘cause’,
Teason’, ‘enablement’, ‘purpose’, and ‘time proximity’ are frequent.
The surface text reflects a corresponding density of ‘'subordinative’
dependencies. The most commonly applied global knowledge
pattern is the ‘'schema’.

15



In ARGUMENTATIVE texts, the control centers in the textual
world are ‘entire propositions’ which are assigned values of
truthfulness andf reasons for belief as facts; often there is an
opposition between propositions with conflicting value and truth
assignment. The link types of 'value’, 'significance’, ‘cognition’,
‘'volition’, and ‘reason’ are frequent. The surface text contains a
density of ‘evaluative expressions. The most commonly applied
global knowledge pattern is the ‘plan’.

In LITERARY texts, the textual world stands in a principled
alternativity relationship to matchable patterns of knowledge
about the accepted real world. The intention is to motivate, via
contrasts and rearrangements, some new insights into the
organization of the real world.

In POETIC texts, the alternativity principle of literary texts is
extended to the ‘interlevel mapping of options', e.g. sounds, syntax,
concepts/relations, plans, and so on. The increase of producer
motivation and receiver focus is more intense, so that text
elements are assignable 'multiple functions'.

In SCIENTIFIC texts, the textual world is expected to provide an
optimal match with the accepted real world unless there are
explicit signals to the contrary. A more exact and detailed insight
into the established organization of the real world is intended.

16



In DIDACTIC texts, the textual world must be presented via a
process of gradual integration, because the text receiver is not
assumed to already have the matchable knowledge spaces that a
scientific text would require.

In'CONVERSATIONAL texts, there is an especially episodic and
diverse range of sources for knowledge. The surface organization

assumes a characteristic mode because of the changes of 'speaking
turn' (1980: 197-98).

In the light of these considerations, narrative text type will be
investigated in this study and Turkish narratives will be analyzed
in a text linguistic framework with specific emphasis on coherence,
i.e. the underlying concepts and relations found in narrative text
type will be analyzed. In the analysis of Turkish narratives from a
text linguistic viewpoint, the writer of this study will try to find
answers to the following questions:

(1) What are the features that characterize Turkish narrative as a
text type when analyzed in terms of coherence? and,

(2) What constitutes coherence in Turkish narratives - what sort of
deep structure relations are involved in Turkish narratives?

1.5. AIM AND SCOPE

The basic aim of this study is to analyze Turkish narrative texts
from a text linguistic point of view. In this analysis, the features of
Turkish narrative text type will be displayed and the problem of
coherence within narrative texts will be discussed. Therefore, this
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study also aims to identify the concepts and relations that establish
coherence in Turkish narrative texts, and the work of Beaugrande
and Dressler (1981) will be taken as the basis of all the analyses
and discussions in this study. The study will try to represent the
narrative text content as a conceptual/relational semantic network.

In this dissertation, only written Turkish narrative texts will be
taken into consideration; oral narratives are left out of the scope of
the study because the writer believes that the analysis of oral
narratives requires perhaps a somewhat different way of
investigation. Also, in this analysis, only the standard of coherence
will be emphasized; the other standards of textuality will not be
taken into consideration as we believe that the connectivity and
continuity of narrative texts can be revealed through the study of
the underlying concepts/relations in narrative texts and these
concepts and relations can only be displayed with specific
emphasis on the standard of coherence.

1.6. HYPOTHESES

The writer of this study assumes that when Turkish narrative
texts are analyzed in the framework of text linguistics, the
following dominances can be encountered:

(1) arrangement of actions and events in a particular sequential
order,

(2) a frequency of conceptual relations for cause, reason, purpose,
enablement, and time proximity,

{3) density of subordinations in the surface text, and



(4) application. of schema as a global knowledge pattern.
This study will try to show the above mentioned dominances in
Turkish narrative texts.

It is also assumed that in any textual communication, the whole
communication process, i.e. the production and reception of any
text, depends on the existence or non-existence of coherence, that
is to say, the mutual dependence of concepts and relations
underlying the. constitution of texts. It is assumed that there
exists such an underlying conceptual/relational network in Turkish
narrative texts.

This study also assumes that if narrative texts are investigated
and analyzed in a text linguistic framework, such studies will
provide new insights to our understanding of literary texts.
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CHAPTER 11

REVIEW OF LITERATURE

Since the beginning of the early 1960s, some linguists have
turned their interest away from the ‘sentence’ as the upper limit of
linguistic analvsis and started to deal with a larger unit 1ext’ as the
basic unit of language and linguistic analysis, and consequently, we
see the emergence of a new field of study often referred to as ‘text
linguistics' today.

Before we deal with some contemporary studies in text
linguistics, it may be necessary to give a brief historical
background and evaluate the more traditional approaches to assess
the development of the notion of text in a historical perspective.
Therefore, the following section will be a quick review of the more
traditional approaches that have contributed a lot to the
development of text linguistics.

I1.1. HISTORICAL BACKGROUND FOR TEXT LINGUISTICS

One major historical source for text linguistic studies is usually
considered to be ‘classical rhetoric. Linguists talk about a close
parallel hetween rhetoric and modern text linguistic studies.
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Rhetoric is a discipline that emphasizes the ‘creative aspect’ of
language. The main assumption of rhetoric is that there is a right
wav to put arguments and other kinds of discourses together.
Rhetoric tries to teach trainee orators how to use the possibilities of
language in an effective way in a formal oral discourse. Scholars
dealing with rhetoric believe that the use of language in an
effective way can be taught to people: in this sense rhetoric can be
considered ‘prescriptive’ in nature.

The contribution of classical rhetoric to text linguistics lies in
the fact that it was the first text-based discipline to take into
consideration various aspects of texts, the participants, and the
textual elements (Durmusoglu, 1983: 36). The importance of
rhetoric for the modern text linguist lies in the following factors:
(1) its rather precise definition of the possible linguistic operations
underlying the production of ‘well-formed’ texts, and
{2) its localization of the text in the entire communication process
and its formation of a rudimentary text typology
{Durmusoglu, 1983: 36-7).

As a summary, it can be said that rhetoric puts considerable
emphasis on the formation of different text types in accordance
with the pragmatic aspects of text production but it does this in a
prescriptive manner.

Another discipline which is also concerned with the production
- and evaluation of textsis 'literary criticism’. Literary critics, in
their analysis of literary texts, have usually followed subjective
methods and used highly impressionalistic terminology. They
believe that each work of art is unique and therefore requires a
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unique explanation and the critic should try to explicate the
message of the writer as he understands it in terms that can make
the significance of the writer. Literary critics tried to explain the
‘whole text from an aesthetic’ point of view.

Although the investigative unit of both literary criticism and
text linguistics seems to he the text, the concern of literary studies
is the production and aesthetic evaluation of texts as literature,
whereas the study of text linguistics is an adequate, descriptive
and explanatory study of texts which occur in natural languages.

Rhetoric has been influential between the [2th and 18th
centuries but lost much of its popularity at the beginning of the
19th century because of the emergence of comparative linguistics
and the birth of structural-descriptive analysis of language at the
beginning of the 20th century.

After the emergence of structural linguistics, the analysis of
language focused on the sounds and forms in languages, and the
'sentence’ soon became the central entity of linguistic theory.
Linguists tried to find out the structures that are grammatical or
acceptable but did not study the larger units such as sentence
sequences, paragraphs, or texts. Studies on structure led linguists
away from the consideration of meaning, and did not help much to
the development of textual studies.

Another group of linguists known as 'the Prague School’
linguists, on the other hand, tried to deal with a wider spectrum of
language problems. These linguists started to emphasize the study
of meaning and the function of texts.



The most important.contribution of the Prague School to text
linguistics can be seen in the studies taking into consideration the
textual factors such as ‘newness and oldness’ of information in
context. The Prague School linguists studies have become known
in the current linguistic literature under the title Functional
Sentence Perspective' (FSP). This designation suggests that
sentence elements can function by setting the knowledge they
activate into a perspective of importance or newness (Beaugrande
and Dressler, 1981: 20). The general assumption of FSP can be
summarized as follows:

(1) it is possible to draw a distinction between new’ and ‘old’
information in any sentence;

(2) there are segments in a sentence that are dependent on
previous and subsequent discourse;

(3) some segments are of greater communicative importance than
others;

(4) there is a neutral and an emphatic way of saying something,
the two are distinguishable through word order and stress
{Palkova and Palek. 1977: 213).

The main points mentioned above may be giving an impression
that linguists of FSP have directed their attention to the description
of the sentence form from the point of view of its use or function in
a given situation. But later, some scholars like Danes tried to
formulate an interrelation between FSP and the organization of
text on the basis of the concept of ‘theme’ (old information) and
theme (new information). Danes introduces his notion of
‘thematic progression’ as follows:

The text connexity is represented, /nfer alia, by the
thematic progression(TP). By thisterm we mean the
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choice ordering of utterance themes, their mutual
concatenations and hierarchy, as well as their
relationship to the hyperthemes of the superior text
units (such as paragraphs and chapter . ) to the whole
text. and to the situation. Thematic progression might be
viewed as the skeleton of the plot. (1974 qtd in
Durmusoglu. 1983 55)

However, the Prague School linguists have been highly
criticized since their analysis of texts in terms of theme and rheme
and thematic progression is not considered very straightforward.
Their way of analyzing texts does not take into consideration the
semantic ties between the successive sentences of texts. Linguists
criticizing the Prague School linguists believe that these semantic
ties cannot be analyzed in terms of theme and rheme relations, and
therefore the nature of texts cannot be explained in terms of
information structure and theme progression alone.

-Around 1950s, some of the American structuralists started to
talk about the incompleteness of descriptive linguistics at the
sentence level, and emphasized the importance of the studies going
bevond the level of sentence. The first linguist to go beyond the
level of sentence in his analvses is Z. Harris. He proposed to
analyze the distribution of morphemes in texts according to
‘equivalences” relationships in which elements were the same or
had the same environments (Beaugrande and Dressler, 1981: 21).
Harris was also criticized as he did not pay any attention to the
meaning of the elements of the sentence and their function in a
communicative situation. Later, his pupil N. Chomsky, redirected
linguistic analysis towards the study of sentence structure and
linguists once again started to concentrate on the problems of
grammaticality and the function and organization of language
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ahove the sentence level was ignored. Transformational-
Generative Grammar (TGG) presented by Chomsky failed to help
the development of textual studies as it has ignored the semantic
aspects of language.

After reviewing the more traditional approaches. taking into
consideration the level of text, we can now have a look at the
development of text linguistics as a field of study.

I1.2. THE DEVELOPMENT OF TEXT LINGUISTICS

Beaugrande identifies three main phases of text linguistics as
follows:
{1) the earliest phase (lasting into the later 1960s); only a few
sharp proposals that the text oughi to be the main object of
linguistic study;
(2) linguistics beyond the sentence (around 1968); the tendency to
look at texts as sentence sequences;
(3) the interdisciplinary approach {after 1970s); the concern with
texts in fields like sociology, computer science, and psychology
studying the processes by which language is utilized by human
beings (1980 xi-xiv).

In the first phase we can mention the names like Coseriu and
Hjelmslev. Even though these two linguists cannot be considered to
be the founders of text linguistics. vet their definitions deserve
attention,
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In the middle of the fifties, Coseriu acknowledged the existence of
text linguistics. He asserted that research on language demands
the investigation not only of speakers knowledge of a language,
but also of techniques for converting linguistic knowledge into
linguistic activity (Beaugrande and Dressler, 1981: 22}
Beaugrande and Dressler state that Coseriu employs the notion of
'determination’ to show how word meanings can be applied, e.g. via
“discrimination” (picking among possible referents of an
expression), “delimitation” (singling out certain aspects of
meaning), and “actualization” (making potential knowledge
currently active), each of these having subtypes dealing with
identities. individualities, quantities, class inclusions, specifications,
distinctions, and specializations. Coseriu then presents an elaborate
classification of "settings” based on such factors as cultural, social,
cognitive, and historical surroundings, degree of mediation
between text and situation, and range of content being addressed
(Beaugrande and Dressler, 1981:22).

If, however, we want to look for more concrete points, we have
to turn to Hjelmslev. He claims that the “objects of interest to
linguistic theory are texts” (1961: 16 qtd. in Vitacolonna, 1988:
422). Yet, he does not exactly define what a text is. He only
mentions that “"the text is a chain and all the parts {e.g. clauses,
words, syllables, and so on) are likewise chains..” and emphasizes
that the analysis of a text is a "constantly continued partition” {qtd.
in Durmusoglu, 1983: 63). He suggests that a 'whole text’ should be
the main focus of any linguistic analysis and in this analysis one
should use various criteria of partitioning in dividing the different
units of the text. Hjelmslev states that it is impossible to have a
text without a language lying behind it. He defines language as "...
a paradigmatic whose paradigms are manifested by all purports”
(1961: 109 gtd. in Vitacolonna, 1988: 422)



Hjelmslev was not actually interested in explaining what a text
is. but he dealt with the description of the system lying behind the
text, i.e. his theory is not a theorv of the text. but a theory through
the text, as Conte states (1977: 25 qtd. in Vitacolonna, 1988: 422),

The studies mentioned above reveal that until the middle of the
60s, text linguistics was not undertaken seriously. But around
1964 Hartmann, who is often referred to as the pioneer of text
linguistics, wrote his famous paper "Text, Texte, Klassen von
Texten" which is usually considered to be the starter of text
linguistics.

Hartmann's paper has been very influential in the field of text
linguistics because in his paper he empasized the transition from
sentence linguistics 1o text linguistics and mentioned the need for
an explicit text study within linguistic studies. According to
Hartmann, a text is "a fundamental linguistic sign and the principal

-occurrence of language” (qtd. in Durmusoglu, 1983: 63). Besides
the formal units of language (texts), he was also interested in the
communicative interaction in spoken and written forms of
language. For him, a process of communication consists of a
sequence of sentences related to each other and these sentences
together form a text, and therefore the texts should be examined
analytically and these studies can bring explicitness to the formal
study of language.

After the presentation of this paper by Hartmann, text
linguistics entered the second phase of its development during
which texts were considered as sentence sequences. In this period,
many models and methods emerged but we can only review a few
of these methods in this short review.
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Undoubtedly the contribution of Harweg to text linguistics is
very important. Among the text linguistic studies, some analyses
have structural nature and Harweg's analysis represents this
structural view,

In 1968, Harweg introduced his model which is today known as
substitutional text linguistics. (Harweg states that there were
some other substitutional models before his own model but those
models cannot be modets for text linguistics). Harweg believes that
the traditional substitution models like ‘'the restricted
substitutional model’ and ‘the unrestricted substitutional model
cannot be of any use for the explanation of text linguistic
phenomena, particularly the explanation of text constitution (qtd.
in Harweg, 1977: 249). For this purpose, Harweg suggests a
substitutional model within which the terms ‘substituendum’ and
‘substituens’ do not, within the matrix of a text, occur instead of
each other, but one after the other- a model which, by this fact is
able to account for the syntagmaticalness of text constitution.
Harweg says " | have designated the notion of substitution
underlying this model by the term ’'syntagmatic substitution'
(1977: 249). Hence, as a reaction to Hjelmslev's paradigmatic
analysis Harweg introduces a syntagmatic analysis. In his model,
Harweg tries to uncover structural mechanisms that bind a text
together and thus assure its coherence.

According to Harweg, text coherence is achieved through
substitution of certain linguistic items for others in a sequence of
sentences. In other words, text coherence is established by a series
of substitutions of ‘pro-forms' and Harweg defines a pro-form as
follows:
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expressions of identical or different morphological
form designating the same object and replacing each

other in texts under certain conditions { qtd. in Rieser
1977.7

LAY AR A N

Rieser states that Harweg's ideas did not explain the properties
that a piece of natural language must have to constitute a text
{1977: 8). On the other hand, Harweg states that he had based a
definition of text on his syntagmatic substitution as follows:

... a text is a succession of linguistic units (or more
precisely of grammatical seatences) that is built up
by an uninterrupted chain of syntagmatic substitutions
(qud. in Harweg, 1977:253)

Harweg also suggests that the substituenda have the function of
.marking the beginning of a text, whereas the substituentia function
as a means of connecting successive sentences and have the
function of continuing the text.

As Harweg himself states, his syntagmatic substitution model
has been repeatedly criticized (1977: 254). He is usually criticized
because his model cannot explain {and is not sufficient for) the
constitution of texts. Rieser states that Harweg's proposal resulted
in an ‘open’ taxonomy of pro-forms, nevertheless, it has to be
mentioned that Harweg has made a valuable contribution to
research into mechanisms of text structure (1977: 9). His
description of pro-forms can be used to explain how sentences
within a text link together to form a coherent text.



Another very important structural model has been presented
by Weinrich. He bases his textual analysis on an extension of the
structural analvsis of sentences, and he suggests that the task of
the text linguist is to find out whether a sequence of sentences is
coherent or not. For him, surface elements are responsible for the
coherence of a text and coherence can be analfyzed in terms of the
‘verbs' used in a text. He proposes different parameters for verbs
like, the verb being active, passive, present, past, affirmative,
negative, whether the verb is in the subjunctive or indicative
mood, how many nouns it dominates, etc. (Durmusoglu, 1983: 66).

Although Weinrich's model had an originality to some extent, it
cannot be accepted as an explicit model that would explain the
coherence of texts as coherence cannot always be achieved through
verbs. Another point that has to be mentioned is that Weinrich's
model does not pay any attention to the semantic factors that play
an important role in text constitution and the textual analysis of
texts.

Up to the 70s, linghists insisted on the idea that texts should be
the ultimate unit for linguistic investigation, and they treated texts
as sequences of sentences. At the beginning of the 70s, different
theories began to have influences upon text linguistic research and
linguists felt the need to turn attention towards the different
theories presented in fields like sociology, psychology, and
computer science and these studies start the third phase of text
linguistics.

At the end of the 60s and at the beginning of the 70s, a common
feature of linguistics was to devise an ‘integrated theory’ that
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would explain the different aspects of language. Petofi (1977:35)
states that main trends in linguistics can serve as an introduction
into a particular scope of integration in linguistic studies and gives
a short characterization of those trends as follows:

(1) By applying the method of American descriptive linguistics or
of other structuralist schools the scope of aspects investigated is
from the outset limited to the analysis of certain oppositions
occurring on various levels; research is based on a corpus and
results in a taxonomy.

(2) The method used in generative linguistics enables one to
integrate descriptions of the phonological, svntactic, and
linguistico-semantic aspects. Research in generative linguistics
deals with the notion ‘competence’ which also requires
psychological explanation.

{3) Speech act theory can be seen as a necessary addition to (and
modification of) generative linguistic theory. Research
concentrates on the different conventions on which speech acts are
based.

{4) Montague grammar can be seen as a correction of generative
linguistic theory. Montague extended the scope of generative
grammar to include logico-semantics and formal-pragmatics into
his theory.

{5) Text linguistics deals with the question whether it is necessary
to analyze structures bevond the frame of the sentence With
respect to the methods used, the different text linguistic programs
vary as do the various schools of sentence-centered grammars.

{6) The main concern of the theory of verbal communication and of
non-formal pragmatic studies is the analysis of natural languages
in communicational settings, including the treatment of intentional
meaning. In this context it is usual to speak of so-called
‘communicative competence’.

(7) The theory of verbal communication was further expanded by
its application to the analysis of literature to include research in



32

and description of fexz production and text production{1977:35-6).
Petofi emphasizes that if one wants to formulate an integrated
theory, he has to establish one that goes beyond the scopes of the
above mentioned trends.

Following this line, Rieser, Petofi, and van Dijk tried to
construct text linguistic theories based on transformational-
generative theory and today they are known as 'text grammarians’.

Text grammarians tried to extend the scope of generative
grammar by postulating that not sentences but texts should be
considered the natural domain of generative grammar (Rieser.
1977: 8), and this presupposes that basic concepts in linguistic
theory such as ‘competence’ and ‘performance’ would have to be
formulated in relation to texts- sentence competence and sentence
performance should be based on text competence and text
performance. They also suggest that text grammar consists of rules
which allow a text symbof to expand into symbols for sentence
sequences. These symbols for sentence sequences could then be
expanded into sentence symbols. These rules were supposed to
reflect the ‘hierarchical’ organization of supra-sentential structures
(Rieser, 1977: 9). In other words, according to text grammarians
‘text’ is the basic element of grammar; therefore, the grammar of a
language must be able to generate all the possible well-formed
texts.

Petofi, in his attempt to redirect transformational-generative
grammar, presents a formal semiotic text theory: the so-called
text-structure world-structure theory' (TeSWeST) (1977: 38). He
summarizes his theory as follows:
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{a) the assigning of (all possible) syntactic {(intensional-semantic)
representations to natural [anguage texts,

(b} the world-semantic (extensional-semantic) interpretation of the
individual intensional-semantic representations,

(c) the generating of syntactic (intensional-semantic)
representations, and

id) the comparing of a text of the intensional-semantic
representation, and of the extensional-semantic representations of
a text with other texts, the intensional-semantic representations of
other texts, and the extensional-semantic representations of other
texts, respectively (1977: 38).

Petofi introduces the main components of TeSWeST as follows:

_ the Text Grammatical Component (TGrC),

the World-Semantic Component (WSeC), and

the Lexicon Component (1977: 38).

According to Petofi, WSeC dominates the structure of the TeSWeST.

Under the influence of Generative Semanticists. Petofi (1971)
added a semantic component to his theory of TeSWeST (qtd in
Rieser,1977: 10), and in 1972 he tried to develop a machinery for
the description of text coherence and his revised ideas appeared in
1975 where a text semantic representation consists of the
following components:

the set of descriptions of objects referred to in the text,
the set of propositions represented in the text,

the set of text sentences,

the set of the so-called ‘thematic nets’ a thematic net
contains all the propositions describing some property
of a discourse object,

the net of time reference,

the set of communicative nets; a communicative net
contains all the propositions realized in a communication
situation,
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the reference-relation-diagram, which fixes the relation-
ship between the discourse objects (qtd. in Rieser, 1977:13)

We can summarize the rules of Petofi's theorv as follows:
(1) a formation rule system, ‘
{2) a transformational rule system,
{3) a lexicon, ,
(4} an algorithm for the analysis of texts- to analyze a text means
to assign to any given text... all of its possible syntactico-semantic
representations,
{5} an algorithm for the synthesis of texts- to synthesize texis
means to generate all types of text-bases,
{6) an algorithm for the comparison of texts- to compare texts
means to establish the syntactico-semantic relations between any
two given texts unambiguously (qtd. in Durmusoglu, 1983: 70).

In conclusion. in Petofi's model texts are taken as the
combinatory product of a lexicon that makes use of the formation
rules which generate abstract, non-linear structures, which are
then in turn transformed into the surface text. But Petofi has been-
highly criticized as he has not stated clearly how these components
worked together in the analysis of actual texts.

Another attempt to construct an integrated language theory can
be seen in the studies trying to bring together text linguistic
theories and communication theories. The assumption underlying
these attempts is that languages are communication-oriented and
therefore the linguistic investigation of the languages must be able
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to describe and explain the internal structure of sentences and
texts as well as the conditions and rules underlying successful
communication (Schmidt, 1977: 47). In other words, language is a
form of social interaction primarily realized through verbal
communication in the form of texts and these texts cannot be
analyzed sufficiently if one does not pay any attention to the
analysis of the factors like ‘situation’, 'the speaker’, his ‘intention’,
his ‘background knowledge’, his knowledge of the communication
partner(s), the social relations and norms, etc. as these are the
major factors that influence the whole communication process.

Schmidt, one of the representatives of communicative text
theories, explains the reasons that led linguists to try to consiruct
communicative text theories as follows:

{1} the restricted models of language of structuralist and
generative linguistics,

{2) the works of philosophers of language like Wittgenstein,

Austin, and Searle and works by Marxist psychologists like Seve,
Wygotski and Leont'eve that gave way to ‘'verbal communication’
studies, :

{3) this new approach to language as a form of social interaction
encouraged empirical research in spoken evervday language, its
rules, conventions and special features,

(4) the hypothesis that a natural language is not at all a
homogeneous sysitem but a framework that integrates very
different kinds of 'languages’, i.e. ways to communicating by means
of verbal signs (1977: 48).

Schmidt explains the important tasks of a communicative text
theory as follows:
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(1) to define the context of communication as clearly as possible,
(2) to describe socially formed and acknowledged types of texts.
and

(3) to offer an adequate explanation of the process of verbal
communication, i.e. an account of the process of understanding
verbal texts (1977: 51-2).

Schmidt also introduces a communicative text theory which is
often referred to as ‘Marxist communicative text theory'. Here,
Schmidt presents the concept of ‘communication strategy and
defines it as follows:

By communication strategy we understand a plan for an
optimal relization of communicational intentions, a plan
which represents the objective and subjective elements
and conditions involved in processes of communication
and which determines the internal and external structure
of a text: the verbal text is derived from this strategy (qtd.
in Schmidt, 1978.53).

Durmusoglu summarizes the basic principles of the Marzxist
communicative text theory as follows:
{1) linguistic communicative activity is always a part of
superordinate human activity;
(2) social relations and the corresponding social activities
determine the communicative requirements;
{3) the superordinate activity, its aim and the communicative
conditions determine the nature of the communicative task;
(4) communicative intentions are closely connected with the text
producer; :
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{5) any text produced consciously is structured in content and form
according to a communicative plan which is defined as a strategy
(1983: 74).

Schmidt's approach to text analysis starts from the text as a
whole rather than the elements of the text, and the basic task is to
analyze the communicative acts in terms of the situational
elements of communication and the concepts like intention,
receiver, sender, etc.

In the meantime, the British linguists Halliday and Hasan
approached the problem of text from a different theoretical
viewpoint and started their text studies from a Tfunctional
approach.

According to Halliday, language is related to the social structure
and therefore the nature of language should be explained in terms
of its function in the society. He distinguishes three functions of
language:

(1} interpersonal- the function of establishing maintenance and
Specifying relations between members of societies,

(2) ideational- the function of transmitting information between
members of societies, and

{3) textual- the function of providing texture, the organization

of discourse as relevant to the situation.

Halliday (1973) provided definition of text on the basis of the
above mentioned functions of language. Among these functions,
textual function is concerned with the creation of text and Halliday
states that:



... it is through this function that language makes links
with itself and with the situation; and discourse becomes
possible because the speaker or writer can produce a text
and the listener or reader can recognize one. A textisan
operational unit of language... the 'textual function is not
limited to the establishment of relation between sentences:
it is concerned just as much with the internal organization
of the sentence. with its meaning as a message both in
itself and in relation to the context (qtd. in Vitacolonna,
1988 425-26)

According to Halliday, the textual component is the significant part
of any language study because this textual component contains the
'semantic component’ that creates text. (However, Halliday cannot
be considered the first linguist to recognize the textual component
of language. Prague School linguists had identified this component
of language long ago. See pg) According to Hasan, this semantic
component is achieved through ‘cohesion’ and cohesion refers 10
relations of meaning that exist within the text and provides
texture’. Hasan defines her concept of texture as follows:

"Texture is the technical term used to refer to the fact that
the lexicogrammatical units representing a text hang
together- that there exists linguistic cohesion within the
passage (1977:228).

Halliday and Hasan's concept of cohesion has an important place
in their functional model for texts. According to Halliday and
Hasan, there is only one principle that binds a text together, and
that is cohesion: "... cohesive ties between sentences stand out more
clearly because thay are the ONLY source of texture” (1976: 2), and
they define cohesion as follows:
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Cohesion occurs where the interpretation of some element
in the discourse is dependent on that of another. The one
that presupposes the other in the sense that it cannot be
effectively decoded except by recourse to it (1976 4).

Halliday and Hasan (1976) distinguish different categories of
cohesion: reference, substitution, ellipsis, conjunction, and lexical
cohesion. Later (1977) Halliday distinguishes four categories of
cohesion: referential cohesion, substitutive-elliptical cohesion,
conjunctive cohesion, and lexical cohesion.

{1) Referential Cohesion

Referential cohesion is achieved by the use of personal pronouns
(he, she; his; hers, etc.), demonstratives (this, those, etc.), and
comparatives (better, more, worse, etc.). They are the items which
are interpretable only by ‘reference’ to something other than
themselves.

(2) Substitutive-elliptical Cohesion
This kind of cohesion occurs when a certain item in the text is
replaced by another or ommitted altogether in order to avoid the
repetition of the same item. Halliday and Hasan (1976) distinguish
three types of substitution and ellipsis in English: (a) nominal, (b)
verbal, and (c) clausal.

(3) Conjunctive Cohesion

It is a form of cohesion that links any pair of neighboring sentences
with the help of cofjunctives. One can study this kind of cohesion
under four headings: (a) additive, (b) adversative, {c) causal, and
(d) temporal.
(4} Lexical Cohesion '
Lexical cohesion is distinguished as another type of cohesion by
Halliday. It is thought to be achieved in two ways: (a) reiteration
(repetition of a lexical item or use of a general word, synonym,
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etc. torefer tothe same object) and (b) collocation (use of lexical
items that generally co-occur, e.g. hair, comb, curl, cut, etc.)

Halliday and Hasan's approach has been critisized because of its
being surface grammatical and in some ways structural. It is
helieved that their model cannot describe the semantic relations in
a text and does not pay any attention to the psychological factors in
the process of communication and text formation. Although
Halliday and Hasan state that the model of cohesion they have
originated is semantic in nature, it is limited to the relations on the

surface level of a text and cannot describe the underlying semantic
relation.

Another attempt to extend the principles of Transformational-
Generative grammar can be seen in the studies of T. van Dijk and
his grammar called text grammar’. van Dijk played a pioneering
role in applying transformational- generative principles to textual
studies. van Dijk claims that texts should be regarded as the
natural domain of grammar, and that a text grammar should be
able to "generate all and only the grammaticai texts of a fanguage”
{1972: 17). He states that "syntax and especially semantics could
not be limited to an account of sentences in isolation” and this
results "in attempts to elaborate so-called ‘text-grammars’ " (1981:
4). In the light of the ideas of transformational-generative
grammarians, van Dijk introduced his terms 'text competence' and
text performance’ which remind us the famous competence-
performance distinction of transformational-generative grammar.

According to van Dijk, the main function of a text grammar
should be to identify the grammatical texts of a language and a text
grammar should be able to assign structural descriptions to these
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well-formed, ie. grammatical texts. In addition to this, such a
grammar must also formulate rules for the semantic relations
between the sentences of a text (1981: 4).

The below six principles constitute van Dijk's text grammar:
(1) generating all and only the grammatical texts of a language,
t2) assigning structural descriptions to these generated texts,
{3) formulating rules and conditions to explain the properties of
inter-sentential relations,
i4) setting up rules for the description of 'macro-structure’ of texts,
{51 relating macro-structures with sequential structures of the text
through a set of transformational rules,
{6} formulating rules to form and relate semantic structures with

phonological structures of texts of a language (qtd. in Durmusoglu,
1983:71).

The early studies of van Dijk were very formal and very close
to transformational-generative theory. However, these early
studies of van Dijk were significant contributions to text linguistics
and gave way to his later studies. In his later studies, van Dijk
tried to work on the cognitive and pragmatic aspects of processing
texts but he mostly concentrated on storage and recalling of
information in text reception. His studies together with Kintsch
became famous in this framework (for details see chapter 111,p:75).

In Text and Context (1977) van Dijk tried to explore
fundamental topics of discourse studies, coherence, topic of
discourse and relations between the semantic and pragmatic
aspects of discourse. He suggested that the theoretical description
of utterances at the levels of syntax and semantics should be
complemented by the level of pragmatics, and the pragmatic
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description should emphasize the concept of appropriateness and
communicative context.

In the exploration of the problems in discourse studies, van
Dijk's suggestion is a propositional analysis; the analysis of
semantic relations between the propositions of the discourse. In
his analysis of connectivity, van Dijk puts emphasis on the natural
language connectives and states that the formal logical languages
are too far away from explicating the semantic relations between
the sentences or propositions of a discourse, because natural
languages combine their sentences pragmatically (1977: 88-91,
According to van Dijk, propositions determine the semantic
structure and coherence of a discourse and this takes place at two
levels: (1) microstructure- the local level of discourse or text where
the structure of individual propositions and their relations are
analyzed, and (2) macrostructure- a more global level of analysis
describing the discourse as a whole. He also asserts that there is
also a set of rules, namely macrorules, whose purpose is to relate
the analyses carried out on these two levels. Macrorules are of
three types:

(1) deletion (propositions that do not contribute directly to the
coherent text base may be deleted),

(2) generalization { a general proposition indicating an immediate
superset may be substituted for a set of propositions),

{3) construction ( a sequence of propositions constituting a
proposition that denotes a global fact may be ommitted). van Dijk
states that 'world knowledge' is required for the appropriate
operation of macrorules necessary to establish coherent text base
(1978: 68-9). In his book Macrostructures, van Dijk defines
macrostructures as .. higher-level semantic or conceptual
structures that organize the ‘local’ microstructures of discourse,
interaction, and their cognitive processing” (1980: v). According to
van Dijk, macrostructures are distinguished from other global




structures of a more schematic nature, which he calls
‘superstructures’: they are the global form’' of the macro structural
‘content’' (1980: v).

On the way of finding an integrated method to describe and
observe texts of natural languages, Beaugrande and Dresslers
approach can be considered as the most comprehensive. Their
approach is referred to as ’'procedural approach’ and it is
‘interdisciplinary’ in nature mostly drawing on a variety of related
disciplines, including cognitive psychology, sociology, anthropology,
and artificial intelligence.

In a procedural approach, Beaugrande and Dressler sav, instead
of breaking language studies into branches like syntax, semantics,
or pragmatics, one can study all the levels of language and describe
them in terms of their 'utilization’. For them, the discovery of units
and structural patterns, though still a central activity for
investigation, is not a goal in itself; instead, they say:

we are concerned with the operations which manipulate
units and patterns during the utilization of language
systems in application (1981: 33)

and they believe that the TEXT figures as the actual outcome of
these operations. Hence, a text cannot be explained as a
configuration of morphemes or sentences, rather, they say ..
morphemes and sentences function as operational units and
patterns for signalling meanings and purposes during
communication” (1981: 33).

43
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The advances on the social aspects of communication have
brought a new perspective to text linguistic studies. Scholars
dealing with texts realized that it is not enough to handle the
problems of textual communication only at the level of organization
_ but rather they should refer to the 'human processes’ that govern
the ‘production’ and the 'utilization’ of text in communicative
situations. The procedural approach, following this line, studies
texts in terms of their function in human interaction and the
emphasis is on the human processes of actualization and utilization
of texts in communication. Before we deal with these problems, it
may be necessary to have a quick look at the ideas of Beaugrande
related to the concept of text.

Beaugrande (1980) asserts that " .. the multi-level entity of
language must be the TEXT, composed of FRAGMENTS which may
or may not be formatted as sentences ( 1980: 11).  Later,
Beaugrande gives the essential distinétions between text and
sentence in which he reveals most of the important features of the
procedural approach. We can summarize these distinctions as
follows:

(1) The text is an ACTUAL system, while sentences are elements of
a VIRTUAL system. For him, a virtual system is the intersystem of
a natural language composed of elements like sounds, grammatical
forms, sentence patterns, etc. whose potential is not yet put to use;
a text, on the other hand, is an actual system, i.e. a functional unity
created through processes of decision and selection among options
of virtual systems (1980: 16).

(2) The sentence is a purely grammatical entity to be defined only
on the level of SYNTAX. The text must be defined according to the
complete standards of TEXTUALITY (for details see p: 9-11).

(3) Sentences are graded as "grammatical” or "ungrammatical”, but
a text is "acceptable” or "nonacceptable” according to a complex
‘gradation’ (Beaugrande states that the gradations of EFFICIENCY,
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EFFECTIVENESS, and APPROPRIATENESS are factors which control
what people say. According to him, the efficiency of a text results
from its utilization in communication with the greazest returns for
the feast effort so that PROCESSING EASE is promoted. The
effectiveness of the text depends upon its intensity of impact on
lext receivers, promoting PROCESSING DEPTH, and upon its
coplribution toward the producers godal constituting the
RELEVANCE of text materials to steps i a2 plan  The
appropriateness of a text depends on the propaortionality berween
the demands aof 2 communicative situation and the degree 10 which
slandards of textvaliry are upheld(1980: 21)

(4) A text must be relevant to a SITUATION of OCCURRENCE, in
which a constellation of STRATEGIES, EXPECTATIONS, and
KNOWLEDGE is active. This wide environment can be called
CONTEXT (1980:12). ,

{15) A text is manifestation of a human ACTION in which a person
intends to create a text and INSTRUCTS the text receivers to build
relationships of various kinds. The sentence is not an action, and
hence has a limited role in human situations (1980:13).

(6) A text is a PROGRESSION between STATES: the knowledge state,
emotional state,. social state, etc The production and
comprehension of a text are enacted as progressive occurrences. In
contrast, sentences are the elements of a stable synchronic system
(ie. a system seen in a single, ideal state free of time) (1980:13 )
(7) SOCIAL CONVENTIONS apply more directly to texts than to
sentences. People's social awareness applies to occurrences, not to
grammatical rule Systems (1980:13 ).

(8) PSYCHOLOGICAL FACTORS are more relevent to texts than to
sentences (1980:14 ),

These points have important implications for the development
of Beaugrande and Dressler approach and these features can be
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considered as the bases of their so-called procedural approach.
Beaugrande (1980) implies the basic features of this approach as
follows: :

(1) MAPPING PROCEDURES (contro! the interaction of entities on
different language levels),

(2) DEFAULTS (assumptions made when no specifications are
given) and PREFERENCES (disposititons toward one option over
others),

(3) TYPES OF TEXTS,

(4) TEXTUALITY,

(5) TEXT UTILIZATION.

(6) TEXT COMPETENCE,

(7) INTERDISCIPLINARY CO-OPERATION (1980:14-5).

Besides their attempts to define and describe naturally
occurring texts, Beaugrande and Dressler are more interested in the
‘production’, and ‘reception’ of texts in a communication process
and this is the main aim of their procedural approach.

Beaugrande states that the activities involved in the production
and comprehension of a text can be explored in terms of ‘model-
building’ (1980: 24) and the participants in communication are said
to be building a text-world model’. Beaugrande defines the textual
world as follows:

The textual world is the cognitive correlate of the knowledge
conveyed and activated by a text in use... it is in fact only
present in the minds of language users (1980: 24)

According to Beaugrande and Dressler, the first phase of text
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production is PLANNING. In the communication process, a text
producer has the intention of conducting some goal via the text and
through 'means-end analysis’ the producer tries to calculate which
of various possible texts would make the greatest contribution
(1981: 39), and the chosen texts are integrated into the plan
through PLAN ATTACHMENT.

The setting of the goal and the choice of a text type is closely
followed by a phase of IDEATION. According to Beaugrande and
Dressler, "an idea is an internallv initiated configuration of content
providing control centers for productive, meaningful behavior,
including text production” (1981: 39).

Following ideation, a text producer enters a phase of
DEVELOPMENT. This phase helps him to expand, specify, elaborate,
and interconnect the ideas obtained in the phase of ideation. It is
like a search for stored 'knowledge spaces’, i.e. internally organized
configurations of content in mind (1981: 40).

Then comes a phase of EXPRESSION to which the content
accruing so far is relayed (1981: 40) and the search for expressions
to be used is a special instance of ‘problem-solving'. Already active
expressions will be taken as PREFERENCES.

The final phase of production is PARSING, ie. putting the
expressions relayed from the last phase into GRAMMATICAL
DEPENDENCIES and arranging them in a LINEAR format for the
SURFACE TEXT. (By linear, Beaugrande and Dressler mean that the
elements in.a grammatical dependency are arranged next to each
other in the progressive series (1981: 41) ).
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Beaugrande and Dressler, after outlining the process of text
production, state that the phases mentioned above should not be
envisioned as running in a neat time sequence with clear-cut
boundaries (1981: 42) because the 'intention of the text’ can
always affect these phases; therefore, the production must be
considered as an open-ended process whose termination is carried
out onlv when a threshold of satisfaction is attained according to
the intention of the text producer.

The RECEIVING of the texts follows a model of reversed
direction, i.e. the receiver has to begin with the surface text and
work downwards to reach the deeper phases. On receiving the
text, the surface text is parsed from the linear string into
grammatical dependencies by the receiver (1981: 43) and the
elements in those dependencies are the expressions which
ACTIVATE concepts and relations in mental storage. This phase is
called CONCEPT RECOVERY. Then comes the IDEA RECOVERY phase
in which the main ideas are extracted as the conceptual
configurations. After the discovery of the ideas comes the PLAN
RECOVERY phase in which the plans of the text producer are
extracted. Beaugrande and Dressler once again state that the
phases of reception, like those of production, need not be separated
by rigid boundaries (1981: 43). They mention the following factors
that would create variation in the intensity and duration of the
phases:

a) the receiver’s judgement of the text's quality;

{b) the degree to which the text's content should be integrated into
the receiver’s store of prior knowledge; and,

(c} the receiver's cognitive and emotional involvement in the
communicative situation.

(Beaugrande and Dressler suggest that text reception involves a
THRESHOLD of TERMINATION where the comprehension and
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integration of the text is deemed satisfactory; if the text is
important for the receiver, the threshold will be high (1981: 43).

Another essential occupation of the procedural approach is the
notion of TEXTUALITY. Beaugrande and Dressler state that one
who studies texts ought to find out what standards texts must
fulfill as texts are communicative occurrences which meet seven
standards of textuality (1981: 3). The standards of textuality are :
{1) cohesion, (1} coherence, (3) intentionality, (4) acceptability, (5)
informativity. (6) situationality, and (7) intertextuality (for details
see chapter 1, p:9-13). Beaugrande and Dressler state that these
standards function as CONSTITUTIVE PRINCIPLES of textual
communication, but these are not enough to define the behavior in
a textual communication. They suggest that there must also exist
REGULATIVE PRINCIPLES that control textual communication
(1981: 11). These regulative principles are: {1) efficiency,
(2) effectiveness, and (3) appropriateness (for details see p:44-5 ).

To sum up, in the procedural approach of Beaugrande and
Dressler, texts are considered as units of language in which
linguistic items are organized on the surface level via grammatical‘
dependencies and in their deep structure there are concepts and
relations which are signalled by the surface structure (Aksan,
1988: 87). To use texts effectively, efficiently, and appropriately
without disturbing the standards of textuality in a communication
process is a human activation and requires a knowledge of textual
communication which is found in the ‘textual competence' of the
humans. The textual competence consists of the following
knowledge and procedures:

(1) knowledge of the systemic constraints on the selection and
combination of options, -
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(2) knowledge of the beliefs, knowledge, and expectations shared
by the communicative group or society about the real world.

(3) knowledge of the repertories of options in virtual systems of
language,

(4) knowledge of text types,

(5) procedures for utilizing virtual systems during actualization,

(6) procedures for producing texts,

(7) procedures for receiving texts,

(8) procedures for maintaining textuality,

{9) procedures for regulating infor mativity,

(10} procedures for optimizing efficiency, effectiveness. and
appropriateness,

(11) procedures for re-utilizing text-acquired knowledge from
mental storage in tasks like recalling, reporting, summarizing, or
evaluating,

(12) procedures for monitoring and managing situations by using
texts,

(13) procedures for building, implementing, and revising plans
toward goals,

(14) procedures for predicting the activities of other participants in
communication and regulating one's discourse actions accordingly,
(15} procedures for maintaining communication despite
discrepancies, discontinuities, ambiguities. or non-expected
occurrences (Beaugrande, 1980: 25-6).

In this chapter we have reviewed some of the important
contributors to text linguistics and tried to summarize their
theories/models.



CHAPTER III

THE ANALYSIS OF NARRATIVES

Traditionally, the areas that have been most closely associated
with narratives and narrative analyses have been literature.
anthropology, and psychology. In recent years, the increased
interest in applying linguistic approaches to literary studies have
led to the emergence of modern linguistic theory as a contributing
discipline to literature and especially narrative analyses. The first
attempts to analyze narratives linguistically hold structural
principles and analyses. The following section is a review of the
structural analyses of narratives.

111.1. STRUCTURAL (SEMIOTIC) APPROACHES TO NARRATIVES

After the abandonment of the traditional subjective approach
'impressionalism’ in literary studies in favor of more objective
methods, scholars thought that structural linguistics might provide
a unified methodology for literary studies (Pavel, 1985: 85). As a
result of the attempts to find an objective methodology and under
the influence of structuralism in linguistics, a number of techniques
have been developed for the structural analysis of narratives.
Among these, the work of Propp can be considered as a pioneer
work and it is believed that his work has provided background for
what is, today, commonly known as French Structuralism'.



Vladimir Propp belonged to the school known as Russian
Formalism' and wrote his famous work Morphology of the Folk Tale
(1928, first English translation 1958) under the influence of the
notions of this school. According to Formalists, form' is a concept
comprising all the component parts which make up a work of art
and the process of creating a work of art involves the interaction of
forms. The Formalist's task is to observe and explain how the
forms interact. With this understanding, the Formalists try to find
analytic tools with which they can understand the interaction of
forms (Propp uses functions as analytic tools). The Formalists try
to understand ‘content’ of a work of art by examining its surface
structure. For them, the analysis of the surface structure is a way

of penetrating the content of a work of art (qtd. in Zeyrek, 1990:
16-7).

Propp, as a Formalist, analyzed a group of Russian folk tales and
discovered that folk tales have two types of components: (1) roles
which may be filled by a variety of characters, and (2) functions
which constitute the plot (Culler, 1975: 208). In his analysis, Propp
realized that there are a fixed number of thematic units, functions,
in the formal organization of the folk tales. He tried to show that
the linear ordering of these functions could account for the
narrative structure of the Russian folk tales. By function, Propp
refers to "an act of dramatic personae which is defined from the
point of view of its significance for the course of the action, of the
tale as a whole" (qtd. in Culler, 1975: 208). For Propp, functions
are the essential elements of a tale and the agents, the means, the
intentions, play only a secondary role. He observes the following
regarding the functions:

(1) Functions of characters serve as stable, constant elements in a
tale, independent of how and by whom they are fulfilled.
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(2) The number of functions known to the tale is limited. (He noted
31 functions.)

(3) The sequence of functions is always identical.

(4) All tales are of one type in regard to their structure (qtd. in
Zeyrek, 1990: 20).

‘To conclude, Propp’s analysis of Russian folk tales is an analysis
based on the structural components and the relationship of these
components to the whole. As a Formalist who believes that a work
of art can best be described in terms of its various component
parts, Propp seeks a formal unit of analysis which he can extract
from within the tale itself. The function serves this purpose and
following the linear sequencing of functions in a tale, he describes
the narrative structure of the Russian folk tales.

Propp has been highly critisized because of his over-emphasis
on the form and of his leaving content aside, and not relating his
findings to the socio-cultural context.

To some extent inspired by Propp and to some extent by the
turther development of Structural Linguistics in Europe, Levi-
Strauss appeared as another contributor to French structuralism.
Strauss has become famous for his analysis of 'myths. In his
analysis of myth, Levi-Strauss has text-analytic procedures and
uses the principles derived from the linguistic model of phonology:
in analogy to the phonological analysis of distinctive features, Levi-
Strauss analyzes the recurrence of binary oppositions of semantic
units in texts. Also in analogy to phoneme-analysis a minimal unit
of textual analysis is introduced which is called the 'mytheme’
(Noth, 1977: 26).
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Inspired by the work of Propp and Levi-Strauss' analysis of
myths, French structuralism in 1960s developed and the
developments were often studied under the label of ‘semiotics’ or
'semiology’ to which is associated the names of Barthes, Greimas,
and Todorov who were especially interested in the structural
analysis of narratives. In order to evaluate the recent models and
theories in narrative analysis better, it may be useful to review
these more traditional approaches.

One of the pioneer scholars in the development of French
structuralism is considered to be Barthes. Keeping the Proppian
term function’ for the narrative units, Barthes makes an insightful
distribution of narrative units. According to Barthes, functions are
divided into two categories:

(1) cardinal functions- or nuclei (these are the important functions
and they constitute hinge points of the narrative),

(2) catalyses (these functions fill in the narrative space) (Grosse,
1977: 167).

Barthes states that the cardinal functions have direct consequences
for the subsequent development of the story and catalyses depend
on cardinal functions and are specifications of details or of
unimportant actions. Barthes also adds that besides these
functions, a narrative contains 'indices’ and- these indices inform
the reader about the circumstances of the story. Indices are of two
types:

(1) Indices proper (describe the personality of a narrative agent,
an atmosphere, a philosophical stand),

(2) Informants (identify the space and the time of the action)
(Grosse, 1977: 167).
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According to Pavel, Barthes' taxonomy has the merit of giving
attention to elements other than the nuclei, elements which were
often neglected by other structuralist models (1985: 93) and it
stresses the role of non-narrative elements, such as descriptions,
characterizations, and philosophical ideas. Barthes' model offers a
more general view of what happens in a story than structural
analysis. Therefore, Grosse says, Barthes’ model should be
regarded in the framework of semiotics or semiology (1977:168).

Another contributor to French structuralism is Greimas.
Greimas tried to develop the Levi-Straussian view of myth and
observed narratives in a semiotic framework. As Pavel states,
Greimas' semiotic theory is a general theory of meaning presented
following the principles of a generative model (1985:91). He
divides a narrative into two levels: deep level and surface level.
According to Greimas, in the deep level of a narrative, meaning is
organized as a semiotic square, that is a four-term structure
containing two semantic features or ‘semes’, s1 and s2, organized as

a 'semantic axis' S, and three types of 'relations" (1) conrariety, (2)
contradiction, and

(3) complementarity:
S, Sa «—» contradiction
PR + contrariety
—» complementarity
5 S1

This semiotic square is a pure form which, invested with concrete
semes, becomes a semantic micro-universe. The deep level
contains also a set of syntactic operations: conjunctions and
disjunctions, which relate the four elements of the semiotic square



among themselves (Pavel, 1985: 91). According to Greimas, the
semiotic square, together with the syntactic operations is formally
connected to a second level: the surface organization of the semio-
narrative structures. While at the deep level the relations are
purely conceptual, at the surface level one meets with figurative’
relations. - At this level, to the deep syntactic operations
corresponds what Greimas calls the syntactic doing. In Greimas'
view, the transition from deep to surface structures of meaning is a
transition from logico-semantic schemata to narrative organization.
Indeed, according to Greimas, narrative structures are not to be
found only in narrative texts; rather these structures constitute a

universally present level in the production of meaning (Pavel,
1985:91).

In Greimas' model, narrative syntax is supplemented with a
typology of the ‘actants’; this notion of actants is designed to
replace the traditional dramatis personae; actants are more
abstract and less related to definite roles or characters. In
Greimas' notion, an actant may assume several 'actantial roles’

during the course of a text, in opposition to other roles, held by
other actants (Grosse, 1977: 161).

Although Greimas has tried to elaborate Propp's and Levi-
Strauss' theories, Pavel says, Greimas' theory still has some
problems:

{1) the semantic universality of narrative structures is a postulate
which diminishes the specificity of narrative forms and may hinder
research on the differences between narrative and non-narrative
meaning,

(2) the design of the theory does not include much space for
empirical checking of the theoretical propositions (1985: 92).
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When we review the theories of French structuralism, we have
to go over the ideas of Todorov who has contributed a lot to French
structuralism.

Todorov's narrative theory assumes that narratives behave like
a language. A story has a semantic, a syntactic, and a verbal
aspect. The unit of narrative syntax is the narrative sentence,
composed of a subject and a predicate. Narrative sentences are
linked to one another in sequences. The main categories of the
sentence are the proper name, the adjective, and the verb. Proper
names designate characters or agents (Hendricks, 1973: 127). The
information related to the characters can be found in the adjectives
and these adjectives define attributes related to states, properties,
and status; the verbs, on the other hand, define actions.

In Todorov's system, in addition to the indicative mode of
narration, one can find two voluntary modes: (1) optative mode,
and (2) the obligative mode, and two hypothetical modes: (1) the
conditional, and (2) the predictive. In this system, we can also find
various types of relations between the sentences of a narrative
sequence:

(1) Logical relations {(such as modification, desire, motivation,
result, punishment),

(2) Temporal relations (such as emphasis and inversion) (Pavel,
1985: 94).

The basic principles of Todorov's narrative analysis can be
summarized as follows:
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(1) He tried to present the structure of narratives in the form of a
grammar. .

(2) His concern is with the universe evoked by narratives, not with
them as linguistic entities.

(3) He claims that the proposition is the basic unit of narrative
structure.

(4) The proposition has an internal structure constituted of the
narrative parts of speech’, which are three in number: proper
noun, verb, and adjective.

(5) He claims that the notions of grammar and syntax can have a
precise meaning when applied to narration.

(6) He makes a distinction between two planes: syntax and
semantics.

(7) His syntactic unit corresponds to Propp's function.

{8) His semantic units correspond to particular actions which
manifest a function.

(9) He states that on the syntactic plane, propositions are
decomposed into agent and predicate, whereas on the semantic
plane they are decomposed into the various narrative parts of
speech.

(10) He regards his narrative syntactic units to be universal, but
not necessarily the semantic ones.

(11) He differentiates proper nouns and adjectives in terms of
denomination and description. The narrative proper noun, which
in a proposition functions as agent, serves primarily to denote or
identify an individual. All descriptive information is given by the
adjective, which forms the predicate.

(12) He alludes to the notion of sphere of action; he states that
when one studies a particular story, one must take account of the
relative stability in the association of a particular agent with
certain predicates.

(13) He deals with the integration of propositions into sequences.
He first deals with elementary relations into which propositions
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can enter. Each relation is given an arbitrary name: ‘desire’,
‘modification’, etc. There are two main classes: temporal and causal,
each with several varieties. These relations can also be grouped
according to the role they have in the sequences- either obligatory,
optional, or alternative (Hendricks, 1973: 128-150).

The last scholar we have to mention in the framework of French
structuralism is Bremond. In constructing his theory, Bremond
tried to generalize Propp's method and said that every narrative
integrates a succession of events of human interest oriented
toward a goal (Hendricks, 1973: 154). Bremond classifies these
events into two categories: (1) amelioration, and (2) degradation.
We can explain his theory with the following diagram:

State of Deficiency = Amelioration to be Obtained
1 l

Process of Degradation Process of Ameljoration
1

Degradation Possible = Satisfactory State

(The equal sign (=) indicates that the same event simultaneously
fulfills, from the perspective of the same role, to distinct functions)
(Hendricks, 1973: 154).

Following Propp, Bremond (1977) constructs a theory by which
he tries to analyze the episode structure of the French fairy tale.
He agrees with Propp that the permanent elements in the fairy tale
are functions, the number of functions comprising the fairy tale is
limited, and that the sequencing of the functions is always
identical. Yet, he believes that the number of functions can be
considerably reduced, namevly to six, because several of Propp's
functions designate the same type of event. On the basis of these
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ideas, he formulates his model which describes the overall
structure of the episode:

(1) Deterioration > Improvement
(2) Merit sReward
(3) Unworthiness sPunishment

{qtd. in Zeyrek 1990, 27-8)

In current French narrative research, Bremond's conception of a
narrative grammar has become important. The main reason for
this is to be seen in its importance for the syntagmatic dimension
of narrative macro-structures. This dimension is seen in the
elementary narrative sequence and in the sequence combination
types. Furthermore, the elementary narrative sequence provides
two kinds of possibilities for an author: not only his possibilities
while writing a part of a plot, but also his choices in the
construction of the whole plot.

According to Bremond, the elementary narrative sequence is a
‘triadic’ succession of functions:

A3aachievement
A2a passage to
actuality
Al eventuality A3b non-achievement
A2b no passage to

actuality



Each function opens an alternative which, according to Bremond,
can only be dyadic. For example, at the beginning of a story, a
character called Sam feels he is in a dangerous situation (=
eventuality). He makes measures to defend himself (= passage to
actuality) or does not (= no passage to actuality, no complete
‘elementary sequence in this case). Eventually, his defensive
measures prove successful (= achievement) or ineffective (= non-
achievement): thus it is basically either a story with a happy end
or a tragic story. By introducing alternatives into his narrative
grammar, Bremond has linked together two fundamental ideas:
narrative necessity and narrative liberty (Grosse, 1977: 164).

Although there have been significant controversies among the
different methods of analyses of various structuralists, it is worth
noting that there have been some general tendencies. van Dijk
summarizes these tendencies as follows:

(1) The earlier analysis of folk tales by Propp and of myth by Levi-
Strauss had stimulated the interest for several ‘popular’ discourse
forms. '

(2} Increasing attention was being paid to the more 'mundane’
forms of language and discourse, such as those of the mass media.
(3) Language and discourse themselves were increasingly
considered to be only one dimension in the wide spectrum of
semiotic practices. In other words; from Russian formalism to
French structuralism, we witness an increasing tendency towards
the integration of poetics, linguistics, discourse analysis, and other
disciplines within an overall study of semiotic practices. (1985: 3-
4).
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After structuralism had lost much of its popularity,
transfor mational-generative grammar- developed by N. Chomsky
started to gain popularity and scholars began to apply its principles
to literary texts, especially narratives. In this section, we will have
a look at some narrative analyses which have transformational-
generative basis.

A scholar trying to apply the rules of transformational-
generative grammar to narratives is G. Prince (1973). He is famous
for his notion of 'minimal stories’. According to Prince, minimal
stories are conjunctions of sentences expressing three events: the
first and the third of these events, Prince says, are 'stative’, while
the second is ‘active’ and these events and the sentences are
arranged in a temporal succession (Pavel, 1985: 96). Prince
suggests that a minimal story is the axiom of an elaborated
transformational-generative grammar of stories. It first generates
the ‘kernel simple stories’, which are minimal stories plus some
non-narrative events chronologically arranged, then the 'simple
stories’ are produced where the chronological order of the events is
not reproduced by the order of the sentences, and finally ‘complex
stories are produced which combine out of simple stories via
generalized transformatiogs (Pavel, 1985: 96).

Two other scholars trying to apply transformational-generative
principles to narratives are T. A. van Dijk and T. G. Pavel. These
two scholars agreed that a ‘text grammar’ should specify the notion
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of text in a language and they attempted to use the theoretical
framework provided by generative grammar to achieve this aim
(Rieser, 1977: 8). Inspired by the notions of generative grammar
they tried to distinguish between texts and non-texts and
acceptable and non-acceptable texts. They also suggested that
basic concepts in linguistic theory such as ‘competence’ and
‘performance’ would have to be formulated in relation to texts and
introduced the terms ‘text competence  and ‘text performance’.
Based on these terms, van Dijk later introduced the notion of
narrative structure theory and stated that a narrative structure
theory must be productive and in order to account for the text's
structure, van Dijk introduced a complex structural variable §
which functions on several levels: phonological, syntactic, and
semantic. According to van Dijk, one has to distinguish between the
deep structure and the surface structure of a text. Pavel states
that van Dijk puts together purely narrative units with higher
order units of the story, such as Moral or Evaluation. Below is a
typical tree generated by his grammar:

Narrative
Story entails Moral
Introduction and Episode
Happening followed by Evaluation

Complication followed Resolution
by (1985:96)
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According to Pavel (1976), the grammar has a recursive base, the
axiom of which is NS (narrative structure). NS is made up of
Troubled Universe (Initial Situation plus Violation ) and a

Lack
Reestablished Universe (Mediation plus Denouement); the grammar
has thus a categorial component which obtains complex stories via
recursive rules, which can embed the NS (qtd. in Pavel, 1985: 96).

Usually, in the analyses we have discussed so far, the semantic
aspects of narratives have been neglected. Although, Levi-Strauss'
and Greimas' models do have semantic bases, they are abstract in
nature and the categories used are quite general. Let us now have
a look at a theory which gives more importance to semantic aspects
of narratives.

I11. 3. GENERATIVE SEMANTIC APPROACHES TO NARRATIVES

A scholar who is famous in his attempts to study the semantic
aspects of narratives is L. Dolezel. His narrative semantics is
articulated in two main levels: (1) the theory of ‘narrative motifs’,
and (2) the global constraints on narratives (Pavel, 1985: 97).
According to Dolezel, a 'motif’ is the semantic representation of
narrated states or events and has the form of a ‘predicate’ with one
or more arguments. Motifs representing states are called 'static
motifs' and those representing events are called ‘dynamic motifs’
the semantic subcategorization of motifs divides them into: (1)
physical motifs, (2) mental motifs, (3) private motifs, and (4) social
motifs (Pavel, 1985: 97).



The global constraints of Dolezel's narrative semantics are
defined in terms of logical modalities. At this point, he introduces
his notion of "atomic story’. For him, an atomic story is a string of
motifs which enjoys modal homogeneity and is of four classes:

(1) alethic stories (expressing possibility, necessity, and
impossibility),

(2) deontic stories (expressing permission, prohibition, and
obligation),

(3) axiological stories (expressing goodness, badness, and
indifference), and

(4) episdemic stories (expressing knowledge, ignorance, and belief)
(Pavel 1985: 97). ]

(According to Dolezel, new classes can be added as the system is
open.) Dolezels contribution to narrative anlysis has a logico-
philosophical basis rather than textual.

I11. 4. TEXT LINGUISTIC APPROACHES TO NARRATIVES

Under the influence of structuralism and transformational-
generative grammar, narrative analysis has been synonymous with
the description of narrative structures. This is also true for the
first text linguistic approaches. According to Gulich and Quasthoff:

There are two different lines of interest in early text
linguistic approaches to narrative analysis: on the ane
hand, singular structural phenomena like tenses,
connectives, and discourse markers, or beginning
sentences of texts are studied; on the other hand, there
are more global attempts toward theories including
structural models designed to analyze entire narratives
within a text grammatical framework (1985: 170).
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For example, van Dijk, who has started the first text linguistic
analyses of narratives, has given first priority to the underlying
structure of the narrative and attempted to describe narrative
structure in terms of semantic macro-structure using text
grammatical categories. (In his earliest studies, van Dijk tried to
combine structural grammars and the principles of
transformational-generative grammar in the notion of text
grammar and narrative structure.) There are a lot of scholars who
have done research on the structure of narratives but, here, we can
only display a few of these studies.

The following section will exemplify the structurally based text
linguistic approaches to narrative analysis and only a few
significant studies paying attention to different aspects of
narratives will be reviewed.

I11.4.1. _ T INGUI P TO
NARRATIVE ANALYSIS

Norman Price, who has done research in Nchimburu, which is a
language spoken in east central Ghana, has tried to find out the
structural and temporal relationships of events in Nchimburu
narratives. The type of narrative he uses describes a ‘personal
experience’ of the narrator, and according to Price, the personal
narrative has three ‘time-oriented' parts: first, the narrator gives
the narration a ‘time setting’; then he relates a sequence of events;
and finally he relates the whole back to the present in coda (1978:
76-7). The narrative time setting is a past event and establishes a
separation in time from the present, and all the subsequent events



in the narrative follow from this event. The time setting event is
introduced by a time related phrase or clause and the author

declares the principal participant/s in this introductory part (1978:
77).

In the narrative, all events are presented sequentially as they
actually occur in time, and there are two levels of organization: at
the first level, the narrative is organized into ‘paragraphs’ which
relate different phases of the story and according to Price, each
paragraph in the narrative begins with a time setting (1978: 79).
At the second level, information is organized into time-oriented
groups of clauses. Time reference is signalled by time setting
information in the narrative, by always presenting events in a
narrative in the order in which they actually occurred. As can be
seen, Price tries to give the structure (form) of a story putting

emphasis on the aspect of ‘time’ and sequence of the events in a
story.

Another aspect of stories has been studied by Ennulat in Fali
stories. (Fali is a language spoken in the north of Cameroun,
between Garoua and Dourbey.) Ennulat tried to show how
‘participants’ are worked out in stories. After studying the animal
stories in Fali, Ennulat has found out that there are five categories
of participants in stories: main, secondary, plural, impersonal, and
closing (1978: 143).

According to Ennulat, the main participant is the one who acts
throughout the whole story and is usually introduced by his proper
name in the first noun phrase that is subject of a sentence (1978:

143), and maintained throughout the story by referring to him by
pronouns.

67



Secondary participants play a minor role in events in Fali
stories and may engage in any type of action except the action
appropriate to the character of the main participant (1978: 145).
The secondary participant is never introduced first in a story.

To place events in a community setting and also to add some
excitement to a story, Fali favors making group participants appear
and act as plural participants (1978: 147). Plural participant
identification is maintained usually by a plural pronoun.

Impersonal participants are members of an acting group or a
general assembly, who speak out on behalf of the others- that is,
their acting is usually limited to speech introductions and are
introduced in noun phrase form (1978: 147).

The closing participants are the participants who do not have
any connection with the participants of the actual story (1978:
148).

Ennulat, in his analysis of Fali stories, has tried to give the
structure of a story in the way the participants are introduced and
how they are maintained throughout the story.

The overall structure of narratives has been studied by
Schottelndreyer in his research on Sherpa narratives. (Sherpa is a
language spoken in Eastern Nepal.) Narratives in Sherpa, can be
divided into three parts: an introduction, a corpus, and a closure
(1978 248).
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‘According to Schotteindreyer, a Sherpa narrator typically begins
his story with an identificational setting, which may or may not be
accompanied by explanatory information (1978: 251). The
identificational setting provides information regarding time, place,
and the main participants of the plot (1978: 252).

The corpus of a Sherpa narrative is a sequence of events which
is coherent in time and space with respect to the participants
involved; the corpus breaks down into paragraphs (1978: 257).

The closure part identifies the end of the story.

All the above mentioned studies bring our minds an important
question: Are these aspects and the structure of stories universal?
In other words, can we find some general characteristics which
identify narratives as texts having universal features? To answer
this question, it is useful to have a look at the narrative studies
which have ‘cognitive’ bases.

1114.2. COGNITIVELY BASED TEXT LINGUISTIC APPROACHES TO
NARRATIVE ANALYSIS

In the framework of cognitive psychology- that is, how people
acquire and represent knowledge about the world and how they
organize and use that knowledge, the 'schema theory' has been
formulated to emphasize that texts are processed and
comprehended by making use of the schemata which are higher-
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level complex knowledge structures existing in minds of
comprehenders (qtd. in Brown and Yule, 1983: 247). Schema
theory tries to explain text processing as a series of processes
which involve the retrieval of background knowledge and relating
it to text and schemata are considered to be this background
knowledge which leads people to predict the structural and
semantic aspects of a text. According to Giora, a schema is "a
cognitive structure- an organized representation of a body of
knowledge- which is spatially and/or temporally organized”
{1990:115 ), and Luke emphasizes that “.. readers use ‘background
knowledge' to contend with semantic structures coded in texts"
{1989: 59-60), and continues that “the presupposition of the
schema theoretic model is that readers apprehend text much as
they make sense of daily experience, matching and testing new
information against the known (1989: 60). Readers use their stock
of interrelated schemata to constitute and make sense of the text.
Luke states that "as one becomes more capable of comprehending a
wide range of text, her or his familiarity with the lexical, syntactic
and semantic structures of different genres of text grows: the
reader acquires a developing 'schematic repertoire’ “(1989: 60).

The schema theory has also a significant role in the analysis of
narratives. This theory assumes that the structure of a text can
only be accounted for if the schemata can be represented and
Rumelhart's 'story grammar' is an attempt to emphasize this
aspect. Rumelhart (1980) states that:

There are schemata representing our knowledge about

all concepts: those underlying objects, situations, events,
sequences of events, actions and sequences of actions. A
schema contains as part of its specification, the network of
interrelations that is believed to normally hold among the
constituents of the concept in question (qtd. in Luke, 1989: 60).
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According to Hoppe-Graff (1984: 17), schemata have certain
specific features:

- schemata are classified hierarchically in the memory
according to their degree of generality;

- schemata contain a number of variables or gaps which
are filled as soon as the schema is activated by input data;
- activated schemata arouse expectations via further data
which conforms to the schemata concerned;

- schemata are created inductively as the generic notion
is filled within a concrete situation, thereby becéming
more and more precise (qtd. in Meyszies, 1990:513).

Building his story grammar on these views, Rumelhart tries to
explain the structure of stories using rules' and makes a distinction
between the syntactic and semantic rules which are responsible for
explaining the structure of stories. Rumelhart's rules of a story
grammar are displayed in Fig. 4.

According to Rumelhart, the analysis of a story following this
model has several steps. First, the text has to be parsed into lines
containing single propositions. In his demonstration, Rumelhart
uses the Margie Story:

Margie was holding tightly to the string of her beautiful
baloon. Suddenly, a gust of wind caught it and carried
it into a tree. It hit a branch and burst. Margie cried
and cried.

and designates the propositions of this story as follows:

1. Margie was holding tightly to the string of her beautiful baloon.
2. Suddenly, a gust of wind caught it

3. and carried it into a tree.



4. It hit a branch

S. and burst.

6. | sadness |

7. Margie cried and cried.
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Rules of a Story Grammar

r

The Syntactic Rules
1. Story — Setting + Episode
2. Setting —» (State) (i.e. an arbitrary
number of states)
3.Episode —» Event + Reaction
4 Episode
Change-of-state
Event—» | Action
Event-Event
5.Reaction —, Internal Response + Overt
Response
6. Internal Respose 5 )Emotion
Desire

1

The Semantic Rules
1. Setting ALLOWS episode,
ie., makes it possible
2. State AND state AND ...,
i.e. logical conjunction
of the states
3.Event INITIATES reaction,
ie. an external event
causes a mental reaction
4.Event CAUSES event or,
event ALLOWS event.
(No semantic rule is
required for the first
three options in the
syntactic rule.)

5. Internal Response
MOTIVATES overt re-
sponse, i.e., the response
is a result of the inter-
nal response.

~ 6. No semantic rule re-

quired.

Fig. 4: Rumelhart's rules of a story grammar (qtd. in Zeyrek, 1990:

34-5)
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The next step is to provide syntactic and semantic descriptions
of the stories and this is done by the use of tree diagrams as
follows:

Syntactic Structure:
Story
Setting Episode
Event Reaction
Event Change of Internal External
State Response  Response
[
Event Event
Event Event
Margie
was Suddenly
holding a and
to the gust carried
string of it it Margie
of her wind into hit cried
beautiful caught 2 a and and
baloon it tree  branch  burst | sadness | cried

(qtd. in Zeyrek, 1990: 36)



Semantic Structure:

ALLOWS
Margie was holding tightly : INITIATES
to the string of her beautiful -
baloon / \
(CA QES MOTIVATES
CA and | sddness|  Margie
burst cried and
cried

ALLOWS it hit a

/N

Suddenly, a gust and carried
of wind caught it into a
it tree

(qtd. in Zeyrek, 1990: 37)

Rumelhart's story grammar can be considered as one of the first
attempts to find out the ‘regularities’ in story processing and
comprehension. But, this model has been critisized as it can only
describe a set of stories and cannot handle more complex stories
having more than one character. Another criticism lies in the
sujectivity of the model. It is argued that in this kind of analysis,
the analysis relies on the analyst's understanding of the story and,

therefore, cannot be objective.
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In another model, set up by van Dijk and Kintsch, the narrative
schemata are characterized as ‘superstructures’ (1983:54). The
superstructure is the abstract text schema which determines the
global organization of the text, and in the process of understanding
it is the cognitive schema which is fleshed out in text reception to
create the semantic macrostructure (1983:189). Macrostructures
are characterized by the following features:

(1) macrostructures are the semantic ‘fullness” or superstructural
categories;

(2) macrostructures are produced by reductive processes
(macrorules) and consist of globally coherent macropropositions;
(3) the creation of macrostructures is subordinate to the reception
strategy adopted, which is determined by the aims, ideas, and
intentions of the reader;

(4) the construction of macrostructures is founded on knowledge of
text types which are socio-culturally conventionalized and the
content associated with these (1983: 190-91).

In the investigation of stories, as Beaugrande states, recent
studies have directed their attention away from isolating units and
forms in stories to cognitiveprocesses in the comprehension of
stories. According to Beaugrande, the structurally based analyses
of stories are “specific to a language, a topic, or a cultural and
historical domain” (1980: 254) but the cognitively based analyses
may be UNIVERSAL. In his own model, Beaugrande tries to
emphasize this universality.

According to Beaugrande, a short story is a STORY-WORLD and
"must contain at least a pair of states linked by an action or event"
(1980: 255) and to be interesting, the progression from the
INITIAL state to the FINAL state is not usually so obvious that it



would happen on its own in the normal course of things. In
Beaugrande model, the essential components used in a narrative
are as follows:

(1) CHARACTERS- Beaugrande calls the characters story-world
persons having opposing PERSPECTIVES and a given character is
assigned a particular ‘goal’ to seek in the course of events (1980:
255). Beaugrande states that “if the reader audience sees that goal
with positive values, the character will be a PROTAGONIST; for
negatively valued goals, the role is that of ANTAGONIST" (1980:
256).

(2) TURNING POINT- According to Beaugrande, the event or action
which makes a main goal decisively attainable or non-attainable is
a turning point (1980: 256).

In the production of a story, Beaugrande states that , one has to
formulate some STORY-TELLING STRATEGIES. For Beaugrande,
story telling strategies are:

(1) Create a STORY-WORLD with at least one CHARACTER.

(2) 1dentify an INITIAL STATE, a PROBLEM, and a GOAL STATE for
the character.

(3) Initiate a pathway that attempts to resolve the problem and
attain the goal state.

(4) Block or postpone the attainment of the goal state.

(5) Mark one event or action as a TURNING POINT.

(6) Create a FINAL STATE identified as matching or not matching
the goal state (1980: 256).

Beaugrande states that “these strategies can be applied recursively,
generating STORY EPISODES of varying complexity or number”
(1980: 256). He defines an episode as "... a space in a story-world
with an initial state, a problem, a turning point, and a goal state”
(1980: 256). If a story has story episodes, then the narrator uses
the following strategies:
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(1) Create a story-world with two characters, the PROTAGONIST P
and the ANTAGONIST A.

(2) Create a problem for P that is caused or desired by A, and a
goal state desired by P and opposed by A,

{3) Initiate a pathway that attempts to resolve P's problem and
attain P's goal state.

(4) Create actions of A to block P's solution and goal.

{5) Mark one action or event as a turning point in which either P's
or A's plans and values win out.

(6) Create a final state identifiable as matching or being relevant to
either P's or A's goal state (1980: 256-7).

Beaugrande states that if the narrator makes the antagonist
extremely powerful, a compensatory strategy may be required:

(7) Introduce one or more HELPING CHARACTERS to create
ENABLEMENTS or to block DISENABLEMENTS of P's actions and goal
(1980: 257).

For Beaugrande, parallel to the story-telling strategies, there are
also story-understanding strategies intended to recover the
structure of events and situations and build a model of the story-
world (1980: 263). The understanding strategies include:

(1) Notice the MAIN CHARACTERS, and their PROBLEMS and GOALS.
(2) Relate the characters’ ACTIONS to PLANS for SOLVING
PROBLEMS and ATTAINING GOALS.

(3) Recover the CONNECTIVITY OF SITUATIONS and EVENTS with
linkages of CAUSE, ENABLEMENT, REASON, and PURPOSE.

(4) Notice MOTIVATIONAL STATEMENTS.

(5) Notice VALUE ASSIGNMENTS.

(6) Notice indicators of TIME, LOCATION, and MATERIAL
RESOURCES.

(7) Notice TURNING POINTS.

(8) Match the FINAL STATE against the characters’ GOAL STATES
(1980: 264).
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The above mentioned components of Beaugrande model of
narrative analysis carry basically cognitive features. Later
Beaugrande together with Dressler, modifies his notion of
narratives and in our analysis of Turkish narratives, we will try to
exemplify the features of narratives as presented in Beaugrande
and Dressler (1981) in Introduction to Text Linguistics. As has
been mentioned before, in our analysis of Turkish narratives,
specific emphasis will be on the coherence of Turkish narrative
texts, therefore, it may be necessary to have a quick look at how
Beaugrande and Dressler evaluate coherence in their work
Introduction to Text Linguistics. The following section will try to
summarize their standard of coherence and present a
demonstration of coherence in a sample text.

IT1.5. COHERENCE AND PROCEDURAL APPROACH

As has been mentioned before, the procedural approach assigns
seven standards to texts, Among these standards two of them-
cohesion and coherence are specified as text-centered standards.
Beaugrande and Dressler define the notion of ‘coherence’ as follows:

A text makes sense because there is a CONTINUITY OF SENSES
among the knowledge activated by the expressions of the
text. ... We would define this continuity of senses as the
foundation of COHERENCE, being the mutual actess and
relevance within a configuration of CONCEPTS and RELATIONS.
This configuration underlying a text is the TEXTUAL WORLD,
which may or may not agree with the 'real world', i.e. the
human situation considered valid by a society or social group.
(1981: 84-5)



On the other hand, Beaugrande and Dressler define a 'senseless’ or
‘non-sensical’ text as:

...one in which text receivers can discover no such
continuity, usually because there is a serious mismatch
between the configuration of concepts and relations
expressed and the receiver's prior knowledge of the
world (1981: 84).

As text coherence is based on ‘concepts’ and ‘relations’, it is
necessary to define these terms in terms of the procedural
approach. According to Beaugrande and Dressler, a concept is:

.. a configuration of knowledge that can be recovered or
activated with more or less consistency and unity (1981: 85).

This definition is an operationa/ one, based on the fact that
language users tend to ACTIVATE the same chunk of knowledge in
processing a language expression. But, when defined like this, it
may be impossible to identify the components and the boundaries
of concepts. Therefore, the meaning of a concept should be
considered as "the sum of its possible uses” (1981: 83). According
to Beaugrande and Dressler, the components of a concept are
related to each other, i.e. in a textual world, each concept appears
in one or more RELATIONS to others and the relations constitute
the LINKAGE which delimits the use of each concept (1981: 85-6).
The components of concepts may appear in three forms:

(1) determinate knowledge: component essential to the very
identity of the concept (e.g. all humans are mortal),

(2) typical knowledge: components true for most but not all
instances of the concept (e.g. humans usually live in communities),
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(3) accidental knowledge: components which happen to be true of
random instances (e.g. some humans happen to be blond) (1981:
86).

Beaugrande and Dressler continue their discussion stating that
instead of trying to determine the boundaries of concepts or
decomposing them into. minimal units, one should try to inquire
how concepts are related to each other and how senses are put
together into larger configurations of a textual world (1981: 87),
and they conclude that the study of meaning via this approach
must be the concern of a recent trend known as PROCEDURAL
SEMANTICS. They believe that in addition to DECLARATIVE
KNOWLEDGE (statements of fact and beliefs about the organization
of events and situations in the “real world"), communication
requires PROCEDURAL knowledge (facts of beliefs stated in formats
intended for specific types of uses and operations) (1981: 87-8).

The combination of concepts and relations activated by a text is
envisioned as a PROBLEM-SOLVING process in the procedural
approach. We can outline this problem-solving process as follows:
(1) Text users must build up a configuration of pathways among
the concepts to create a textual world;

{2) Such procedures as decomposition, spreading activation,
inferencing, and inheritance must be carried out (1981: 94).

According to Beaugrande and Dressler, when an item is activated, it
spontaneously activates other items closely associated with it in
human mind and this is called spresding activation and mediates
between concepts that are activated explicitly at the surface text
and the probable relations assumed in the textual world. With the
help of spreading activation, text receivers may form associations
between concepts, make predictions, and can move far beyond the
relations activated on the surface level (Aksan, 1988: 133).
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Inheritance, on the other hand, means the transfer of knowledge
among items of the same or similar types or subtypes processed by
language users.

The conclusions that Beaugrande and Dressler draw can be
summarized as follows:

First of all, instead of trying to cut language off every-
thing else, we should strive to build models in which the
use of Jlanguage in real texts is explainable in terms
comparable to the processes of a perception and cognition
at large. ...,

Second conclusion is that efforts to encompass the study
of texts and knowledge into the framework of logic since
Aristotle may provide a mixed blessing. We should rather
reserve our priorities by first building humanly plausible
models and then inquiring after types of logic that can
serve as formalism. ...

A third conclusion is that ... knowledge and meaning are
extremely sensitive to the contexts where they utilized.
(1981:93-4).

Using these conclusions, Beaugrande and Dressler state that the
central questions to be answered should be: (1) how do people
extract and organize content from texts for use in storing and
recalling?, (2) What factors of the interaction between the
presented text and people’s prior knowledge and disposition affect
the problem-solving process?, (3) What regularities can be
uncovered by varying factors such as the style of the surface text
or the user groups to whom the text is presented?, and (4) What is
the role of expectations? (1981: 94) Beaugrande and Dressler
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believe that an initial step in answering such questions is to find a
basic representation for the ‘coherence’ of texts, and they redefine
coherence as follows:

Coherence will be envisioned as the outcome of combining
concepts and relations into a NETWORK composed of KNOW-
LEDGE SPACES centered around main TOPICS (1981: 94).

This ‘network’ does not specify any kind of ordering among the
elements of the textual world but rather determines a ‘control
center’ from which the text receiver moves forward and backward
to the other concepts in the text to construct a coherent text model
(Aksan,1988: 135), 'knowledge space’, mentioned above, refers to
the conceptual MACRO-STATE in which concepts are MICRO-
STATES (1981: 99).

According to Beaugrande and Dressler, the imposition of
coherence on a text can be performed along the following lines:
(1) The surface text is PARSED onto a configuration of
GRAMMATICAL DEPENDENCIES,
(2) The surface expressions are taken as cues to ACTIVATE
concepts,
(3) Attention would be directed toward the discovery of CONTROL
CENTERS, i.e. points from which accessing and processing can be
strategically done (1981: 95).
Beaugrande and Dressler identify the most likely candidates for
control centers as PRIMARY CONCEPTS:
(a) OBJECTS: conceptual entities with a stable identity and
constitution;
(b) SITUATIONS: configurations of mutually present objects in their
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current states,

{c) EVENTS: occurrences which change a situation or a state within
a situation;

(d) ACTIONS: events intentionally brought about by an agent
(1981:95).

The other concepts are identified as SECONDARY CONCEPTS and
can be listed as follows:

State-of (st) signalsthe current condition of some entity,
rather than its characteristic one.

Agent-of (ag) isthe force-possesing entity that performs
an action and thus changes a situation.

Affected entity (ae) isthe entity whose situation is changed
by an event or action in which it figures neither as agent
nor instrument.

Relation-of (rl) subsumes a range of detailed relations not
worth assigning to a separate like.

Attribute-of (at) signals the characteristic or inherent
condition of some entity.

Location-of (lo) links an entity with concepts of spatial
position.

Time-of (ti) links all specifications of time, such as absolute

(e.g. dates) or relative (‘'soon’, 'then'), often with proximity
('before’, ‘after’).

Motion-of (mo) isused when entities change their location,

whether of not the places of origin and destination are
given.

Instrument-of (it} applies when a non-intentional object
provides the means of some event or action.

Form-of (fo) connects entities to concepts of form, shape,
and contour.
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Part-of (pa) connectsan entity with a component or
segment.

Substance-of (su) signals relations between an entity and
the materials of which it is composed.

Containment-of (co) signals relations between entities of
which one contains the other.

Cause-of (ca) an eventEl is the cause of an event E2 if E1
creates the necessary conditions for E2.

Enablement (en) an eventEl isthe enablement of an event

E2 if E1 creates the sufficient, but not necessary conditions for
E2.

Reason-of (re) an eventEl is the reason for an event E2 if
the agent or initiator of E2 is reacting rationally to E1.

Purpose-of (pu) an event E2 is the purpose of Ef if the
agent of E1 hasa plan in which Ef is expected to enabie E2.

Apperception-of (ap) relates sensorily endowed entities
with the operations whereby knowledge is integrated
directly via sensory organs.

Cognition-of (cg) links sensorily endowed entities with
cognitive operations.

Emotion-of (em) links sensorially endowed entities with
experientially or evaluatively non-neutral states of
excitation or depression.

Volition-of (vo) links sensorially endowed entities with
activities of will or desire.

Communication-of (cm) links sensorially endowed entities
with activities of expressing or transmitting cognitions.

Possession-of (po) signals relations where a sensorially
endowed entity is believed to own any entity.

Instance-of (in) obtains between a class and one of its
members.

Specification-of (sp) obtains between the superclass and
its subclass.
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Quantity-of (qu) labels all links between an entity anda
concept of number, extent, scale, or measurements.

Modality-of (md) concept of necessity, probability, possibility,
permissibility, obligation, or of their opposites.

Significance-of (si) applies when two concepts are expressly
stated to stand in a symbolic relation. ‘

Value-of (va) applies the relations between a concept and
some assignment of value.

Equivalent-of (eq) applies to relations of equality, similarity
correspondence, and so on.

Opposed-to (op) is the converse relations to equivalence.

Co-referential-with (cr) isthe relation between concepts
whose inherent content is different, but which happen to
be used to refer to the same entity in a textual world.

Recurrence-of (rc) isthe relation where the same expression
reactivates a concept, but not necessarily with the same
reference to an entity, or with the same sense.

In order to be able to evaluate the concept of coherence of the
procedural approach, it may be useful to have a look at the
demonstration presented by Beaugrande and Dressler (1981).
They use the following text in their demonstration.

A great black and yellow V-2 rocket 46 feet long
stood in & New Mexico desert. Empty, is veighed
five tons. For fuel it carried eight tons of alcohol
and liquid oxygen.

Everything was ready. Scientists and generals
withdrew to some distance and crouched behind
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earth mounds. Two red flares rose as a signal
to fire the rocket.

With a great roar and burst of flame the giant
rocket rose slowly and then faster and faster.
Behind it trailed sixty feet of yellow flame.
Soon the flame looked like a yellow star. In

a few seconds it was too high to be seen, but
radar tracked it as it sped upward to 3.000 mph.

A few minutes after it was fired, the pilot of
a watching plane sav it return at a speed of

2, 400 mph and plunge into earth forty miles
from the starting point.

(1981:1-2)

The analysis begins with the opening paragraph:

A great black and yellow V-2 rocket 46 feet long
stood in a New Mexico desert. Empty, it weighed
five tons. For fuel it carried eight tons of alcohol
and liquid oxygen.

Beaugrande and Dressler state that the 'control center' for this
passage is the concept rocket and the attributes assigned to this
concept are great, black, yellow and long; the specification is V-2,
the state is stood, and the locations are New Mexico and desert; also
the attribute long has the quantities 46 and feet (1981: 98). All of
these conceptual relations are put into a framework such as that
shown in the following figure: ‘
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Fig. 5 (1981:99)

In this figure, link labels announce the type of concept that is
attained by traversing links in the directions shown by the arrows;
the processor works from a current state to a following state by
trying to identify the type of the node to be attained and while
doing this, he uses the strategies of problem-solving assisted by
spreading activation, inferencing, and global patterns (1981: 98).
The processor makes use of structural similarities on different
levels, e.g. he hypothesizes that 'grammatical heads' are usually
‘primary concepts, or ‘grammatical modifiers’ are either
‘attributes’, or 'states’, or ‘locations’, etc., in a certain preference
order as indicated by the nature of the primary concept at the
control center. Such hypotheses and preferences serve to
‘augment’ the transitions among the nodes (1981: 99).

Beaugrande and Dressler argue that the whole paragraph of
rocket- sample can be assembled into a coherent KNOWLEDGE
SPACE since the rocket concept underlies in each stretch of the text
(1981: 99-100), but, of course, the addition of empty, it weighed
five tons and for fuel it carried eight tons of liquid oxygen
requires attaching more content-viz, states, quantities,
containment, substances, etc. to the concept rocket. See Figure 6.
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Fig. 6

Figure 6 shows the knowledge space with separate configurations
for sentence-length stretches, and the following figure (Fig. 7) as an
integrated unit.
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Fig. 7
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(Of course, the pro-form it is connected to the proper node rocket
since it is the co-referent. At this point, cohesion supports
coherence.)

In the demonstrative text, the integration of the underlying
configuration of the next paragraph is more intricate, say
Beaugrande and Dressler (1981: 101).

Everything was ready. Scientists and generals with-
drew to some distance and crouched behind earth
mounds. Two red flares rose as a signal to fire the
rocket.

It is more intricate because there are not any obvious cohesive
devices among the sentences and the underlying coherence is not
noticeable at once. To bind things together, 'inferencing’ is needed.
Inferencing operation involves supplying reasonable concepts and
relations to fill in a GAP or DISCONTINUITY in a textual world
(1981: 101). In contrast to spreading activation, inferencing is
directed toward solving a problem: bridging a space where a
pathway might fail to reach. In the sample text, reasonable
inferences would be that ready state was the “reason” for the
motions; that everything subsumes whatever was needed to
“enable” the ‘take-off’ of the rocket; and that the scientists and
generals were present in order to ‘observe' the rocket (1981:101),
and we get the following figure:
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(At this point, the ‘inferencing’ process seems to be 'intuitive’ and
there is the danger of not being able to filling in the gaps
successfully on the part of the text receiver, ie. the intended text
may not match with the text processor's understanding.)

The following figure gives the model space for the third

paragraph:

With a great roar and burst of flame the giant
rocket rose slowly at first and then faster and
faster. Behind it trailed sixty feet of yellow
flame. Soon the flame looked like a yellow star.
In a few seconds, it was too high to be seen, but
radar tracked it as it sped upwvard to 3,000 mph.
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Fig. 9

The 'rising’ motion of the rocket is the proximate cause of the roar
and burst and has quantities slowly and faster and faster (1981:
103-4) and in locational proximity to the rocket, the flame with its
attribute yellow and quantities sixty feet has the motion trail and
proximity of apperception to a star. According to Beaugrande and
Dressler, in the quantity of time few secoads, the rocket is at the
.location high whose quantity teo is the cause that 'seeing’ has the
modality not (1981: 104). In opposition to the lack of
apperception, the radar apperceives (trscks) the rocket in
temporal proximity 'speeding’ with a location of motion upward
and quantities of motion 3,000 mph. When we attach this
paragraph to the previous paragraphs, we obtain the following
figure:
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Fig: 10

The final sentence of the text is cohesive with the preceding
paragraphs via ‘recurrences’ (fired, speed, mph, saw) and the pro-
form it co-referring with rocket, and we obtain Figure 11.
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Beaugrande and Dressler suggest that to be successful in
augmenting such a network, the text-world should correlate and
match with 'world-knowledge' in a pattern called the WORLD-
KNOWLEDGE CORRELATE (1981:107).

This demostration has shown how to explore and represent
‘coherence’ as the outcome of actualizing meanings in order to
make sense. In this outlook, issues like the following emerge:

(1) continuity, (2) activation, (3) linkage, (4) spreading activation,
(5) economy, (6) use of global patterns, (7) inheritance, and
(inference) (1981:109).

Taking this kind of investigation as the basis, we will now try to
find out the conceptual/relational network of Turkish narrative
texts. The narratives we will use in our analysis are ‘Bir Vapur' by
Sait Faik and Koncinalar' by Haldun Taner.
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I11.6. THE ANALYSIS OF TURKISH NARRATIVES

The first narrative that will be analyzed is ‘Bir Vapur' by Sait Faik.
The key for the abbreviations used in the analysis of the sentences is

given on pages 83 to 85.

BIR VAPUR

Dan, ona Galata rihtiminda rastladim. Celik ve demir vicu-
duyle hassas bir sporcuya benziyordu. Ciplak ayakl: bir
kocok serserinin yanibasindaydi. Halatlarinin baglandig:
demirlerden birine ayagimi dayadim ve elimi ¢ceneme koya-
rak onu seyrettim. Beni alip gotoren, beani alip getiren
mahliuku doya doya sevdim. Bu vapur. “Tadla". yeni Tork
vapuriarindan"T" vapurudur.

Fransa'ya tahsile gitmis talebeden "Tadla"y1 tanimayan kim
vard1? Kim bu vapurun 8conco mevki govertesini y1ldizls
temmuz geceleri adimlamamistic?

"Parnas” daginin gonesli, altinls ve karls ebedi zirvesini,

Stromboli'nin eteklerindeki beyaz kasabalari, Vezov'on ki1-
2111181 altinda golen beyaz sehri, mavi Mesina'yi, vahsi Kor
sika'ys ve nihayet kahpe Marsilya'y: bati seyri ve agir vo-

cuduyle, bize gosteren "Tadla" olmadis ms?
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Sas1 gozla, kaptan tavirl: metrodotelin limanlara yaklagir-
ken gosterdigi tevazuu, sevimliligi unuttunuz mu?

Ben, bu gemide Kosikali muslar tansmistim ki, goverteyi si-
lerlerken kafalarinin gozelligine ve lisanlarinin
cevikligine hayran kalmigtim.

Gemiciler tanidim ki, gece yarisindan sonra kopmus firtina-

larin ve uzak, esrarengiz Cin sehirlerinin ssliklarin: go-
vertelere yaydilar.

Birince mevkiden ogonco mevkideki sevgililerini gormeye
gelen anormal prensesler, on alti yasinda roya kadar gozel
gocuklarinin gozo ononde flort yapan Rum kadinlar: gor-
dom. Ben bu vapurda comert Yahudilere, dost Ermenilere,
laubali, sen Ingilizlere, ciddi Fransizlara rastiadim.

Marsilya limanindan kalkip Pire'ye gelinceye kadar gegen
bes gon zarfinda, tam bir arkadaslikla baglandigim kogok
bir gocugu, bes gon sonra elom ve hozonle terkettim. Bes
goade, iptidai tabsilini beraber yapmigiz gibi, bin bir go-
cukca hatira ile ayrildim. Tesadof bir gon bizi kars: kars:-
ya getirirse; onu gocukliuk arkadaslarimdan hic ayirmadan:

- _ Sizinle - diyecegim-, hangi mektepte beraber okumus-
tuk?

Yine bu vapurda bir k12 tansdim. Bir delikanls seviyordu,
buna:

_' Ne egek sey o- diyordu. - Ben onu o kadar sevdigim
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halde, bir sabah gelip de "bonjur” demiyor, yanima tesa-
dofen gelse bir kelime konusmuyor.

Ben, o kiza:
_Ben varim ya- diyordum.
_ Ah- diyordu-, sen girkinsin.

Yildizl: ve karanlik govertede basbasa oturuyorduk. Elini

tutuyordum. Gozlerini kapayip delikanliy: tahayyul ede-
rek elimi sikiyordu.

Yavasca kulaginin dibine:

_ Hepsi bir degil mi? - diyordum-. Karanlik gecede, hepsi,
hepimiz bir degil miyiz? Yalniz, kadin ve erkek olsun.
Gozlerini kapa, tahayyol et.

0, karanliklar icinde gozel cocugu tahayyul ederek ince du-
man vocuduyle vocuduma yaslaniyordu.

Yine vapurda tanidigim bir papaz, bir dostu bir limanda
biraktigim ve perisan bir halde doséndogom zaman, yans-
ma yaklasip bana:

— Zevk- demisti-, en ucucu gseydir. En hurdebini delikten
kacan bir gazdir. Onun icin degil midir ki, zevki motemadi-
yen degistirmek lazimdir. Fakat her degistirisin sonundaki
bu melale, hozne, 12tiraba tahammol edilir mi? Evladim,
yegane saadet Allahtar.

Sonra karanliktan ve kimsesizlikten bekledigim teselliyi

bir papazdan aldigim icin, kizardim.
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Fakat geceydi. Kocaman gokler ve yildizlar vard:. Seren
motemadiyen parlak bir yildiz: gosteriyordu. Samanyolu
berrak ve seffafti. Gozlerimi goge kaldirdim. Boslugun
icine saklanmis, dosone dosOne yarattigim Allaha govene-
rek gozlerimi kapamis ve o gece, "Tadla" nin govertesinde
mosterih bir gcocuk uykusuyle uyumustum.

As has been mentioned, the first step in our analysis is to decide on
the control center, i.e., the point from which we can access and process in
finding out the other concepts and the relations in the deep structure of
the narratives. In the first sentence of the narrative, in a procedure
very common in Turkish, the subject of the sentence is deleted. But, it is
signalled in another concept rastladim. The text receiver, without any
hesitation, infers the first person singular subject 'ben’ as the subject of
this sentence. Therefore, the control center for this sentence will be
‘ben’ which is the agent of the action performed rastladim. When 'ben’ is
taken as the control center, ona appears as the object of the sentence, i.e.
as the affected entity of the action concept. The action concept is in
relation of 'location’ with rihtiminda which is in 'specification’ relation
with the concept Galata and in 'time' relation with daan. We can show the

concepts and the relations of this sentence as follows:
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While finding out these concepts and binding them together through
relations, the text receiver has to make inferences to fill in the gaps in
the textual world, and the concepts and relations are activated in a
mental workspace that is called active storage. The first sentence of the
narrative carries a significant importance because it reveals a lot about
the narrative. In this sentence, the characters who perform certain
actions, the place where the actions take place, and the time when
actions are performed are expressed. However, at this point there are
some ambiguous points about the characters of the narrative because the
use of the pronouns 'ben’ and ‘0’ does not give enough information about
the characters. The use of pronouns of this kind creates curiosity on the
part of the text receivers and forces them to continue the process of

activation and inferencing.

In the second sentence, the text receiver learns more about the
concept ‘0’ through the conceptual relations ‘attribute’, ‘part’, and

‘quantity”
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In this sentence, the text receiver has to infer that the agent (subject) is

not maintained by looking at the concept benziyordu. He also has to
make inferences and guesses about the relations between the agent o’
and the other concepts hassas, ¢elik, and demir. Here, the spreading
activation plays an important role. Activating his stored world know-
ledge, the text receiver has to find a correlation between the concepts ‘o'
and the attributes hassas, celik, and demir and guess what ‘o’ refers to.
At this moment, he may not successfully reach the concept that is

prefered by the text producer but at least he has some probabilities.

The concept ‘o' is maintained in the third sentence of the narrative as

the agent:
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In this sentence, the concept ‘0’ is in 'state’ relation with yan1 basindayd:
but we can also say that there exists a ‘location of' relation between the
concepts 0 and yani basindayd: because yani bagindayd: states where
the concept ‘0’ was. Therefore, this sentence shows us that sometimes,

two concepts may be linked to one another via more than one relation.

The following sentence is a good example for the type of the sen-
tences used in narratives in Turkish. In Turkish, we usually communi-
cate with simple sentences having only one predicate but it has been
found out that we also make use of sentences which are combined to one
another with ve and which have two different action concepts. This type

of sentence is frequently used in our sample narratives:

\
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In this sentence, the concept agent ‘ben’ is maintained in both of the

sentences and two actions are performed by the agent: dayadim and
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seyrettim. The action concept seyrettim is linked to the concept koya-
rak with ‘enablement’ relation because koyarak provides the sufficient

but not the necessary condition for the concept action seyrettim.

The concept agent 'ben’ is maintained in the fifth sentence and it is
linked to the action sevdim which is linked to the concept mahlokuv with
the affected entity relation. This sentence is significant because a differ-
ent concept is introduced and the text receiver has to establish a relation
between the concepts 'mahlik’ and previously used concepts ‘0. There
exists a co-reference relation between these two concepts, i.e. a different
expression activates the same text-world entity; 'mahlik’ and ‘o’ refer to

the same entity.

The last sentence of the first paragraph plays an important role in the
narrative, as it solves the problem (ambiguity) created by the constant

use of the concept ‘0", The agent is shifted again:
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Through establishing a relation between Tadla and bu vapur, the text
receiver realizes that 'o’ refers to a vapur whose name is Tadla and fills
in the gaps but the process has not been completed yet. This sentence

gives information about the type of the vapur via relations like

‘attribute’ and ‘specifications’.

The second paragraph of the narrative introduces two questions
which create curiosity on the part of the text receivers. The control
center for these two sentences is the concept kim and the text receivers

start finding out the other concepts and the relations taking this point as

the starting point:
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These two sentences require too much inferencing procedures to fill the
gaps and activate the concepts and relations in the textual world. The
surface organization of the first sentence of this paragraph may be con-
sidered as an ill-formed surface organization but it does not endanger
the connectivity and the continuity of the text since the text receiver can
tolerate such ill-formed surface organizations through inferencing pro-
cedures and text coherence is assured. This sentence is important be-
cause it gives information about Tadla which is a ship that carries stu-
dents who go to France for education, and Tadla has a significant role in

the lives of these students.

The third paragraph of the narrative is a long sentence and is again in

the form of a question and the contro! center is Tadla:
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This paragraph requires a reasonable and successful match between
the text presented infornia’tion and the text receiver's stored knowledge.
The concepts Parnas dags, Stromboli, Vezov, Mesina, Korsika, and Mar-
silya may not exist in the stored knowledge of the text receiver or only a
few of them might be familiar concepts for him but the text receiver is
very tolerable in such situations; he can easily make inferences and
guesses and does not block the communication process. In this sentence,
the control center fs the agent concept Tadla and it is linked to the
concepts Parnas dagi, Stromboli, Vezov, Mesina, Korsika, and Marsilys
through affected entity relation whose descriptions are given through

attributes like beyaz, mavi, vahsi, etc.

In the following sentence, the concept agent is deleted but it is sig-
nalled in another concept. By looking at the concept unuttunuz mu, the
text receiver can infer that the second person plural 'siz' is the under-
lying agent and that it is linked to the concepts sevimliligi and tevazuu
via affected entity relation. Sevimliligi and tevazuu are linked to metr-
dotelin through possession of relation whose attributes are sas1 gozlo
and kaptan tavirls. However, a problem may appear because of the
concept ‘metrdotel’, which is a foreign word, if this concept is not present

in the stored knowledge of the text receiver.
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The following sentence is another paragraph of the narrative and the

control center is the concept bea which is not deleted:
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In this sentence, the concept agent performs two actions which are
related to other concepts through the affected entity and location rela-
tions. The affected entity relation introduces the text receiver another
character (muslar) of the narrative and the location relation is main-
tained, i.e. the place the events took place is the same, but in this
sentence instead of Tadla’ or ‘'vapur', gemi is used. At this point, the
text receiver refers to his mental encyclopedia and identifies gemi as a
synonym of vapur and can establish the co-reference relation between

vapur (Tadla) and gemi.

In the next sentence, the control center is maintained and the agent is
‘ben’ but it is deleted; the text receiver has to evaluate the concept tans-

dim which signals this agent relation:
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This sentence introduces the text receiver another character (gemici-
ter) of the narrative via the affected entity relation. An interesting
point about this sentence is that the concept gemiciler is in affected
entity relation with the first part of the sentence and it becomes the
concept agent for the second part of the sentence and performs the

action of yaydilar.

Some other characters of the narrative are introduced in the next
paragraph. The control center for the first sentence of this paragraph is

‘ben’ which is deleted and can be inferred by looking at the concept

gordom;
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In this sentence, preasesier and kadinlar appear as the affected
entities of the action gordom and their characteristics are given via
‘attribute' and 'specification’ relations. The location is maintained but
‘the text receiver has to make inferences by looking at the concepts
birinci mevkiden and vgonco mevkideki in which the location 'vapur' is
signalled. To do this, the text receiver has to refer to his stored know-
ledge and has to discover that ‘birinci mevki' and 'uciincu mevki' are

found on ships.
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In this sentence, four new characters (Yahudiler, Ermeniler, Ingiliz-
ler, Fransizlar) are introduced through affected entity relation and they
~ are in attribute relation with comert, dost, taubali and sen, and ciddi
but at this point, the text receiver has to depend on his background
knowledge and should be able to activate his knowledge about the
nations mentioned in the narrative; if the text receiver is successful in
activating his stored knowledge, he will be able to realize that there is a
contra- diction between the textual world and the real world; in the real
world, Jewish people are not known as generous people; Armenians do
not act friendly; English people are not so cheerful; and French people do

not take things very seriously.

Another character is introduced in the next sentence and the whole
paragraph is about this new character. The control center is again ‘ben’
but it is deleted. The text receiver decides on the concept agent by
looking at the concept terkettim. The concepts and the relations of this

sentence can be shown as follows:
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In the other sentence of the same paragraph, the concept agent and
the relation between the agent and the affected entity are maintained
and the connectivity and the continuity is successfully established. Let

us have a look at the concepts and the relations:

In this sentence, the text receiver has to infer that the concept yap-

mis1z gibi is linked with the relation of equivalence and beraber is
linked through the relation of ‘co-reference’. In yapmisiz gibi, there is a
correspondence in the actions of the two concepts, 'ben’ and ‘cocuk’ and
the concept gibi signals this relation. The concept beraber is another
expression used to activate the same text-world entities, ‘ben’ and

‘cocuk’.
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In this sentence, the concept agent is maintained but there is a shift
in time; the concepts related to time were all in past tense before this
sentence but, in this séntence, the concept diyecegim is in future tense
and reveals the agent's future plans. At this point, another ambiguity is
created; the text receiver has to continue the process to clarify how the
agent will perform the act of saying and what he will actually say. The
follow- ing sentence solves this problem for the text receiver. In this
sentence, the agent changes and the text receiver has to look at the con-
cept okumustuk to find out the control center for this sentence. Deleted

‘biz’' takes on the role of the agent which is the control center for this

sentence:
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The next paragraph is the introduction of another character of the
narrative. The subject agent is again deleted 'ben’ and is in the affected
entity relation with kiz which introduces the text receiver another new

character.
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In this sentence, the concept yine is in co-reference relation with the

actions performed by the agent 'ben’.

In the following sentence, the concept agent is shifted and the
concept ‘kiz' becomes the agent of the sentence. Here, the text receiver
has to infer the agent by looking at the concepts seviyordu and diyordu.

The agent is deleted but signalled in the concepts seviyordu and

diyordu.
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Here, the text receiver again infers that the concepts delikanl: and o are
in co-reference relation which maintains the connectivity and the conti-

nuity of these sentences. In the next sentence, the affected entity ‘o'

becomes the agent and the control center of the sentence:

In the following two sentences, the control center is the concept agent

ben which is not deleted:
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The agent ben performs the action diyordum and is linked to the concept

kiza with the relation of affected entity.

The following sentence is the answer of the affected entity and can be
taken as the control center for this sentence. Therefore, 0’ is the agent
but it is deleted and can be inferred by looking at the action concept

diyordu:

In this sentence, the concept agent is shifted and is signalled in the
action concept oturuyorduk but the location relation is maintained. The
following sentence has the action concept tutuyordum performed by the

agent concept ‘ben’ which is deleted and signalled in the action concept:
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In this sentence, elini is in affccted entity relation with tuteyordum.
Here, the text receiver has to infer that elini signals possession relation

with 'ki1z'.

In the following sentence, the action concept sikiyordu signals the

agent concept of the sentence and is linked via affected entity relation to

elimi and enablement relation to kapayip and tahayyuol ederek:

In the next sentence, the text receiver has to infer that kulaginin is
in possession relation with the concept 'k1z’ and the action concept

diyordum signals the concept agent of the sentence:
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The following sentence is in the form of a question and is related to
the sentence given above in which bir is in equivalence relation with the

relation with the concepis hepsi and degil mi:

- - 0
d = bir )
Cepsi D 7= Coetil mi )=

This sentence is combined to the following sentence which is another
question sentence. The concept agent is repeated and another plural

concept is also used as the agent of the sentence:

st

degilmiyiz
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Hepimiz



120
The following sentence is like an answer to the question asked above.

The text receiver, depending on his stored knowledge, has to infer that

the agent of this sentence is the second person singular ‘sen”:

gozlerini
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In this sentence, the agent ‘o' performs the action of yaslaniyordu
which is linked to vacuduma with the relation of location and that is
linked to vacuduyla with the relation of instrument. The action concept
is also linked to tahayyol ederek with the relation of enablement, i.c.
tahayyal ederek creates the sufficient, but not the necessary conditions
for the action yaslaniyerdu. In other words, tahayyol ederek makes the

condition possible, but not obligatory for the action concept.
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This sentence introduces another character (papaz) of the narrative
and it becomes the control center for this sentence. It is linked to
another sentence whose control center is the concept zevk and it is in
state relation with the concept seydir. The affected entity of the

sentence is bana and it is linked to the other concepts with the relation

of time.

The following sentence is linked to the previous sentence because the
agent is maintained but it is deleted and signalled in the concept gazdir
which is in state relation with 'zevk', in attribute relation with km;an"

and location relation with delikten:
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In the processing of this sentence, the text receiver has to infer that
the sentence is a combination of two sentences in which enun igin degil
midir ki part is linked to zevki motemadiyen degistirmek 1azimdir part

with cause of relation. The control center is degistirmek 18zimdir and is

linked to zevki with an affected entity relation.

a |

her

This sentence is another question sentence therefore, tahammul edi-
lir mi can be taken as the control center which is linked to melale,
huzne, and zdiraba with the affected entity relation which are specified
as bu with the specification relation, and they are in time and possession

relation with sonundaki and degistirirsin.
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The following sentence is the last sentence of this paragraph and

introduces a state relation between the two concepts of the sentence:

d —>
saadet i @
9

In the next sentence, the concept agent is ‘ben’ but it is deleted and

can be inferred by looking at the action concept kizardim. The action
concept is in cause of refation with the concept atdigim icin Which is in
affected entity relation with the concept teselliyi. Teselliyi is linked to

the concept bekledigim via attribute relation:

teselliyi =

kimsesiz-

likten
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In the last paragraph of the narrative, there are very short sentences

in which the concepts and the relations are linked to another as follows:

Cgooeydi 22 fakat )
°P
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As can be seen, in the sentences above, state and attribute relations
are very frequently used. The main purpose of this is to describe the
time concept ‘gece’. In the following sentence, the control center is again
the deleted 'ben’ which is signalled in the concept kaldirdim and can be
inferred by the text receiver. The action concept is linked to the concept
gozlerimi with the affected entity relation and to the concept goge with

the location relation:

@ —=—{ kaldirdim)}—= —
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The last sentence of the narrative is a longer sentence which is

formed by bringing together three sentences as follows:
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In our analysis of the narrative ‘Bir Vapur', we have tried to explore
and represent coherence as the outcome of a problem-solving process.
The analysis began on the surface text and worked downward to the
deeper text. The surface text has been parsed from the linear string into
grammatical dependencies. The elements in those dependencies were
the expressions which activated concepts and relations in mental storage
and the main ideas were extracted from these concepts and relations. As
has been hypothesized at the beginning of the research and proved via
the analysis, in Turkish, narrative text type is a configuration of rela-
tional dominances obtained between or among elements of:(1) the sur-
face text, (2) the textual world, (3) stored knowledge patterns, and (4) a
situation of occurrence. The analysis has also displayed that this narra-
tive refers to a series of real or fictional events and actions that took
place in the past relative to the time of the narration. The events and
actions have been presented in a sequential order and they can be speci-
fied as to a particular time and place. In Beaugrande and Dressler’s
terms, the events and the actions of the narrative are linked to one an-
other via time and location relations. These relations can be established
by the text receiver as a result of the processes called activation and
inferencing. The characters(participants) involved in the events and
actions can be both animates and inanimates and can be inferred by
supplying reasonable concepts and relations to fill in the gaps in the
textual world. The most commonly used relation was the affected entity
relation. The performers of the actions were presented by the use of the
agent concepts. If the participants were not humans, they still possessed
human qualities and acted like humans. The narrator was identical with
one of the participants involved in the narrative. Although the text

analyzed was a narrative, still there were a lot of descriptions used. The
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concepts used in descriptions were linked to one another via attribute,
specification, and quantity relations. Thus,we can easily say that this
narrative is an arrangement of actions and events and are linked to one
another via time and location relations; the performers are specified
through the agent and the affected entity concepts. Their descriptions
are linked to the concepts via attribute, specification and quantity

relations.

Let us now look at the second narrative and try to examine
the concepts and the relations underlying the deep structure of

this narrative.

EONGINALAR

Iskambil destesinin en sevdigim kagitlarindan biri, 0zerine
The Jolly Jocker yazils, o delismen, o ugars, o biraz cambaz,
biraz sihirbaz, bir miktar da duozenbaz, ama nese dolu, hayat
ve hareket dolu. kanisicak delikanlidir. Ne yazik ki, Jocker-
lere Kanasta'dan, Kumkan‘dan, Remi'den baska oyunlarda
pek yer verilmiyor. Verilse, her girdikleri oyuna renk ve
hareket, canlilik ve saklabanlik katarlards.

Jolly Jockerler bir yana, destenin en itibarls kagstlars, bi-
lindigi gibi, Beyler yani Aslar oluyor. Ayip degil ya. ben
Aslardan oldum bittim hoglanmam. Belki kendim hig bir
zaman As olamadigim, As olamayacagim icin. Kabul etmeli
ki, onlarin dordonde de bir Kral havasi, bir Padisah cakasi
vardir. Hele bazi takimlarda bunlari daha da bir satafatls
resmederier.
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Karamaga beyinde mesum bir seyler sezilir. Onun sarayinda
herhalde birtakim karanlik dalavereler donoyor, gece, mah-
zenlerinde, bir soro kelleler uguyor olmalidir.

Ispati beyini ben bir Bizans Prensine benzetirim.

Bunlara kiyasla, Kupa beyi daha bir bizden gibidir. Kupa
beyi herhalde Osmanli Hanedanina mensup olmals. .

Karo beyine gelince, bakiniz, o bir Selguk Sultanidir. Celebi,
zarif, nazik ... Aksi gibi, Tekel damgasini da hep onun osto-

ne vururiar. Buna ragmen Oylesine asil ve kibar bir havas:
vardir ki, bu damga bile onu girkinlestiremez, inadina dsha
bir acar, daha bir sevimli yapar. Oyle ki, damgas1 olmayan

bir Karo beyi gorsek, bayags yadirgar, bir eksiklik duyariz.

Resimli kagitlar icinda kanim en cok Kupa ki12ina kaynar.
Kupa kiz1, etine dolgun, duru-beyaz, hanim-hanimcik bir
tazedir. Oniversiteyi filan bir kalem gecin, go¢ hal ile bi-
tirdigi ortadan sonra, liseyi bile okuyamamistir. Olsa olsa,
sanat enstitoso mezunudur. Herkesin okumafga merak: olmaz,
buncagizin da basks marifetleri var: Dikisle nakisin her
torlusu, orgo islerinin daniskas: ... Etegi belinde, buton evi
o ceviriyor. Yeni yetisirken mahalledeki oglanlaria mektup
alip verdifi olmus gerci. Cahillik iste. Hos gormeli. Ama
evienince esi bulunmaz bir hayat arkadas: olacaktir. Buna
eminim. Bir kere kocasina ukald ukalt karsilik vermez.

Sonra bu cins kadinlar cocuklarins da duskon olurlar. Daha
ne?

Onunls eviendiginiz takdirde, kayniniz Kupa oglu olacaktsr

ki, Allah igin, usiu akills, yumusak bagls, kendi halinde bir
cocuktur.



131

Babalar: Kupa papazina gelice, sizden iyi olmasin, pek baba-

can pek cansa yakin bir adamdir. Hog fikralar anlatip gobe-
gini hoplata hoplata goler. Daha cosarsa, kot kot karsisinda-
kinin sirtina vurur. Evde teklif tokellaf hak getire ... Sen
de sen, ben de ben. Candan insanlardir vesseldm. Oyle bir
sileye damat girmek isterim.

Ispati kizina gelince, bakin ondan her torlo sinsilik umulur.
Siz onun oyle sakin ve masum gorondogone bakmayin. o

ne hinoglu hindir o, o ne icinden pazarlikli agiftediro ...
Iskambilin 0stonde gordogonoz onun bayramlik resmi. O,
bu masum bdkire pozunu, fotografgida resim cektirirken bir,
bir de pazarlar: kiliseye giderken takinir. Soyle kulaginiz:
verin de bir dinleyin mahalleyi. Maganin oglu ile sinema
localarinda, plaj kabinelerinde yapmadig: kalmamis. Hal
boyle iken, yine de bilmeyenlere kars:1 kendini dirhem dir-
hem satar. Ispatinin oglu ablasinin Kkirli camasiriaring her-
kesten iyi bilir, bilir ama gel gor ki ablas: da onun kumar
borglarini oder, evden gsunu bunu gotorop satisins gizler.
Babalar: da 2zaten itin biri. Bu yass gelmis hald sefih, ku-
marbaz.bir gun olsun ayik gezdigi gorolmemis. Tencere
dibin kara hikdyesi, kimin kime ne demege hakk: var.

Karolara gelince, onlar kigizade, gormus gecirmis bir ailedir
Bakmayin simdi biraz dogtoklerine. Babalar: Hariciyeden
emekli. Zannedersem Sehbendermis. Eski usul, mukaffa ve
musanna bir Istanbul Tarkcesi konusur. Kizlari, norsler,
matmazellerle, el bebek gol bebek boyotuldo. Bes senedir
Ingiliz Filolojisine gidiyor, bitiremedi. Bitiremez de elbet.
Allahin gono kantinde ha ha ha, hi hi hi, aksamosto de
oflanliarla alts buguk matinesi ... Erkek kardesini sorar-
saniz, al onu vur ona. Karonun oglu da, hoppala pasam,
hoppala beyim dadilar tayalarla simartilmsg, kus suteyle
beslenmis, beyaz, toysuz, oglandan ¢ok kiza yakin, tasvir
gibi bir civan. En iyi mekteplere verdiler, okumads. Gonahi



132

boynuna, birtakim uygunsuz, meymenectsiz heriflerle gezi-
yormus. Allah bilir, eroin de ¢cekiyordur. Gozlerinin her
daim mahmur bakisini ben pek hayra yoramiyorum. Oyle

efendi babanin ¢ocugu boyle soysuz ¢iksin, yazik, ¢ok
yazk ...

Magalar bir Ermeni ailesidir. Gedikpasa'da oturuyorlar. Pe-
der koyu bir katolik papazi. Basbariton, tomturakl: bir sesi
vardir. Oglu Mahmutpasa'da bir tuhafiye magazas: isletiyor.
Ispati kiz1 ile maceralarina yukarda az buguk dokunduk. Ab-
last Maga k121, esmer, kara kasli, kara gozla, bazs yerleri mu-
hakkak ki agiri toylo, gerci sicak, gerci gozel, ama neme
lazim, duasinda niyazinda, dini boton bir tazedir. Belli ki,
babasina cekmis. Istavrozunu bir gon gogsunden eksik et-
mez. Kardesinin Ispati ki1ziyle yaptiklarini: duysa, utancin-
dan yerin dibine geger. Oylesine kaba-sofu ki, malom gon-
lerde erotik royalar gordogo zaman bile, suuraltisinin ken-
dine oynadig: bu oyuna icerler, sabahleyin alelacele banyo
yapip tovbe istigfar eder.lyi bir drahomas: var. Simdi geng
degil, soyle kirking, kirk begini asmig, efendiden agirbash
bir kismet bekliyor. Hayirliss.*

Resimli kagitlardan sonra, ilk agizda, Onlularia Dokuziular
gelir. Onlularia Dokuzlular, resimsiz kagitlar icinda onemli
oyunlara katilma imtiyazina sahip baslica kagitlardir. Bun-
dan 0toro de hallerinde gorgosozce bir ¢alim, budalaca bir
kurum sezilir. Haydi ‘Onlular, Aslarin halktan yetisme

* Bakmayin, Maca kizinin ad: edebiyata koti gecmis. Onun, keadisine yorulan
sgursuz kadin, cok bilmis dul, yuva yikan vamp-disi vasiflars ile i1igigi
voktur. Iftira, tevatér, hele bizim kiasik Tekel takimlarindaki Maca kizinin,

Ispati kizininki gibi numaradan degil, gergekten -uu-'yizine bakiaca, bana
basbbtin hak vereceksiniz.



133

vezirleridir' diyelim. Ya Dokuzlulara ne buyurulur? Bun-
lar, kendilerini sayidan bile saymadiklar: halde yine de
oyunlarina alan, oyunlarina alip onlara 0bOr resimsiz ki-
gitiardan aston bir deger sagilayan aristokrat kagitiars ya-
ranmaktan, siftinmekten hoslaniriar. Bu halleriyle Dokuz-
lulari, efendilerinin ononde yerlere kadar egilen, ama sa-
ray parmakliklar: digindaki halka tepeden bakan, mabeyin-
ciler veya stile usaklar makulesinden saymak yanli§ olmaz
sanifim.

Dokuzlular mabeyinci veya stile usak olursa, Sekizlilerle

Yedililere de, el ulaklig1, bahéxvan yamakliigi: gibi daha
asagilik isler doguyor.

Boton bunlardan sonra sira nihayet Konginalara gelir. Kon-
cina diye, bilindigi gibi, Alt1lidan asag1 kagitlara deniyor.
Konginalar, ismi ostonde iste, Konginalardir. Gegin Bezik
gibi, Poker gibi kibar oyunlari, Asc1 Iskambili gibi en pes-
paye oyunlarda bile hiq bir ige yaramaz, 02g0n ve koskan,
oyunu disardan seyrederler. Diyeceksiniz ki, Pinakl'da
Kanasta'da oyuna aliniyorlar ya ... Ben ona 6yuna alinmak
m1 derim.Zavallilar,citsir kozlarin at oynatti§i meydanlarda
habire gelir gider, ayak altinda dolagip trafigi tikar, mugta-
lanip dururlar. Hasili aburcuburdurlar. Boyle oynamaktan-
sa ben yesil guhanin Ostone kapanip y0z0sto uyuklamay1
tercih ederim. Konginalar bu bakimdan iskambillerin par-
yasidirlar. Var oluslarinin sebebi sarf obor kagitiara ba-
samsak o!mak, onlarin 0ston mevkiini saglamaktir. Alt
basamak olmasa Ost basamak neye, kime 0gonecek?

Konginalarin bu igler acisi durumu bana oldum olasiya do-
kunmustur. Kald: ki, deste icinde hokom soren bu derebey-
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lik rejimini bugone bugon Insan Haklar: Beyannamesi ile
uzlastirmaga da imkan yoktur. Nitekim, usta oyuncu gegin-
digim siralarda onlar: paryalikun kurtarip egitlige kavustu-
racak, boylece desteyi de iyi koto ¢agimizin demokrasi gidi-
sine uyduracak yeni oyunlar aradigim oildu. Hatta, oyle bir
oyun bulayim ki diyordum, orada birliler asil degerlerine
indirilsin, begliler kizlari, dortloler oglanlar: alabilsin, alay
bu ya, icabinda bir kilkuyruk o¢glo, dort papaz: birden sus-
taya durdurabilsin. Fakat olmuyor beyler. Aslarda o kogok
daglar: ben yarattim diyen heybet, Papazlarda o boton guo-
venini sakaldan, asadan, baltadan alan azamet varken, o
godok, o somsok. o boynu bokok Konginalar onlara bir tarle
el kaldiramiyoriar. Sinmis bir kere iclerine, aliskanisk
deyin, cekingenlik deyin, asagilik, daha dogrusu Konginalik
kompleksi deyin, yapamiyorlar iste, ellerinden gelmiyor.

Bunu anladigim gonden beri yeni oyunlar aramaktan, eski-
lerini de oynamaktan vaz gectim. Her kagida egit deger tani-
yan biricik oyun oldugu icin simdi yalniz Pasyans agiyorum.

12. Mart. 1953

The first sentence introduces the first character of the narrative
through the use of the concept The Jolly Jocker Which is the control
center for this sentence and through state and attribute relations we

learn some of the features of this character:
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In this sentence, the text receiver, by looking at the concept sevdi-
gim, has to infer that the text producer himself is also one of the char-
acters in the narrative. As soon as the text receiver sees the concept
The Jolly Jocker, he has to activate his stored knowledge to find this

concept in his mental encyclopedia.

In the second sentence, the concept agent is not mentioned; the text
receiver can infer this if he looks at the concept verilmiyor and this
sentence also requires the activation of the stored knowledge to inter-

pret the concepts Kanasta, Kumkan', and Remi":

oyunlarda

Remi'den
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In the third sentence, the text receiver has to infer that the sentence
is a combination of two sentences: the concept v.erilse in the first part of
the sentence is linked to the other sentence through modality relation
and the action concept katarlard: signals that the agent concept is ‘onlar’
and it is the control center of the sentence. The action concept is linked
to the concepts renk, hareket, canlilik, and saklabanlik through af-

fected entity relation:

hareket
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In the next sentence, another character is introduced but the text
receiver has to infer that the concepts Beyler and Aslar refer to the
same character in the narrative by looking at the concept yani which
reveals that Béyler and Aslar are the synonymous concepts. The control
center is Beyler yani Aslar which is linked to the concept oluyor via
state relation and it is linked to the concepts destenin and kagstlars
through possession relation whose attribute is en itibarls. In the follow-

ing part of the sentence, the text receiver has to infer that a general fact

is stated through the use of equivalence relation:

In the following sentence, the control center is the concept ben and it

is linked to the concept hoslanmam through agent relation which is
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linked to Aslardan through affected entity relation:

In the next sentence, the control center is the concept keadim which
is in state relation with the concepts olamadigim and olamayacagim and
in affected entity relation with As. At this point, the text receiver has to
establish a correlation between the textual world and his world know-

ledge in order to understand the affected entity concept As because the

bir

concept As used in this sentence is somewhat different from the one
used in the previous sentence, and stands in a recurrence relation with

the As used in sentence S, i.e. the same expression reactivates a concept,
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but not necessarily with the same reference to an entity, or with the

same sense.

In the next sentence, the text receiver learns more about the charac-
ter through state, attribute, and quantity relations. In order to under-

stand the concept dordonde de, the text receiver has to establish a

onlarin
dordunde de

relation between this sentence and the other sentences of this paragraph
because the concept dordonde de replaces the concepts Beyler or Aslar

that are mentioned in the previous sentences.

The control center for the following sentence is the concept agent 'on-
lar’ which is deleted; the text receiver has to infer it by looking at the
action concept resmederler. The text receiver also has to make guesses
to understand that the concept buniari stands for Aslar or Beyler where
Aslar or Beyler stands in co-reference relation with ‘bunlar’, i.e. differ-

ent expressions used to activate the same textual entity.
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The next sentence introduces the third character of the narrative

which can be inferred in the concept beyinde. It is in specification

g

relation with the concept Karamaga. At this point, the text receiver has

to rely on his stored knowledge to find out what the concept ‘bey’ refers

to.

In the following sentence, the text receiver learns more about the
character which was presented through the use of the concepts ‘Maca'
and beyi. The concepts donoyor and uguyor are linked to the concept
olmalsdir through modality relation. The cohcept olmaldar is linked to

the other concepts through location, time, and possession relations:
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Another character of the narrative is introduced in this sentence in
the concept Ispati beyi. In this sentence, the text receiver has to es-
tablish a relation between the text world knowledge and his world
knowledge in order to guess the relation between the concepts Bizans,

prensi and Ispati, beyi:

The other sentence is the introduction of another character. The

concepts Kupa, beyi become the control center of the sentence and are
linked to the concept gibidir through state relation. A comparison is
made with the agent concepts of the previous sentences and Kupa beyi
in this sentence which is in opposition relation; the text receiver can

infer this by looking at the concept kiyasla:

beyi_2(gibidic == bizden y==(kuyasla == bunlara )
st pe op ae
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The modality relation binds the concepts together in the following
sentence and this can be inferred by looking at the concepts mensup

oimal: and herhalde. The text receiver's stored knowledge is activated

mensup herhalde

olmali

SP\L

by the concepts Osmanli and Hanedanina to find the correlation between

the text world knowledge and world knowledge.

Another character can be guessed by looking at the concept beyine

and the specification (Kare) assigned to it. The text receiver has to

guess that the concepts Karo beyi and o refer to the same entity, i.e.

there is a co-reference relation between these two concepts. The char-
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acteristics of the character are presented through quantity and specifi-

cation relations.

Some other features of the same character are given in the following

sentence but this sentence is an ill-formed one. However, the ill-formed

surface organization does not endanger the continuity of senses, since,
inferencing procedures activated by the text receiver fill the gaps and

assure text coherence.

In the following sentence, the control center is the concept ‘onlar’
which is deleted but is signalled in the action concept verurlar. Here,
the text receiver has to infer to whom ‘onlar’ refers and this can be done

by establishing a relation between the text world and the real world.
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In the following sentence, the control center is the concept ‘'onun'’
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which is deleted but signalled in the concepts vardir and onu. Actually,
this sentence is formed by bringing together four sentences and they are
linked one another through relations. Therefore, the control center for
the second part of the sentence is the concept damga which is linked to
three action concepts through agent relation. Through attribute and

quantity relations we get more information about the character.

In the next sentence, the control center is the concept ‘biz' which is
deleted but is signalled in the concept duyariz. The agent concept is

linked to the concepts yadirgar and duyariz. The first part of this sen-

tence is linked to the second.part through cause relation which is sig-
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nalled in the action concept gorsek. This concept is linked to the concept
beyi via affected entity relation which is linked to Karo through specifi-

cation relation.

In the following sentence, another character of the narrative is
introduced through affected entity relation and is identified through
specification relation. The control center of the sentence is the concept

kanim. The place of the character is specified through location relfation:

“’ kaynar Kizina "'a kagitlar
a9 ae Lo ae

\ at [V

QN sp

The features of the new character are given through state and

attribute relations. The control center of the sentence is the concept

kiz1 which is linked to the concept Kupa through specification relation:

etine dolgu
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The following sentence gives more information about the concept
Kupa ki1zi. The sentence is a combination of two sentences, therefore, we
have two control centers; the [irst one is ‘o’ and the second one is 'siz’
which are deleted but signalled in the concepts okuyamamigtir and
gesin. In this sentence, the text recejver has to correlate the textual
world knowledge and his stored knowledge to link the concepts through

time relation:
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The control center of the following sentence is the concept ‘o which
is deleted and it is linked to the concept mezunudur through state re-
lation which is linked to the concept enstitaso through affected entity
relation. It is identified through specification relation as the concept

sanat.

Co1 mezunudup)—— enstitusu
54& ae.

st ¢ sp [t

We learn more about this character in the next two sentences

through state and affected entity relations. The text receiver has to infer

that the concept buncagiz is in co-reference relation with the concepts

Kupa kuz1 and o :

Cherkesiny—3—otmaz D—==—Caeraks )—==—(okumaga>
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The control center for the next sentence is the concept ‘onun’ which

1s deleted and can be inferred by the text receiver. It is linked to the

concept olmus through state relation which is linked to the other

concepts through affected entity relations:
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The following two sentences are the results of the previous sentence
and inferencing operation should be at work to supply reasonable con-

cepts and relations to fill in the gap in the textual world:

—»
ca ¢

ormeli »
at

The following three sentences of the paragraph which introduce the
character Kupa k121 give more information about the agent concept Kupa
kizi'. The text receiver has to make inferences to supply the concepts

and relations:
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The following sentence introduces the other character of the narra-
tive. The control center of the sentence is the concept oglu which is
linked to the concept EKupa through specification relation. The concept
‘oglu’ is also linked to the concept olacaktir through state relation and

the characteristics of the concept are presented through attribute

relations:

The following paragraph introduces another character therefore, the
control center for the sentences of this paragraph is the concept papaz
which is linked to the concept Kupa through specification relation. The
text receiver has to activate his mental storage to find out the following

concepts and relations:
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In the next sentence, the control center is the concept onlar which is
signalled in the concept insanlardir. The concept ‘onlar’ is linked to the
concept insanlardir through state relation and to the concept candan

through attribute relation:

o = G
+ t

) a

In the last sentence of the paragraph, the control center is shifted.
Deleted ‘ben’ is signalled in the concept isterim and is linked to that

concept through volition relation:

The other paragraph introduces the other characters of the narrative.

The first character that is introduced in this paragraph is identified in
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the concept kiza which is specified through specification relation in the.
concept Ispati. The following sentences present some of the qualities of
this character through the use of attribute and specification relations.
Let us now look at those sentences and see the concepts and relations

used:

@ =2 kizina
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mo ac.

sr{,

masum



158

hindir

ne asiftedir

at |V

o ¢ spil

ae ||




159

49
/
at
" 7¢
(S e
/.—H
( pozunu
\7$ -g "
gider- » ‘5@ %"‘m
J \ ken
at ax
Gasre>
vV ¥,
sp sp
CbuJ

dj aL. en - oL, ot

v
bir

-



160

vapmadigt

4 kabinelerinde

- - > o - >
Ci0) —Catar @ bilmeyen~ boyle
a.j o o e Ir.z: ,.{: ”"Z‘"
at |

dirhem
dirhem

In the second part of this paragraph, another character is introduced

in the concept oglu which is linked to the concept Ispatinin through

specification relation:
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@ herkesten Kirli
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This sentence is a combination of two sentences whose control centers

are different. The control center for the first part is the concept oglu
but the control center for the second part is the concept ablas: da. The
text receiver has to relate this concept to the other concepts to fill in the

gaps in the textual world.

The last two sentences of this paragraph present another character

which is signalled in the concept babalar: da. It is the control center of
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the following sentences:
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The qualities of the concept babalari da are given through state,

attribute, and specification relations.
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The next paragraph introduces another family whose qualities are

given through state, quantity, and attribute relations:

Gy
ae

" The first member of the family is introduced in the concept babalar:
and it is linked to the other concepts through state and attribute

relations:
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The second member of this family is introduced in the concept kiz-
lars and is linked to the other concepts through attribute, focation, and

time relations:
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In this sentence, the text receiver is expected to consult his mental
encyclopedia in order to guide his spreading activation because of the
ill-formed surface organization. However, the ambiguity created by the
ill-formed surface organization does not endanger the continuity of
senses, since inferencing procedures activated by the text receiver fill

the gaps and assure text coherence.

The rest of the paragraph introduces the last member of the family.

- In these sentences, the text receiver has to infer that the concepts erkek
kardesi; onu, and oglu refer to the same person and are in co-reference
relation. The concept oglu is specified through the relation specification
in the concept Karonun. The control centers for the following sentences

are the concepts oglu, 0, 'sen, onlar’, ‘ben’, and 'siz"

Csiz) )——= w —— kardesini
49 AL,

mo
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In the above mentioned sentences, the qualities of the concept oglu
are given through affected entity, specification, attribute, and quality
relations. Some of the ili-formed surface organizations can be tolerated
by the text receiver; inferencing procedures fill the gaps and assure text

coherence.
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The next paragraph introduces another family. The text receiver can
infer this when he looks at the concept ailesidir. In the first sentence of
this paragraph. the control center is the concept Magalar which is linked
to the concept ailesidir through state relation and ailesidir is linked to
the concept Ermeni through specification and to the concept bir through

quantity relations:

The following sentences give more information about this family and
family members. Let us now look at these sentences and see how

concepts and relations are held together to assure text coherence:

Gedikpasa'da
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In the last two sentences, the qualitites of the concept peder are

given through specification, attribute, and quantity relations:

Mahmutpasa'da
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The last seven sentences mentioned above give the features of the
concept kizs which is linked to the concept Maga through specification

relation. Most of the concepts about the features of the concept Maga
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kiz1 are linked through attribute and quantity relations. The text
receiver can identify a hierarchy of occurrences or propositions
presented in the textual world and can establish a correlation between
the textual world knowledge and his real world knowledge. Ambigu-
ities arising from ill-formed surface organizations are tolerated and the

text receiver can fill the gaps to assure text coherence.

The next paragraph is the introduction of two new characters which

are signalled in the concepts ‘Onlular’ and Dokuzlular™:

ag g
Onlularla —~<2 @
Dokuzlular

SP\L

resimli

In this sentence, the control centers are the concepts ‘Onlular' and Do-
kuziular' which are linked to the concept gelir through agent relation.

Time is specified in the concepts sonrs and ilk agizda. The other sen-
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tences of this paragraph introduce the features of the concepts Dokuz-
lular’ and 'Onlular’. Let us see the concepts and the relations used in

these sentences:

Onlularla
Dok uzlufar

’tf’ v ae({
@ @nlar )
sp |V

resimsiz
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In this sentence, the operation of inferencing has to supply reason-
able concepts and relations to fill in the gaps in the textual world
because the sentence is a complicated one. Here, the text receiver can
take the concept bunlar as the control center and this concept is in co-
reference relation with the concepts Onlular’ and Dokuzlular’ in the
previous sentences. The concept bunlar is also in co-reference relation
with the concept kendilerini. The concept hoslaniriar is linked to the
concepts yaranmaktan and siftinmekten via affected entity relation.
Here, the text receiver may have to consult his mental encyclopedia in
order to guide his spreading activation in defining the concept siftin-
mekten because this concept is not commonly used in Turkish. The
concept kagitlara is specified through specification relation and the

qualities are given via attribute, enablement, and location relations.

The last sentence identifies the other characteristics of the concept
Dokuzlular'. 1t is linked to the concept makulesinden via part relation
and the concept makulesinden is linked to the concepts mabeyinciler
and stile usaklar through specification relation. The other frequently
used relations are attribute and location relations. The text receiver has

to match the textual world with his real world knowledge.
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The next sentence introduces new characters and the control center
of the sentence is the concept desoyor. The second part of the sentence

is linked to the first part of the sentence via modality relation:
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The next paragraph introduces the last character of the narrative
which is signalled in the concept Koncinalar'. The control center of the

first sentence of this paragraph is the concept sira and it is linked to the

concept gelir. The concept Konginalara is in affected entity relation.

In this sentence, the text receiver has to establish a relation between
the concepts ‘bunlar’ and 'bitin’ and the other concepts mentioned in
the previous sentences (e.g. Dokuzlular, Onlular, Macalar, Karolar, etc.)

because there exists a co-reference relation between these concepts.

The following sentences try to define the concept Kongina' because

this concept may not be in the stored knowledge of the text receiver:

e eq

Koncina
diye

bilindigi
gibi

deniyor !

as

altilidan

asagl
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After defining the concept Konginalar, some of the qualities of the
concept are presented in the following sentences. Most of the sentences

require the establishment of a correlation between the textual world

and the real world:
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In the next sentence, the concept zavallilar is in co-reference
relation with the concept Konginalar, i.e. a different expression has
been used to refer to the same entity. The control center is the concept

zavallilar:
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The control center is shifted in the following sentence and the agent

concept ben can be taken as the control center:



187

(Ben ) tercih (0 oynamaktansa
ederim
sp ¥

cuhanin = @
at

The following two sentences give some more information about the

concept Konginalar:
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The next sentence gives the present state of the concept Koncinalar’

via attribute and possession relations:
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In the following sentence, the text receiver has to establish a corre-
lation between the textual world and the real world to understand the
concepts derebeylik, rejimi, and Insan Haklar: Beyannamesi. The

concept deste can be inferred easily by the text receiver:

imkan yoktur e uzlastirmaga da
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The following sentence gives the experiences of the concept ‘ben’ and
the concept Koncinalar'. The text receiver has to infer that the concept
‘Konginalar' is in co-reference relation with the concept ‘onlar’. In this
sentence, the past experiences of the concept ben’ are presented. The
agent concept is linked to the concept aradigim oldu which is linked to
the concept oyunlar via affected entity relation. The concept oyunlar is
linked to the concept siralarda through time relation. The other con-

cepts are identified through attribute relations:
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In this sentence, the control center is ‘ben’ but it is deleted. This
agent concept is signalled in the action concept diyordum and can be
inferred by the text receiver. In order to bind things together, the text
receiver has to supply reasonable concepts and relations to fill in the
gaps in the textual world and establish a correlation between the

textual world and the real world.

In the following sentence, it is found out that the desires of the agent
concept are not realized. The text receiver has to infer what the concept

beyler refers to in the textual world:

{3 N oLl
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In this sentence, some other features of the concept Koncinalar' are
presented via attribute relations. There is a comparison between the
concepts Konginalar' and 'Aslar’ and 'Papazlar' again via attribute .

relations.

In the following sentence, the present state of the concept Kongcina-

lar’ is emphasized:
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In this sentence, the control center is the concept 'ben’ but it is
deleted. It is signalled in the concept vazgegtim. The concept vazgeg-

tim is linked to the other concepts via affected entity relation:
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In the last sentence of the narrative, the text receiver is expected to
consult his mental encyclopedia in order to understand the concept
Pasyans and has to infer the cause relation that holds together both the

concepts of the sentence and the concepts and relations of the whole

story.
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The same kind of analysis has been carried out in exploring the stan-
dard of coherence in the text Koncinalar' and the analysis has shown
that the text is organized in such a way that there is a particular se-
quential order of events and actions. The text receiver can infer these
when he analyzes the action concepts. When contrasted with the first
narrative text, in Kongcinalar', besides the events and actions, there is a
constant use of the state relation and the narrative does not refer to the
actions that took place in the past. However, there is a time proximity
among the events and the actions. The participants involved in the
actions are not humans, but, still, they possess human qualities and act
like humans. The narrator is also a participant involved in the narra-
tive. The participants can be inferred by looking at the agent concepts
and the concepts of affected entity; their qualities are presented via

attribute, specification, and quantity relations.

When we compare the analyses of the two sample narratives, we can

draw the following conclusions:

(1) The identification of the concepts and relations underlying the deep
" structure of the narratives is a kind of problem-solving process for the
text receiver: he has to find a control center, i.e. an active point or node
around which the other concepts are organized, then the process is

extended to find the other concepts via relational links of many kinds.

(2) When a text receiver attempts to see the concepts and relations
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underlying the deep structure of any text, he has to take the surface
expressions as cues to activate concepts and to find the relations. In the
texts we have analyzed, one important cue that should be recognized
immediately by the text receiver is the frequent use of ‘subordinations’
which is a typical feature of a narrative text. We can make a list of the

subordinations used in the first narrative Bir Vapur' as follows:

baglandig arayip

kovarak sevdigim/gelip

alip goturen/alip getiren/dova doya kapayip/ederek
gitmis/tanimayan tanidigim/biraktigim
gulen/gosteren : dusundugum/yakiasip
vaklasirken/gosterdigi ' kacan

silerlerken degistirisin

kopmus bekledigim/aldigim
gormeye/gelen/yapan saklanmis/yarattigim/
kalkip/gelinceye/haglandigim guvenerek

The subordinations used in the second narrative Kongcinalar’ are as

follows:

sevdigim gormus gecirmis yetisirken
girdikleri bakisim alip verdigi

gelince yaptiklarim evlenince/bulunmaz
bitirdigi gordugu/oynadigi evlendiginiz
okumaga yapip gelince

anlatip gordugunuz girmek
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cektirirken/giderken vapmadigl
bilmeyenlere goturup
saymadiklari/alan/alip asmis

gezdigi katilma
saglavan/varanmaktan alinmak
oynatugi/dolasip ‘ kapanip/uyvuklamavi
egilen/bakan/saymak yetisme
gecindigim/kurtarip/uyduracak/aradigim oluslarinin/olmak
anladigim/aramaktan/oynamaktan tanivan/oldugu

If we try to classify the most frequently used subordinations, we can
draw the following conclusions:
(1) In the narratives we have analyzed, {-En}, (-mls}, {-DIk}, (-Ip},

{-ErEk), and {-ken) subordinations are most frequently used:

BIR VAPUR {-En) KONCINALAR
gotur-en al-an
getir-en sagla-(y)-an

gul-en egil-en

goster-en bak-an

gel-en tani-(y)-an
yap-an ol-ma-(y)-an
kac-an

{-mls)

git-mis gor-mus

kop-mus§ gecir-mis

as-mis§



BIR VAPUR
baglan-digs
goster-digi
baglan-digim
sev-digim
tani-digim
birak-tigim
dusun-dugum
bekle-digim
al-digim

yarat-tigim

al-ip
kalk-ip
gel-1p
kapa-lyJ-1p
vaklas-ip

{-DIk}

{-Ip}

201

KONCINALAR
sev-digim
bitir-digi
ver-digi
evlen-diginiz
gorun-dugune
gor-dugunuz
yapma-dig1
gez-digi
gor-dugu
oyna-digs
oynat-tigt
gecin-digim
ara-digim

anla-digim

al-1p
anlat-1p
gotur-up
yap-ip
dolas-1p
kapan-ip

kurtar-1p
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BIR VAPUR {-ErEk} KONCINALAR
koy-arak -
et-erek
(d)
guven-erek
{-ken}
yvaklas-ir-ken vetis-ir-ken
siler-ler-ken cektir-ir-ken
gid-er-ken

At this point, the text receiver has to take the cues of the surface
text and as a result can activate the concepts. The concepts are treated
as steps in the construction of the continuity of sense and attention of
the text receiver will be directed toward the discovery of control cen-
ters, i.e. points from which accessing and processing can be strategically
done. When the concepts and control centers are discovered, the text
receiver tries to find out the relations between the concepts in the deep
structure of the text. Wﬁen we look at the deep structure of the sample
narrative texts, we can see that the concepts created by the use of {-En),
{-mls), and {-DIk} are the attributes of either the agent concept or the

concept of affected entity. Let us see a few examples:



{Ben) sevdim

doya
doya

Tadla olmadt

mi

(Gemiciler) yay-

dilar

203

mahloku

alip alip
goturen, getiren

beni beni
gosteren bize .....
firtinalarin kopmus
1shik-
larme. ..
sehirlerinin

Cin
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{Ben) aciyorum Pasyans simdi yalniz

oldugu icin

biricik
oyun

taniyan

deger esit
kagida her

The Jolly Joker delikanlidir ...
biri
sevdigim

kagitlarindan
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(Ben) dayadim ayagimi
demirlerden baglandigi halatlarinin
birine

The concepts produced with {-DIk} usually have the meaning of

‘possession’ and related to the other concepts with the relation of

‘possession’.
aramak- oyun- gunden anla- bunu
tan lar beri digim
(Ben) vaz-
gectim yeni
oynamaktan

(2) Some other subordination concepts are produced with the use of
{-Ip}, (-ErEk}, and {-ken}; these concepts have the function of modifying

the states or the events in the narrative. The concepts formed from a
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verb plus either {-1p) or (-ErEk} are usually linked to the other concepts
via enablement relation and the concepts formed by adding the suffix

{-ken) are linked to the other concepts via time relation.

{3} In the narratives we have analyzed, concepts of ‘agent’ and ‘affected
entity’ are frequently used and in this way, the participants involved in
the narratives are presented:

AGENT- Ben, (deleted ‘ben'/rastladim), Tadla, o, (deleted ‘biz'/oturuyor-
duk), (deleted 'o/diyordu), Kupa bevi, Ispati kizy, . . . )

AFFECTED ENTITY- ona, onu, mahliku, metrdotel, muslar, gemiciler,

prensesler, Rum kadinlary, . ..

(4) The analysis has also revealed that in narrative texts, there is a
constant use of attribute, specification, and quantity relations and these
relations indicate the features of the agent concepts and/or the affected
entity concepts:

ATTRIBUTE- hassas, ¢elik, demir, kucuk, yeni, delismen, ucari, duzenbaz,
karanlik, zarif, nazik, akilly, . . .

SPECIFICATIONS- Galata (rihtimindal, bu (vapur), Turk (vapurlarindan),
temmuz (geceleri), Cin (sehirleri), Kupg (k1z1), birinci . . .

QUANTITY- bir, on alts, bes, .

(5) Another conclusion we can draw from this kind of investigation is
that, in the narrative texts we have analyzed, concepts of ‘state’ and

‘action’ are frequently used and they are arranged in a particular

sequential order:
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STATE CONCEPTS- benziyordu, yani basindaydi, vards, olmads my,
delikanlidir, vardir, olmalidir, Selcuk sultanudir, (bir) tazedir, (bir)
cocuktur, . ..

ACTION CONCEPTS- dayadim, adimlamamistir, yaydiar, terkettim,

ayrildim, sikiyordu, yaslansyordu, resmederler, vururlar, guler,

vurur, ...

(6) Another point that can be mentioned about the concepts and rela-
tions underlying the deep structure of the sample narratives is the con-
stant use of time' and ‘location’ relations. All the events and actions in
the narratives are linked to one another via time and location relations:
TIME- dun, gece yarisindan sonra, gin, gece, zaman, ... In the whole
text, there is a time proximity relation among the other concepts of the
text.

LOCATION- rihtimda, yani basindaydi, demirlerden birine, Fransa,
guvertede, Parnas dagi, Stromboli‘'nin etekleri, Mesina, Korsika,
Marsilya, limanlar, gemide, mevkideki, vapurda, Pire, sarayinda,
mahzenlerinde, sinema localarinda, plaj kabinelerinde, Gedikpaga'da,

Mahmutpaga'da, ...



CHAPTER 1V

CONCLUSION

The most interesting development in linguistics since 1960s has been
the expanded research in the study of 'text’ and the attempts to originate
consistent and explicit theoretical models to describe the structure of
texts. Among these studies, Beaugrande and Dressler's model suggested
that texts should be defined as communicative occurrences which meet
seven standards of textuality: cohesion, coherence, intentionality,
acceptability, informativity, situationality, and intertextuality. Of these
standards, coherence has been chosen as the problem area to be
investigated in this study and the text type used to study coherence has
been the narrative text type. In other words, this research was carried
out to discover the textual coherence of Turkish narrative texts.
Coherence can be defined as the mutual access and relevance within a
configuration of concepts and relations; a concept being a configuration
of knowledge that can be recovered or activated, and a relation being a
link delimiting the use of each concept. This definition has been
introduced by Beaugrande and Dressler in their procedural model. To
put it in simpler terms, the procedural model represents text coherence
in a conceptual/relational network where the deep structure
dependencies underlying texts are explained through the mutual

relevance of concepts and relations manifested in the text by the text



209

producer/s and activated by the text receiver/s. Following the line of
the procedural model, this study hypothesized that there exists such a
conceptual/relational network underlying the Turkish narrative texts.

All these discussions were presented in the first chapter of this research

In order to interpret the present views in text linguistics, it was
necessary to go over some of the more traditional approaches both in the
field of linguistics and in otheq fields of study which have contributed to
the development of linguistic studies. This required a review of the
relevant literature which was presented in the second chapter of this
study. The review started with the classical rhetoric studies. It is
believed that there exists a close relationship between the classical
rhetoric studies and the present day text linguistic studies. After a short
mention of literary critics and their contributions, the Prague School
linguists and their views about Functional Sentence Perspective have

been discussed.

The development of text linguistics has been studied in three phases:
the earliest phase, linguistics beyond the sentence, and the inter-
disciplinary approach. In our review, we have mentioned the significant
names and their approaches/methods/models in each phase in the
development of text linguistics. Of the significant figures, we have
emphasized Beaugrande more since his ideas are taken as the basis of

this research.
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The third chapter, constituting the core of this study, introduced the
different approaches to narrative analysis firstly. Among these
approaches, we have mentioned basically the structural,
transformational-generative, generative semantic, and finally text
linguistic approaches to narratives. Text linguistic approaches have been
studied under two headings: structurally based text linguistic approaches

and cognitively based text linguistic approaches.

As the main purpose of this study is to analyze Turkish narratives
according to the standard of coherence, we tried to exemplify how
Beaugrande and Dressler handle the problem of coherence in their
procedural approach. Taking the principles of their investigation of
coherence as the basis, we tried to analyze the sample texts. The texts
were samples of Turkish narrative texts: Bir Vapur by Sait Faik and

Konginalar by Haldun Taner.

In order to find the concepts in the deep structure of narratives, the
first step is to decide on control centers, i.e. points from which the text
receiver can access and process, by taking the surface expressions as
cues. According to Beaugrande-Dressler model, the control centers can
be termed as; (1) primary concepts, and (2) secondary concepts. A text
receiver, when confronted with a particular expression, tends to activate
roughly the same chunk of knowledge, i.e. place the same chunk in his
active storage. Therefore, defining concepts involves working with
comparative probabilities. When one decides on the concepts of the

textual world, he starts another process during which the relations
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among the concepts are found out. Relations are the links between
concepts which appear together in a textual world: each link would hear
a designation of the concept it connects to. To bind things together,
inferencing must be done. This operation involves supplying reasonable
concepts and relations to fill in a gap in a textual world. In our analysis,
we have followed the procedure of Beaugrande and Dressler model and
have shown the concepts and relations for every sentence of the sample
narratives. After this analytic investigation of concepts and relations, we
tried to draw some general conclusions about the features of the sample
Turkish narrative texts and about the underlying conceptual/relational
network of these texts. The conclusions drawn can be summarized as

follows:

(1) In Turkish, narrative text type is a configuration of relational
dominances obtained between or among elements of: (a) the surface text,
(b) the textual world, (c) stored knowledge patterns, and (d) a situation

of occurrence.

(2) The identification of the concepts and relations underlying the deep
structure of the narratives is a kind of problem-solving process for the
text receiver: he has to find a control center, i.e. an active point or node
around which the other concepts are organized, then the process is

extended to find the other concepts via relational links of many Kinds.

(3) When a text receiver attempts to see the concepts and relations

underlying the deep structure of any text, he has to take the surface
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expressions as cues to activate concepts and to find the relations. In the
texts we have analyzed, one important cue that should be recognized
immediately by the text receiver is the frequent use of 'subordinations’
which is a typical feature of a narrative text. The most frequently used
ones in the sample texts are: (-En}, (-mls), (-DIk}, (-Ip), (-ErEk), and
{-ken) subordinations. In the deep structure of the texts, concepts
produced by the use of (-En}, (-mls}. and (-DIk} are the attributes of
either the agent concept or the concept of affected entity. The concepts
produced with (-1p} and (-ErEk} are linked to the concepts via
enablement relation and the concepts produced with (-ken) are linked

via time relation.

(4) In the narratives we have analyzed, concepts of ‘agent’ and 'affected
entity’ are frequently used and in this way, the participants involved in
the narratives are presented:

AGENT- Ben, (deleted ‘ben'/rastiadim), Tadla, o, (deleted ‘biz'/oturuyor-
duk), (deleted 'o'/ diyordu), Kupa beyi, Ispati kiz, . ..

AFFECTED ENTITY- ona, onu, mahlﬁku. metrdotel, muslar, gemiciler,

prensesler, Rum kadinlary, . . .

(5) The analysis has also revealed that in narrative texts, there is a
constant use of attribute, specification, and quantity relations and these
relations indicate the features of the agent concepts and/or the affected
entity concepts:

ATTRIBUTES- hassas, c¢elik, demir, kucuk, yeni, delismen, ucari,

duzenbaz, karanlik, zarif, nazik, akilly, . . .
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SPECIFICATIONS- Galata (rihtiminda), bu (vapur), Turk (vapurlarindan),
temmuz (geceleri), Cin (sehirleri), Kupa (kiz1), birinci, . . .
QUANTITY- bir, on alty, bes, . ..

(6) Another conclusion we drew from this kind of investigation is that, in
the narrative texts we have analyzed, concepts of ‘state’ and ‘action’ are
frequently used and they are arranged in a particular sequential order:
STATé CONCEPTS- benziyordu, yani basindaydi, vardi, olmad: my,
delikanhidir, vardir, olmalidir, Selcuk sultanudir, (bir) tazedir, (bir)
cocuktur, . .. ’

ACTION CONCEPTS- dayadim, adimlamamistir, yaydilar, terkettim,
ayrildim, sikiyordu, vyaslantyordu, resmederler, vururlar, guler,

vurur, ...

(7) Another point that can be mentioned about the concepts and
relations underlying the deep structure of the sample narratives is the
constant use of ‘time’ and ‘location’ relations. All the events and actions
in the narratives are linked to one another via time and location
relations:

TIME- duon, gece yarisindan sonra, gin, gece, zaman, ... [n the whole
text, there is a time proximity relation among the other concepts of the
text.

LOCATION- rihtimda, yan: basindayd:, demirlerden birine, Fransa,
guvertede, Parnas dagi, Stromboli'nin etekleri, Mesina, Korsika, Marsilya,
limanlar, gemide, mevkideki, vapurda, Pire, sarayinda, mahzenlerinde,

sinema localarinda, plaj kabinelerinde, Gedikpasa'da, Mahmutpasa'da, . ..
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The model used in this research was an integrated model bringing
together the findings of linguistics and cognitive psychology. In this
model, coherence was represented as a conceptual/relational semantic
network. In contrast to traditional approaches, this analysis does not
specify any kind of ordering among the elements of the textual world.
Rather, a text receiver can determine a control center as a strategic point
from which he can move forward and backward to the other concepts of
the textual world and establish relations among these concepts. This
kind of analysis supports the view that the components of texts are not
only combined at the surface level, but also in their deep structure; the
components of the surface structure can be taken as the signals of the
concepts and relations in the textual world. However, the understanding
of such a network requires a process of constructing a mental model by

the text receiver. This constructs the cognitive basis of the analysis.

The problem of coherence has not been a widely studied topic in
Turkish. This study was done with the hope of providing new insights
both in the field of text linguistics and narrative analysis. We believe
that in accordance with the new developments and improvements that
will take place in the investigation of texts and narrative analysis,

Turkish text linguistics will be embellished, too.
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