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SENTIMENT CLASSIFICATION OF ARABIC TWEETS

USING A NOVEL LEARNING SENTIMENT-SPECIFIC WORD

EMBEDDING TECHNIQUE

Hala MULKI

Ph.D. THESIS

COMPUTER ENGINEERING DEPARTMENT

JULY - 2019

KONYA

All Rights Reserved
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“Arap Baharı” olayları sırasında sosyal medyanın yoğun kullanımı, Arapça görüşlü

içeriğin artmasına sebep olmuştur. Duygu Analizi, gerçek zamanlı ve uzun vadeli görüşler

sunarak paylaşılan metinlere gömülü görüşleri tanıyabilir. Sosyal medyadaki Arapça içeriğin

diyalektik Arapça baskın olması nedeniyle, Arapça duygu analizi modellerinin, Arapça

dilin karmaşık olmayan morfolojik doğası bir yana, Arapçanın standart olmayan gramer

özelliklerini ve Arapça lehçeler arasındaki varyasyonları da ele alması gerekir.

Mevcut Arapça duygu analiz modelleri, diyalektik Arapça içeriğin duygusallığını

el yapımı özelliklerle veya gömülü metinlerle temsil eder. El yapımı özellikler genellikle

lehçeye özgü Doğal Dil İşleme (DDİ) araçları ve kaynaklarına göre oluşturulur. Bir diğer

yandan, metin gömme özellikleri, derin sinirsel mimarilerde öğrenilen cümle/paragraf gömme
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işlemlerini üretmek için düzenli, söz dizimine duyarlı kompozisyon işlevlerini kullanma

eğilimindedir.

Geçerli el yapımı ve gömme özellikleri ele alındığında bir lehçe için geliştirilen

bir Arapça duygu analiz sistemi, özellikle lehçenin özgür kelime sırası, değişken söz diz-

imsel doğası ve Arapça lehçeler arasındaki esaslı söz dizimsel/anlamsal farklılıklarla diğer

lehçeler için etkili olmayabilir.

Bu tezde, el yapımı ve metin gömme özellikleri ile donatılmış lehçe bağımsız iki

Arapça duygu analizi modeli sunuyoruz. Her modelin kendine özgü duygu özellikleri ve

sınıflandırma yöntemleri olsa da, her iki model de Arapça DDİ araçlarına en az bağımlı

olarak ve dış bilgi kaynaklarına ihtiyaç duymadan birden fazla Arapça lehçenin duygu

analizini sunulmaktadır. El yapımı temelinde olan Tw-StAR (HCB Tw-StAR) modelinde,

evrensel metin bileşenleri Adlandırılmış Varlıklar (AV) ve ön işleme görevlerinin çeşitli

kombinasyonlarını temel alan yeni el yapımı özellikler önerilmiştir. Sağlanan bu özellikler

ile HCB Tw-StAR modeli, Arapça olan/Arapça olmayan içerikler için farklı analiz düzeylerinde

geliştirilmiş bir duygusallık sınıflandırma performansı elde edebilir. Gömme özellikleri ta-

banlı sinirsel Tw-StAR (Neu Tw-StAR) isimli ikinci modelde ise, etiketli verilerden öğrenilen

ve sırasız kelime gömme toplamı “Sum Of Word Embeddings (SOWE)” toplamsal kom-

pozisyon işlevi kullanılarak oluşturulan yeni duygu-özgü, söz dizimi dikkate alınmayan

n-gram gömme özellikleri sunulmuştur. Önerilen n-gram gömme özellikleri ile eğitilmiş

olan Neu Tw-StAR modeli, literatürde temel model olarak kabul edilen “word2vec” ve

“doc2vec” isimli iki söz dizimi temelindeki gömme metodundan daha iyi bir performans

göstererek çok sayıda doğu ve batı Arapça lehçesini işleyebilme etkinliğini göstermiştir.

Ayrıca, sığ bir ileri beslemeli sinir modeli olarak uygulanan Neu Tw-StAR mod-

eli, Konvolüsyonel Sinir Ağları ve Uzun Kısa Süreli Bellek gibi derin sinir modelleri ile

karşılaştırıldığında yetenekli bir model olmuş, bazen daha iyi bir performans ve derin sinir

modellerine kıyasla kayda değer ölçüde daha az eğitim süresi sergilemiştir.

Anahtar Kelimeler: Makine öğrenmesi, duygu analizi, adlandırılmış varlıklar,

Arapça lehçeleri, el-yapımı özellikleri, metin gömme özellikleri.
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Assoc. Prof. Dr. Oğuz FINDIK
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The intensive use of social media during the “Arab Spring” incidents, has led to a

sudden growth of the online Arabic opinionated content. Sentiment Analysis can recognize

the opinions embedded in shared texts, providing real-time and long-term insights. With the

Arabic social media data being dominated by dialectal Arabic, Arabic sentiment analysis

models need to handle the complex morphological nature of the Arabic language, let alone,

the non-standard grammatical properties and the variances among the Arabic dialects.

Existing Arabic sentiment analysis models represent the sentiment embedded in di-

alectal Arabic either by hand-crafted features or text embedding ones. Hand-crafted features

vi



are usually generated based on dialect-specific Natural Language Processing (NLP) tools

and resources. On the other hand, text embedding features tend to use ordered, syntax-aware

composition functions to produce sentence/paragraph embeddings learned within deep neu-

ral architectures. Given the current hand-crafted/embedding features, an Arabic sentiment

analysis system developed for one dialect might not be efficient for the others, especially

with the free word order, the varying syntactic nature and the drastic syntactic/semantic

differences among the Arabic dialects.

In this thesis, two dialect-independent Arabic sentiment analysis models equipped

with hand-crafted and text embedding features are presented. While each model has its own

type of sentiment features and classification methods, they both perform sentiment analysis

of multiple Arabic dialects with the least dependence on Arabic NLP tools and without the

need for external knowledge resources. In the Hand-Crafted based Tw-StAR model (HCB

Tw-StAR), novel hand-crafted features based on the universal text components Named En-

tities (NEs) and various combinations of preprocessing tasks are proposed. Provided with

these features, HCB Tw-StAR could achieve an improved sentiment classification perfor-

mance for Arabic/non-Arabic contents at different analysis levels. In the second model Em-

bedding Features-based Neural Tw-StAR (Neu Tw-StAR), novel sentiment-specific, syntax-

ignorant n-gram embedding features learned from labeled data and composed using the ad-

ditive unordered composition function SOWE, are presented. Neu Tw-StAR trained with the

proposed n-gram embeddings proved its efficiency to handle multiple Eastern and Western

Arabic dialects, as it outperformed two state-of-the-art syntax-aware embedding methods:

word2vec and doc2vec. Moreover, being implemented as a shallow feed-forward neural

model, Neu Tw-StAR exhibited a competent and some times better performance, in addi-

tion it could decrease the consumed training time compared to deep neural models: Convo-

lutional Neural Networks (CNN) and Long short Term Memory netwotks (LSTM) models.

Keywords: Machine learning, sentiment analysis, Arabic dialects, named entities,

hand-crafted features, embedding features.
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PREFACE

“If I were to start a company today, the goal would be to teach computers

how to read so that they can understand all the written knowledge of the world”

-Bill Gates, CNBC, 2019

With the exponential growth of online textual contents spread across the different

platforms of social media, solid text analysis technologies are needed to extract

meaningful information out of the vast amounts of raw textual data. Natural Lan-

guage Processing (NLP) powered by the revolutional Artificial Intelligence (AI)

techniques could teach machines to read, understand and interpret written texts as

humans do. This introduced a new level of human-machine interaction and set the

scene for future smart applications. Today, one of the important tasks of NLP is

sentiment analysis through which attitudes, preferences, and even mood can be rec-

ognized from a short piece of text. Sentiment analysis along with machine learning

tools played an influential role in providing text-based evidences to guide the de-

cision making process in many vital sectors such as the health, business and pol-

itics. As sentiment analysis continues to evolve going beyond the coarse-grained

analysis into fine-grained analysis levels, it will be more engaged in many Natu-

ral Language Understanding (NLU) applications; among these applications, we can

mention smart business assistants or chatbots, data-driven healthcare decision mak-

ing systems and automated policies for prohibiting hate speech and racist content

on social media.

Hala MULKI

KONYA-2019
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1. INTRODUCTION

“What’s happening?” and “What’s on your mind?” are the daily greetings

of Twitter and Facebook to their users all over the world. Everyday, impressions, re-

actions and feelings of hundreds of millions of people are being shared across social

media platforms. Twitter, Facebook and other micro-blogging systems are, there-

fore, becoming a rich source of feedback information in several vital sectors such

as politics, economics, sports and other issues of general interest. Consequently,

many analytical studies seek to explore and recognize online opinions aiming to ex-

ploit them for planning and prediction purposes such as measuring the customer’s

satisfaction, establishing sales and marketing strategies, tracking the popularity of

election candidates or predicting results of an election or a referendum. Sentiment

Analysis (SA) is a Natural Language Processing (NLP) task that facilitates per-

forming such studies by providing the techniques and tools to mine the subjective

content in a piece of text and categorize it into three main polarities: positive, nega-

tive or neutral. A further analysis of the sentiment can be performed at a finer level

of granularity beyond the three primary sentiment classes, where specific human

emotions, such as joy, sadness, anger,...etc. are recognized (Liu (2012)).

The SA problem has been addressed using either machine learning or hand-

crafted approaches. Both methods require considering the specifications of the given

language while developing NLP tools and semantic/linguistic resources. Since En-

glish is the most common language on social media, it was tackled in the majority

of the proposed SA research and was supported by a wide variety of NLP tools.

With the recent rapid growth of the online Arabic opinionated content, Arabic Sen-

timent Analysis (ASA) has attracted the attention of the NLP research community

especially with the numerous challenges it involves. These challenges are often re-

lated to the language special properties and the limited Arabic semantic resources

and tools (Section 3).

Arabic is a Semitic language, spoken by more than 422 million people

worldwide and classified by the British Council as the second most important lan-

guage of the future (Council (2013)). According to Badaro et al. (2018), Arabic lan-
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guage has two main variants: (a) Formal Arabic known as Modern Standard Arabic

(MSA) which is used in books and news and has standard grammatical rules and

syntactic nature and (b) Informal or Dialectal Arabic (DA) which represents the col-

loquial language used in the daily communication in different Arab countries. While

MSA is the official form of the Arabic language, it cannot be considered the mother

tongue of any of the Arab countries. In contrast, DA denotes the linguistic identity

of each country or region in the Arab world. Dialectal Arabic is drastically different

from MSA; it combines a wide variety of dialects differ from one country to another

and within the same country in syntax, semantics, words order and vocabulary (Chi-

ang et al. (2006); Al-Kabi et al. (2013); Duwairi and El-Orfali (2014); Badaro et al.

(2018)). Due to these complexities, most of the previous work has focused on the

formal type of Arabic. therefore, providing a proper SA model to target the informal

Arabic variant, which is widely used on social media, remains an interesting issue

to investigate; particularly for under-represented Arabic dialects.

1.1. Motivation

Since the ”Arab Spring” that started in Tunisia at the end of 2010, there has

been a sudden boost in the online Arabic content across micro-blogging systems.

The number of Arabic tweets, for instance, has increased from 30,000 per day in

2010 to 2 million daily tweets in 2011 (Semiocast (2011)). For such rich opinionated

data resources and within such major events, SA provides the means to analyze the

political atmosphere in the internet landscape and to give an insight into the outcome

of the domestic situation and its impact on several vital sectors. Therefore, many

research studies have recently focused on developing ASA models within which

several Arabic NLP tools and sentiment/semantic resources were introduced.

The success of any SA system is highly related to how the input text is rep-

resented. Therefore, manipulating the textual content through the proper NLP tools

and preprocessing tasks can contribute in generating expressive sentiment represen-

tations or features and, thus, improves the quality of the sentiment recognition.

Considering the complex nature and rich morphology of the Arabic lan-

guage, compared to Latin languages for example, advanced text manipulation and

preprocessing are required to prepare the input textual data for the SA task. For
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this purpose, several Arabic NLP tools and preprocessing tasks have been devel-

oped; most of which targeted the formal Arabic variant (MSA) through modeling

its standard syntactic and grammatical rules (Khoja and Garside (1999); Taghva et

al. (2005); Abdelali et al. (2016)). In contrast, as each Arabic dialect has an un-

structured, noisy data with neither standardization nor unified grammatical rules, it

was remarkably less tackled in ASA research. This evoked further labor-intensive

efforts to either develop dialect-specific NLP tools, or to adapt and exploit the ex-

isting MSA NLP tools on the basis of the common vocabulary between MSA and

DA (Abdulla et al. (2013); Duwairi and El-Orfali (2014); Brahimi et al. (2016);

El-Beltagy et al. (2017)).

Nevertheless, the drastic differences between most Arabic dialects and MSA

make the dialectal sentiment features, generated by MSA-based NLP tools, of lim-

ited value (Habash et al. (2012)). In such case, recognizing the sentiment of DA

would be better conducted, if subjectivity and sentiment indicative components,

embedded in the text itself, could be captured and tagged during the preprocessing

phase. This, on one hand, would enrich the SA models with more expressive senti-

ment features without the need to develop dialect-dependent NLP tools; and, on the

other hand, could be generalized across the different Arabic dialects.

Arabic social media posts are rich of specific proper nouns denoting the

names of masculine/feminine persons, geographic locations or official associations

and business brands, known as named entities (NEs) (Yasavur et al. (2014); Jansen

et al. (2009)). NE types are often correlated with major events took place in a cer-

tain period of time. Therefore, the polarity of a sentence containing an NE, posted

during a specific period of time, is affected by this very NE and the attitudes towards

it at that time. Thus, NEs can be thought of as universal sentiment features for DA;

especially for being dialect-independent sentiment indicators. The role of NEs in

ASA has not been tackled in previous studies; as NEs were ignored or eliminated

in most of the proposed ASA models (El-Makky et al. (2014); El-Beltagy and Ali

(2013)). We believe that, instead of ignoring or reducing NEs, they could be ex-

ploited in the preprocessing phase to generate more expressive sentiment features

for DA and, hence, enhances the sentiment classification performance.

As seeking the best formula of sentiment features, generated with the least

efforts, has always been the goal of all ASA systems. The novel type of features

known as text embeddings are therefore considered an efficient replacement of the
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so-called hand-crafted features (LeCun et al. (2015)). This is because embedding

features do not need preprocessing or NLP tools; instead, they are learned automat-

ically from raw, non-preprocessed text and can surprisingly capture and incorporate

the regularities and semantic/syntactic relations of words within a fixed-length, real-

valued and low-dimensional vector (Bengio et al. (2003); Mikolov et al. (2013);

Pennington et al. (2014)).

Text embedding features such as word, sentence, phrase or n-gram embed-

dings have been recently leveraged by ASA systems. For longer pieces of text, em-

bedding vectors are composed out of their constituent word embeddings either with

the words’ order considered, or with it ignored. This introduces two composition-

ality types: ordered and unordered (Gormley et al. (2015)). While ordered com-

positionality can provide expressive sentiment features for the standard variant of

Arabic MSA (Al Sallab et al. (2015)), it is not always guaranteed to have similar

expressive features for DA; where the varying words’ usage, syntactic and linguistic

patterns might not be efficiently captured and represented within the composed em-

beddings vector. Therefore, we hypothesize that; unordered compositionality can

produce efficient sentiment embedding features, that could address the challenges

imposed by DA. This assumption is based on the ability of unordered embeddings

to represent longer pieces of text regardless of the words’ order which means that

the syntactic information would be ignored, whereas the semantic and synonymous

regularities would be better incorporated (White et al. (2015); Iyyer et al. (2015)).

On the other hand, while ordered compositionality is usually adopted by SA

models of sophisticated deep neural architectures, unordered compositionality ex-

hibit a low computation complexity (Mitchell and Lapata (2010)). Thus, unordered

embedding features form an efficient option when it is aimed to design a less com-

plicated SA neural model, while saving the time overhead (Ba and Caruana (2014);

Iyyer et al. (2015)).

Pairing between simple embedding features and less complicated neural ar-

chitectures has been studied in several research works dedicated for English SA

(Iyyer et al. (2015); Shen et al. (2018)). However, no similar efforts have been

recorded for ASA; as most of the proposed studies employed ordered/unordered

embeddings within complicated deep neural architectures (Al Sallab et al. (2015);

Dahou et al. (2016); Baniata and Park (2016); Al-Sallab et al. (2017)), where com-

putation complexity and time overhead issues were never investigated.
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In this study, a novel, less time-consuming and non-deep i.e. shallow neural

ASA model is presented to be used across different Arabic dialects. In the proposed

model, DA is efficiently supported by expressive unordered embedding features,

that focus on the semantic and sentiment regularities and ignore the syntactic con-

textual information. Moreover, being of a shallow architecture, the presented model

enabled conducting SA with less time overhead while retaining a high performance

comparable to more complicated deeper models.

1.2. Research Goal

This dissertation aims to develop a SA model able to mine, recognize and

analyze sentiments embedded in the DA content on social media. The proposed

model was designed with the objective of being dialect-independent such that it

could be easily applied across different Arabic dialects. Through our model, differ-

ent Arabic dialects were tackled, novel hand-crafted and embedding features were

proposed and several model variants and architectures were evaluated. The main

contributions of this thesis are summarized in Figure 1.1.

Figure 1.1. Thesis contributions

A detailed review of the thesis contributions can be listed as follows:
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1. To the best of our knowledge, the role of NEs in SA within supervised and

lexicon-based models, has not been investigated in the State-Of-The-Art. Here,

we present a pioneering attempt to include NEs among the hand-crafted sen-

timent features considering them as sentiment indicatives (Section 4.2). For

this purpose, we present an algorithm that correlates an NE with a specific

sentiment polarity based on the local contextual content (Section4.2.2). Fur-

thermore, compared to the presented ASA research, in which NEs were ig-

nored or eliminated, we could successfully exploit NEs to infer the sentiment

in Eastern (Levantine) and Western (Tunisian) Arabic dialects;

2. Through the proposed hand-crafted features-based SA model, we examine

novel combinations of preprocessing tasks (Section 4.3). This enables the

generation of hand-crafted n-gram sentiment features from the preprocessed

and tagged text. The impact of the proposed combinations was not only proved

to be positive for DA datasets but also for Turkish texts (Section 5.4). More-

over, adopting similar combinations of preprocessing tasks could yield an im-

proved performance for the task of multi-label emotion classification applied

for DA, English and Spanish textual contents (Section5.4);

3. Within our embedding features-based model, novel sentiment-specific, syntax-

ignorant n-gram embedding features are learned from a raw input text and

used for training. Previous studies adopted context-aware, syntactic-aware

embedding methods which learned the embeddings from the so-called cor-

rupted n-grams (missing one word) along with the original ones (Mikolov et

al. (2013); Le and Mikolov (2014); Tang et al. (2014)). In contrast, given the

challenging nature of DA, we assume that the syntactic information cannot be

relied on to provide expressive features for DA. Therefore, our proposed em-

beddings are learned from non-corrupted, whole and original input n-grams

such that the order and the syntax of the context words are both ignored, while

the semantic/sentiment regularities were better captured and integrated within

the resulting composed n-gram embeddings (Section 6.2);

4. In contrast to most of the Stat-Of-The-Art, where unordered embeddings were

composed and learned within deep neural models (Iyyer et al. (2015); Dahou

et al. (2016); Al-Azani and El-Alfy (2017); Baniata and Park (2016); Gri-
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dach et al. (2017)), the embeddings introduced here are generated and learned

within a shallow feed-forward neural model as we are seeking to accomplish

the SA task of DA using a less complicated neural architecture and within a

less training time (Section 6.2);

5. While previous studies have mostly employed the unordered average com-

position function (Avg) to produce sentiment embedding features (Le and

Mikolov (2014); Iyyer et al. (2015)), we use the additive function; the so-

called Sum of Word embeddings (SOWE) (White et al. (2015)) as an efficient

replacement of the average function adopted by (Iyyer et al. (2015))(Section

6.2). To prove that, we investigate SOWE efficiency by conducting a compar-

ison between the sentiment classification performances yielded from n-gram

embeddings composed by SOWE and Avg functions, respectively (Section

7.2.3);

6. Due to the limited work on ASA, especially for under-represented Arabic di-

alects, it was not always possible to compare our shallow model with deep

neural SA baselines. Therefore, we developed our own deep neural models

using Convolutional Neural Networks (CNN) and Long Short Term Memory

netwotks (LSTM) as building units; then applied these models to mine the

sentiment in the tackled datasets. Hence, the presented model could be eval-

uated, in terms of the consumed training time and the achieved classification

metrics, against more complicated and deeper neural models (Section 7.2.4,

Section 7.2.6);

7. Through this study, and within the SA task of DA, we conduct a statisti-

cal/visual evaluation of our n-gram embedddings against syntax-aware, context-

aware embedding methods such as word2vec (Mikolov et al. (2013)) and

doc2vec (Le and Mikolov (2014)). The comparison involves exploring the

sentiment classification performances produced by the presented syntax-ignorant

n-gram embeddings towards those yielded from word2vec and doc2vec em-

beddings (Section 7.2.1). Moreover, using a proper visualization tool, we pro-

vide a visual representation for the proposed embeddings alongside word2vec

and doc2vec embeddings, in a two dimensional space. Thus, based on the

spatial relations among the mapped sentimental words, it becomes possible
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to distinguish the most discriminating sentiment embedding features, among

the three investigated embedding models (Section 7.2.2);

8. This study provides a SA model able to be used with both Eastern (Levan-

tine) and Western (Tunisian, Moroccan) Arabic dialects. This is considered

crucial for such under-represented dialects whose native speakers are among

the most active users on social media since 2011 (Mayard (2013)). On the

other hand, including these dialects emphasizes the ability of the presented

model to bridge the drastic differences between Eastern and Western Arabic

dialects (Section 7.1.1).

1.3. Research Contributions

Through the proposed SA model variants and the developed hand-crafted

and embedding features, we seek to answer the following research questions:

1. Are NEs reliable enough to infer the DA sentiment within hand-crafted feature-

based SA models? And is it more likely to have a better SA performance for

datasets rich of NEs? (Section 5.3);

2. Which combination of preprocessing tasks can lead to an improved perfor-

mance in hand-crafted features-based SA models? (Section 5.4);

3. Would the sentiment classification performance improved if NEs were in-

cluded together with specific combinations of preprocessing tasks? (Section

5.5);

4. Compared to context-aware embedding algorithms: word2vec and doc2vec,

can the proposed syntax-ignorant embeddings provide a better mapping of

sentimental words and, hence, a better SA performance? (Section 7.2.1);

5. With Avg and SOWE composition functions being employed to compose our

n-gram embeddings, which composition function can produce more expres-

sive embedding sentiment features for DA? (Section 7.2.3);

6. How likely is it for a shallow neural model, trained with embeddings specif-

ically formulated for DA, to rival complicated neural architectures? (Section

7.2.4);
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7. At the implementation level, is it worthy to give up the newly-emerged deep

architectures and adopt a feed forward shallow one, in return for reducing the

consumed training time? (Section 7.2.6).

1.4. Thesis Outline

In Chapter 2, we provide the needed background to understand the research

problem tackled in this thesis. We introduce the concept of the sentiment analysis

problem and outline its importance and applications in multiple domains focusing

on social media as the most important domain of SA. We further include a detailed

description of the general pipeline used to solve SA problems along with the com-

mon sentiment classification methods adopted in the literature.

In Chapter 3, we explore the Arabic sentiment analysis domain focusing on

the specificity of the Arabic language and the challenges it poses towards senti-

ment analysis. In addition we review the Arabic SA models, NLP tools, sentiment

and semantic corpora and lexicons developed in the state-of-the-art. At the end of

this chapter, we provide a summary of the reviewed studies highlighting their lim-

itations. In light of the listed limitations, we propose a summary of both our SA

models, where we outline the gaps it bridge and the merits it provide to handle the

challenging nature of DA.

In Chapter 4, we describe our hand-crafted features-based SA model known

as HCB Tw-StAR. Within the proposed model, we introduce named entities as sen-

timent indicatives and present a novel algorithm to exploit them in the sentiment

analysis task. In addition, we employ novel combinations of preprocessings tasks

to obtain more expressive sentiment features. At the end of the chapter, NEs and

preprocessing tasks are both combined to train a supervised model or to assist in the

lookup process of a lexicon-based SA.

In Chapter 5, we explore the experiments conducted to evaluate HCB-Tw-

StAR. We focus on the ability of the proposed model to handle Eastern/Western

Arabic dialects in addition to non-Arabic languages such as English, Spanish and

Turkish through novel combinations of NLP preprocessings tasks. The efficiency of

the introduced preprocessing combinations is then assessed for both coarse-grained

(binary polarity classification) and fine-grained (multi-label emotion classification)
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sentiment analysis using DA/multi-lingual datasets. Moreover, we introduce Named

Entities as sentiment indicatives and investigate their role in the SA task for Jorda-

nian, Egyptian, Tunisian and Gulf dialects. Later, we evaluate the best-performing

preprocessing together with Named Entities as sentiment features within supervised

and lexicon-based SA models.

In Chapter 6, we propose our embedding features-based Neural model known

as Neu Tw-StAR. First, we describe the layers that composes the shallow neural ar-

chitecture of our model outlining the function of each of them. Then, we review the

sentiment embeddings generation and learning mechanism in addition to the param-

eters adopted by each layer. Finally, we provide the training details used to tune the

model in terms of parameters calibration and optimization.

In Chapter 7, we review the experimental study carried out to evaluate Neu

Tw-StAR as an efficient SA model of Eastern/Western DA. We, first, investigate the

ability of the learned syntax-ignorant n-gram embeddings to efficiently represent

the DA sentiment compared to state-of-the-art, context-aware, syntax-aware em-

bedding algorithms. We further examine how expressive are our n-gram features,

based on their embedding visualization maps. Then, we justify our selection for the

additive composition function by exploring its performance against those of the av-

erage composition function. At the implementation level, we investigate the ability

of our model’s shallow architecture to rival more complicated, deep neural archi-

tectures and the baseline models in terms of the achieved sentiment classification

performances and the consumed training time. By the end of this chapter, we pro-

vide a comprehensive assessment of the proposed model highlighting the merits it

introduces to support the specificity of DA.

Chapter 8, finally, combines the research conclusions through a summary of

the findings and provide an insight into the future work.
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2. SENTIMENT ANALYSIS

This chapter includes the key concepts related to the thesis research topic.

Here, we introduce the definition of the sentiment analysis problem and its appli-

cations in the social media context, describe the general pipeline adopted in SA

systems and review the common sentiment classification approaches adopted in the

state-of-the art.

2.1. Sentiment Analysis Problem

Sentiment refers to the human attitudes, judgments, views or emotions to-

wards entities, events, ideas or concepts (Turney (2002); Liu (2012); Pozzi et al.

(2016)). In NLP research domain, some researchers differentiate “sentiment” from

“opinion”, considering that “sentiment” reflects the feeling while the latter refers

to the concrete judgment of the writer. Nevertheless, both terms are being used in-

terchangeably in the majority of SA research based on the fact that in most cases,

sentiments and opinions are strictly related to each other through a reason-result

relationship; where an opinion can indicate a specific feeling or sentiment and vice

versa (Pozzi et al. (2016)). To clarify that, the opinion in a sentence like “I think that

the performance of Win 10 is fantastic” implicitly shares the same appraisal feeling

expressed in the sentence “I liked the Win 10 release!”. In this thesis, we adopt the

point of view of most SA studies considering that sentiments are an equivalent of

opinions.

The sentiment embedded within written online contents usually implies a

positive, negative or neutral polarity (Turney (2002)). Moreover, at a fine-grained

analysis level, sentiment is represented by positive/negative emotions such as love,

happiness, joy, surprise, anger, hate, pessimistic and so on.

According to Liu (2012) and Pozzi et al. (2016), sentiment analysis (SA)

or opinion mining aims to develop automated techniques to analyze the opinions

encountered in a piece of text where an opinion is formally identified as a quintuple
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(ei; aij; sijkl; hk; tl) where:

• ei: the name of an entity that could be a restaurant, organization, person, etc.

• aij: an aspect of the entity ei such as the food quality at a restaurant or the WiFi

service at a hotel. In the case the opinion is required for the whole entity, the

special value GENERAL is used.

• sijkl: the sentiment on an aspect aij of the entity ei which might be positive,

negative, neutral or have different levels of intensity on a specific scale.

• hk: refers to the opinion holder either a person or an organization.

• tl: the time at which the opinion was expressed by the opinion holder hk.

Based on the previous definition, unstructured raw texts are transformed into

a structured data type such that it could be handled by computational language mod-

els (Pozzi et al. (2016)). Sentiment analysis can be conducted at several linguistic

levels: word or phrase, aspect, sentence and document (Liu (2012); Piryani et al.

(2017)). They are defined as follows:

• Document-level: where a piece of text is analyzed as a whole then an overall

sentiment is given (Kolkur et al. (2015)).

• Sentence-level: which provides the sentiment for each sentence in a dataset

(Collomb et al. (2014); Bongirwar (2015)).

• Entity-level: recognizes the sentiment related to specific aspects in a piece of

text (Kolkur et al. (2015)).

• Word-level: it identifies the polarity or semantic orientation of subjective

terms (words/phrases) in a dataset (Hercig (2015)).

In the last decade, many computational social science studies have focused

on sentence-level SA to cope with the widespread of micro-blogging platforms

where opinions are mostly shared in the form of sentences. In addition, sentence-

level SA can essentially support several opinion mining applications such as opinion

question/answering, summarization and opinion retrieval (Yang and Cardie (2014)).
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2.2. Sentiment Analysis Applications

In a world where internet penetration ratios have become extremely high, it

is not surprising that more than 2.5 quintillion bytes of data are generated and shared

every day (Marr (2018)). This has led many companies, research centers and even

ordinary customers to adopt data-driven decision making strategies. In this context,

SA plays a key role as it can make sense of the online textual data and, thus, obtains

real-time and long term insights in multiple vital domains such as:

• Politics: politicians, today, can easily reach their voters, proponents and op-

ponents through micro-blogging and broadcasting systems. With politicians-

public interaction data being analyzed using SA techniques, politics is now

managed in a different way where the real-time outcomes of SA are exploited

to reformulate a candidate’s image, reshape a presidential crucial decision

or draw road-maps and future policies (Ringsquandl and Petkovic (2013);

Magdy and Darwish (2016)).

• Economy: many investors, traders and financial analysts are carefully track-

ing specific social media posts as reliable inspiration for their subsequent

steps. The reactions of individuals towards major events such as political

crises and social incidents can be considered as an economic data point in

itself. Sometimes to move ahead the market and other times to shed light on

new markets. Several studies have introduced SA as an economical analy-

sis/prediction tool to serve in multiple economic applications including busi-

ness conditions and stockmarket analysis (Bollen et al. (2011); Ruiz-Martı́nez

et al. (2012); Bharathi and Geetha (2017); Chang and Wang (2018)).

• Health: The ability to reveal opinions embedded in clinical narratives, e-

health forums and patients blogs enables health professional to understand

and improve the patients experience. Given that medical facts are usually ex-

pressed via sentimental words and phrases (e.g. The surgery was completed

successfully), therefore, SA of health-related texts can indicate critical infor-

mation such as the health status of a patient, the effectiveness of a treatment

or the certainty of a diagnosis (Denecke and Deng (2015)). Recently, devel-

oping medical context SA models and supporting them with domain-specific
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resources have been the focus of many studies; especially with the increasing

demand for drug assessment and automated diagnosis systems (Carrillo-de

Albornoz et al. (2018); Satapathy et al. (2018); Yadav et al. (2018)).

• Marketing & Advertisement: according to (Liu (2012)), online opinions

are mostly composed of reviews of products. Being publicly shared and eas-

ily accessed by millions of users, online reviews are becoming of a signif-

icant impact on the reputation of a firm as they can control the purchasing

decisions of new customers (Shayaa et al. (2018)). Hence, most organiza-

tions have developed SA-based marketing strategies to timely fix issues and

to avoid customers churn (Rambocas et al. (2013)). On the other hand, track-

ing products-related opinions has contributed in the emergence of the intel-

ligent online advertisement concept where customers are targeted based on

their own preferences (Adamov and Adali (2016); Al-Otaibi et al. (2018)).

Considering the aforementioned applications of SA, it is obvious that in the

era of Web 4.0 technology, social media have become the largest pool from which

multi-domain valuable informative data can be retrieved. This explains why SA of

social media has recently sparked increasing attention in the NLP research com-

munity leading to a revolutional development of SA tools, resources and learning

methods (Piryani et al. (2017)).

2.3. Challenges of Social Media Sentiment Analysis

Despite being a fascinating problem, SA of social media is not a trivial task

as it involves dealing with user-generated contents (Saif et al. (2016)). Such textual

contents are different from any other types of raw data and difficult to be analyzed

which poses multiple challenges towards social media SA systems. To name the

main challenges of social media SA, we can list the following:

1. Length of posts: social media messages are usually very short either for read-

ability purposes or due to length limitations imposed by some micro-blogging

systems such as Twitter. A tweet or a Facebook comment may have few

words, yet, can be semantically rich and adequate to imply the feeling or

the opinion of the writer (Zhang et al. (2018)). To compensate for the lack
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of content, SA methods need to employ additional information derived from

external semantic resources or obtained based on specific markers within the

textual message itself (Kiritchenko et al. (2014); Pozzi et al. (2017)).

2. Noisy content: due to text length limitations, social media users tend to con-

dense their posts using abbreviations (e.g. OMG, LOL, ILY, etc.), badly-

formed words (e.g. 2morrow) or specific punctuation patterns (e.g. ”:)) ;)”).

On the other hand, some users emphasize their meant sentiment via word

lengthening (e.g. Superrrr) or by combining expressive graphical symbols

known as emoji (e.g. ,,/). Moreover, in some micro-blogging platforms,

additional symbols or characters are automatically injected within the posted

messages as in Tweets (e.g. RT, @, #). With all that random, unstructured,

badly-written content, handling social media texts forms a difficult task to

SA model developers where they have to clean and normalize these raw texts

while retaining and tagging some noisy content for its potential ability to in-

dicate the sentiment (Saif et al. (2016); Mohammad (2017)).

3. Ambiguity: being a user-generated content, social media posts combine vari-

ous expression styles to deliver the sentiment. While some users express their

opinions explicitly, others adopt indirect expression such as sarcasm in which

the written content implies an opposite sentiment of the user’s actual opinion

(Pozzi et al. (2017)). In addition, it is common to encounter posts containing

words of contradict sentiments (e.g. The film was extensively horrible, I en-

joyed it!) or words preceded by negation tools (e.g. I don’t like pasta). Such

texts are considered tricky and ambiguous for SA models as it is difficult

to recognize the correct sentiment unless a proper handling of the mislead-

ing content is provided (Sumanth and Inkpen (2015)). This was performed

either by using deep learning (DL) systems equipped with semantic comp-

sitionality learning techniques (Poria et al. (2016); Pasha et al. (2016)) or

through exploiting specific text-derived markers such as emoji, negation, cer-

tain phrases which contribute in the detection of the the sarcastic-, negated-

and conflicted sentiment issues and, thus, enhance the quality of sentiment

recognition (Tungthamthiti et al. (2014); Hung and Chen (2016); Mukherjee

and Bala (2017)).
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4. Informality: with, almost, no presence of constraints over the shared tex-

tual content on social media, users prefer to use informal or colloquial lan-

guage in order to reach the majority of the public. Consequently, capturing

the sentiment, based on the traditional text features, becomes more difficult

as informal languages have neither unified grammatical rules nor syntactic

structure (Iyyer et al. (2015)). Moreover, since users do not commit to the

spelling rules, typos are frequently found within the posted messages leading

to several writing shapes of the same word (Kiritchenko et al. (2014); Pozzi

et al. (2017)). These issues were investigated in recent studies where informal

language-dedicated tools and resources have been employed to produce sen-

timent features for social media texts (Taboada et al. (2011); Thelwall et al.

(2012); Socher et al. (2013); Thelwall (2017); Rout et al. (2018)).

2.4. Sentiment Analysis Pipeline

When exploring the state-of-the-art in the SA domain, it could be observed

that in most of the proposed SA models, a unified series of processes were followed

in order to end up with the predicted polarity labels of an input text. In the following

subsections, we will review, in details, the phases adopted to develop SA models.

2.4.1. Data Preprocessing

Preprocessing is a crucial step in the development pipeline of any SA model.

It aims to reduce the complexity and noisy nature of the input text especially the one

derived from informal resources such as social media. Preprocessing phase involves

subjecting the input raw data to a series of NLP-based techniques which on hand

normalize, clean and eliminate the non-sentimental content and on the other hand,

can detect and mark the potential sentiment indicators within the processed text.

Among the most common preprocessing tasks employed in SA models, we can list

the following:

• Text normalization: platform-inherited noisy components such as the the

symbols of retweets (RT), mentions (@), hashtags (#), URLs,...etc. are fre-
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quently encountered within social media texts (Satapathy et al. (2017)). As

these components have no impact on the text polarity, retaining them would

just increase the dimensionality of the sentiment classification problem (Pozzi

et al. (2016)). Therefore, the very first step in data preparation for SA is to re-

move such noisy content or replace it with proper tags.

• Tokenization: is the process of breaking down a piece of text into smaller

meaningful chunks or tokens such as words, phrases, clauses or sentences.

Tokenization enables obtaining the text statistical properties along with the

syntax/semantics information born by tokens; which is considered essential

to generate the features in the subsequent phase (Sarkar (2016)). Text tok-

enization is conducted based on the recognition of orthographic conventions

such as white spaces, hyphenation and punctuation. Special tokenizers are

needed to handle the social media texts where orthographic conventions are

remarkably less and difficult to be detected as they might be confused with

alphanumeric symbols (punctuation used as emoji) (Owoputi et al. (2013)).

• Stopwords removal: stopwords (e.g. prepositions, determiners, pronouns, con-

junctions or year/day names) are function words with high frequency of pres-

ence in texts (Ghag and Shah (2015)). They, mostly, do not carry significant

semantic meaning by themselves as their role is limited to modify other words

or define grammatical relationships. Within the context of sentiment analysis,

stopwords are usually eliminated using pre-compiled stoplists; where best

performances could be obtained for stoplists constructed considering the spe-

cific characteristics of the studied language (Saif et al. (2014)).

• Stemming: concerns about reducing the variants of inflected words to their

shared basic form known as stem or root (Duwairi and El-Orfali (2014)). This

is done by stripping the word’s suffix and prefix representing variations of the

words as a single token. Consequently, stemming can be considered a feature

reduction step as it significantly reduces the vocabulary size and, hence, the

dimensionality of the generated feature vectors leading to less processing time

and increased recall (Darwish and Magdy (2014)). Most of the stemmers were

designed to target formal language variants (Khoja and Garside (1999); Porter

and Boulton (2002e); Taghva et al. (2005); Sirsat et al. (2013)); however,
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some recent morphological analyzers have combined stemmers that support

colloquial languages (Pasha et al. (2014)). It should be noted that, in specific

scenarios, common affixes are removed from words without reducing them to

their stems or roots. This is done by a stemming variant called light stemming

(Abdulla et al. (2013)).

• Lemmatization: lemmatization shares the same principle of stemming, how-

ever, unlike stemming, which may produce invalid or language irrelevant

stems, lemmatization ensures that a group of inflected words will be mapped

into a root word that belongs to the tackled language (Di Nunzio and Vezzani

(2018)). To clarify that, considering the words “accusing” and “accused”,

having these word stemmed, would give the root “accus” which is not a valid

English word; whereas when subjecting these two inflected words to lemma-

tization they will be reduced to the valid base word “accuse”. This is due to

the fact that lemmatization chops off only the inflectional endings of a word

yielding its canonical form or dictionary form known as Lemma (Liu (2012)).

Lemmatizaters are developed based on POS-tagged dataset or lookup table

derived from a dictionary and have been used in information retrieval and

SA applications as an effective feature reduction step (Plisson et al. (2004);

Ingason et al. (2008); Abdelali et al. (2016)).

• Emoji tagging: emoji are special iconic symbols used frequently in social net-

works to reflect specific emotions, ideas or opinions. Recognizing emoji and

tagging them with textual expressive tags can produce a clean input text, en-

able automatic sentiment annotation for large corpora and assist in indicating

the embedded sentiment considering tags as informative features (Guibon et

al. (2016); El-Beltagy et al. (2017)).

• Negation handling: from a linguistic perspective, negation is the process that

can turn an affirmative statement into its opposite denial and, thus, flips the

polarity implied by that statement (Wiegand et al. (2010)). The majority of

SA models exploit sentiment-bearing words or expressions to predict the po-

larity. Therefore, given the ability of the negation terms to alter the sentiment

of a word next to them, negation contexts detection and negation terms tag-

ging would assist in inferring the sentiment more accurately (Dadvar et al.
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(2011); Sharif et al. (2016); Nakov (2017)). This is usually performed based

on semantic lexicons or pre-compiled lists of negation terms related to the

tackled language (Farooq et al. (2017)).

The preprocessing impact on sentiment analysis has been investigated in

many studies. Most of them emphasized that subjecting the input textual data to

specific preprocessing strategies can favorably affect the sentiment classification

performance. While normalization, stemming and lemmatization reduce the dimen-

sionality of the generated feature vectors and enhance the classification perfor-

mance, tagging sentiment indicative components such as emoji and negation assist

in indicating the implicit sentiment especially within informal, ironic or sarcastic

contexts (Shoukry and Rafea (2012a); Uysal and Gunal (2014); Duwairi and El-

Orfali (2014); Brahimi et al. (2016); Angiani et al. (2016); El-Beltagy et al. (2017)).

2.4.2. Feature Extraction

Feature extraction is an important step in the SA pipeline as it is a essential

for training the SA model. Sentiment features are defined as a set of distinctive use-

ful attributes of the textual input which might be words, tags, specific counts,..,etc.

Extracted features are usually incorporated within n-dimensional numerical vectors.

The sentiment features used in the state-of-the-art can be categorized into:

1. Hand-crafted features: refer to those features which are extracted based on

the Vector Space Model concept (Sarkar (2016)). The vector space model ex-

ploits dataset terms, either words or ordered sequence of words i.e. n-grams,

to transform and represent raw textual data (documents/sentences) into nu-

meric vectors of n dimensions (Sarkar (2016)). Where n is the vocabulary size

of the dataset while the values of a document/sentence vector are computed

for all the terms contained in that document/sentence and reflect the terms

frequency, terms presence/absence or terms importance represented by term

frequency-inverse document frequency (TF*IDF) (Saif et al. (2012)). Among

multiple hand-crafted features extraction techniques, bag-of-words and bag-

of n-grams are the most naive, though, effective ways to generate text features

and formulate them in a proper shape needed for the subsequent classification
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phase (Abbasi et al. (2008); Bespalov et al. (2011)). Bag-of-words and n-

grams features can be enriched with further text-based features such as: (a)

Syntactic: are the outcome of certain preprocessing tasks (stemming, POS

tagging and lemmatization), (b) Stylistic: they are more about the structure of

the text than the content as they combine lexical attributes and special sym-

bol frequencies like the count of exclamation/question marks or the presence

of emoji and (c) Semantic: work on tagging specific tokens or contexts with

the proper semantic orientation (SO) using external semantic resources such

as sentiment lexicons. Consequently, hand-crafted feature vectors may con-

tain additional numerical values that indicate the quantitative scores related

to stylistic/semantic features (Refaee (2017)).

2. Text embedding features: also known as distributed text representations;

they are discriminative features learned automatically from the text using

multi-layer nonlinear neural networks. The learning process involves trans-

forming the representation at one level into a representation at a higher and

more abstract level (LeCun et al. (2015). Thus, the dataset vocabulary are

mapped into unique points in the embeddings space where each point is a real-

valued, low-dimensional embedding vector. Text embeddings features can be

divided into two main types: (a) Word embeddings: where every word in the

dataset is projected to an embedding vector using one of the word mapping al-

gorithms such as word2vec (Mikolov et al. (2013)) and GloVe (Pennington et

al. (2014)) and (b) Document or paragraph embeddings: in which continuous

representations are generated for larger blocks of text such as phrases, sen-

tences, paragraphs or whole documents using a document mapping algorithm

such as doc2vec (Le and Mikolov (2014)).

Using hand-crafted features in SA models has led to good performances.

However, hand-crafted features generation is a labor-intensive task that requires

language-specific or dialect-specific morphological tools (Piryani et al. (2017)).

Moreover, the high dimensionality and sparsity of hand-crafted feature vectors may

drown the classifier with noisy features or lead to memory issues (Duwairi et al.

(2014)). On the other hand, lexicon-derived features generated using a certain di-

alectal lexicon might not be efficient for other datasets even within the same dialect.

This is due to the fact that, most lexicons are dataset-based which makes them
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domain-specific and dataset-specific while highly-coverage and large-scale dialec-

tal lexicons are, relatively, difficult to build and compile (Abdulla et al. (2013)).

Hence, many SA systems replaced the hand-crafted features with word/document

embeddings to either train sentiment classifiers or enrich sentiment lexicons.

2.4.3. Sentiment Classification

The subjectivity concept of a piece of text usually include the opinion, feel-

ing and sentiment aspects of the writer (Wiebe (1994)). Hence, the sentiment min-

ing process involves conducting a subjectivity classification task first such that a text

unit (term, phrase, sentence or document) is classified as either sentiment-free i.e.

objective (e.g. iPhone new series have been released) or subjective (e.g. Samsung

Galaxy S9 is outstanding in every way!). The subjective text is, then, classified into

the polarity it implies which might be positive (e.g. It was an amazing experience!),

negative (e.g. What a bad performance of Barsa today /), neutral (e.g. I think Rus-

sia should withdraw forces from Syria) or even mixed (e.g. Asus new notebook has

a brilliant display but it weighs too much). Beyond these three polarities, and at a

finer granularity level, the subjectivity text can be mined for multiple emotions such

as anger, sadness, happiness, optimism, pessimism,.., etc.

According to the granularity level at which the sentiment is captured, SA

can be addressed as a classification problem that belongs to one of these categories:

• Binary classification: also known as binomial, is about classifying the in-

put text instances into one of two distinct classes or polarities. Binary senti-

ment classification models are useful for applications which cares about the

satisfied (positive opinions) and dissatisfied (negative opinions) users (Liu

(2012)).

• Multi-class classification: or multinomial correlates the input text with a sin-

gle predicted polarity selected from three or more distinct polarity classes

(Chen et al. (2015)). This type of classification has been used in several SA

studies (Agarwal et al. (2011); El-Makky et al. (2014); Duwairi et al. (2014))

in addition to ratings-related sentiment applications such as movies review-

ing systems; where numerical/star ratings is usually transformed into three or

more polarity classes (Cherif et al. (2015)).
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• Multi-label classification: unlike single-label classification (binary/multi-class),

multi-label classification associates each instance with a set of labels at the

same time (Zhang and Zhou (2014)). It is used for fine-grained SA which

seeks to mine a set of human emotions included in a piece of text (Yang et al.

(2014); Liu and Chen (2015); Li et al. (2016); Yu et al. (2018)).

On the other hand, regardless of the linguistic/granularity aspect, sentiment

prediction is conducted using one of the following frameworks:

• Machine learning (ML): following the standard scheme adopted by these

methods, SA using ML requires providing two fundamental sets: training set

and test set. The first set combined data sentimentally-annotated by humans;

it is used to extract useful hand-crafted or embedding features (see section

Section2.4.2). The obtained features will be employed later to train a statisti-

cal classifier how to predict the text polarity of the unseen data in the second

set (Biltawi et al., 2016). The learning process is carried out by inferring that

a combination of a sentence’s specific features yields a specific polarity class:

positive, negative or neutral (Shoukry and Rafea (2012b)). With the training

data being fed with sentiment labels included, ML-based SA classifiers learn

the features via a supervised learning strategy (Turney (2002); Chesley et al.

(2006); Boiy and Moens (2009); Tumasjan et al. (2010)). Several supervised

learning classification algorithms such as Support Vector Machines (SVM),

Naive Bayes (NB), Maximum Entropy, Decision Tree (DT),.., etc. were used

in the state-of-the art either individually or as an ensemble (Refaee (2017)).

Recently, using neural networks classifiers, SA has achieved good perfor-

mances especially with the advent of text embedding features alongside deep

neural architectures (LeCun et al. (2015); Altowayan and Tao (2016); Al-

Sallab et al. (2017)). In this context, it is worth mentioning that for ML clas-

sifiers trained with text embedding features, unannotated (unlabeled) training

data could be used (Mikolov et al. (2013); Le and Mikolov (2014)). This elim-

inates the human interference as unsupervised learning strategy is adopted to

learn the embedding features. Nevertheless, while this might be useful for text

generation, summarization or semantic similarity applications, it has been

claimed that learning the embedding features from labeled data have led to

better performances in the SA task (Tang et al. (2014); Iyyer et al. (2015)).
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• Lexicon-based methods: adopt the unsupervised learning strategy as neither

labeled data nor training step are required to design the sentiment classi-

fier (Taboada et al. (2011)). The polarity of a sentence is determined us-

ing lexicon-derived sentiment scores assigned to its constituent words (Liu

(2012)). A sentiment lexicon combines a list of subjective words and phrases

along with their positive or negative sentiment scores (Piryani et al. (2017)).

Sentiment lexicons can be general-purpose or domain-specific according to

the compilation method. Sentiment lexicons are compiled via three strate-

gies: manually with the assistance of a linguist and native speakers, automati-

cally based on another dictionary (dictionary-based) or using the dataset itself

(dataset-based) or semi-automatically where manual interference is needed to

normalize the automatically-built lexicon (Liu (2012)).

For each entry in the lexicon, a sentiment score is assigned using these weight-

ing algorithms: (a) Straight forward sum (SFS): adopts the constant or uni-

form weight scheme to assign weights to the lexicon’s entries such that the

score of negative words is -1 while positive ones scored as 1. The polarity

of a given text is thus calculated by accumulating the weights of negative

and positive terms and the total polarity is determined by the sign of the re-

sulted value (Abdulla et al. (2013)) or (b) Double polarity (DP): assigns both

a positive and a negative weight for each term in the lexicon are which com-

plementary to each other. Polarity is calculated by summing all the positive

weights and all the negative weights in the input text. Then, the final polar-

ity is determined according to the greater absolute value of the resulted sum

(El-Makky et al. (2014)).

• Hybrid: these methods were proposed with the objective of exploiting the

merits of the two previous methods. In these methods, lexicon-based models

are employed to provide automatic annotation of the instances in the training

set which wil be fed late to a ML sentiment classifier (El-Makky et al. (2014);

Salameh et al. (2015a)). In addition, lexicon-derived features such as a term’s

polarity score are considered along with the syntactic/linguistic features pro-

viding an enriched features set Badaro et al. (2018).

With the variety of preprocessing tasks, feature types and semantic/sentiment

resources, numerous SA models were proposed to mine the sentiment in English
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and Indo-European languages. In contrast, for a rich powerful language such as

Arabic, NLP repository still suffers from the lack of resources and tools that sup-

port the formal Arabic let alone the under-represented Arabic dialects used widely

on social media.

2.5. Evaluation Metrics

The performance of SA models is usually evaluated based on standard met-

rics adopted in the state-of-the-art. They are as follows:

1. Precision: indicates the ability of a classification model to identify only the

relevant instances of a specific class category. It represents the ratio of the

correctly predicted instances out of the whole number of predictions under a

specific class category.

2. Recall: denotes the ability of a model to find all the relevant cases within a

dataset. It represents the ratio of the correctly identified instances out of the

total number of instances that are actually belong to a specific class category.

3. F-measure: provides a measure of the overall quality of a classification

model as it combines the precision and recall through a weighted harmonic

mean. For problems where classes are imbalanced, F-measure can be an effi-

cient indicator of the performance of a classification model.

4. Accuracy: is the traditional way to measure the performance of a system. It

represents the percentage of instances predicted correctly by the model for all

class categories.

The previous metrics are obtained based on the confusion matrix shown in

Figure (2.1). This matrix contains the statistics of the classifier predictions orga-

nized as:

• True Positive (TP): the instances correctly assigned to the given class.

• False Positive (FP): the instances incorrectly assigned to a certain class.

• False Negative (FN):the instances incorrectly not assigned to some class.

24



Figure 2.1. The confusion matrix of a binary classification problem

• True Negative (TN): the instances correctly not assigned to a specific class.

Assuming that m denotes the number of classes under which the input in-

stances should be classified, Precision, Recall, F-measure, and the average or macro

for each of them besides accuracy (Acc.) are calculated as described below:

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

F −measure = 2 ∗Recall ∗ Precision
Recall + Precision

(3)

Accuracy =
TP + TN

TP + FP + TN + FN
(4)

MacroPrecision =
1

m

m∑
i=1

Precision(i) (5)

MacroRecall =
1

m

m∑
i=1

Recall(i) (6)

MacroF −measure = 1

m

m∑
i=1

F −measure(i) (7)

2.6. Conclusion

In this chapter, we have laid out background knowledge in sentiment anal-

ysis. We highlighted the importance of sentiment analysis and reviewed its appli-

cations in multiple vital domains. In addition, we presented the general pipeline

adopted to solve the SA problem. This involved exploring the different preprocess-

ing tasks, feature schemes and classification and assessment methods that are com-

monly used in the state-of-the-art. Moreover, we shed light on the challenges faced
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while handling the SA problem, where it has been observed that most of these chal-

lenges are highly related to the morphological and linguistic nature of the language

to be mined for sentiment. Therefore, SA for languages having complex nature and

morphology, such as the Arabic language, is considered much more challenging,

especially with the lack of the supportive Arabic resources and NLP tools. More

details about Arabic sentiment analysis and the relevant preprocessing tasks, fea-

tures and sentiment classification models are provided in the next chapter.
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3. ARABIC SENTIMENT ANALYSIS

In this chapter, we explore the Arabic sentiment analysis domain focusing on

the specificity of the Arabic language and the challenges it poses towards sentiment

analysis. This involves reviewing the major Arabic sentiment analysis models along

with the recently-developed corpora, features, NLP tools and semantic resources.

3.1. Arabic Language

Arabic is a Semitic language, it is one of the six official languages of the

United Nations and forms the first language of more than 422 million individuals

worldwide (Council (2013)). The Arabic alphabet combines 28 letters including

consonants and long vowels. Like other languages, Arabic has its own pronuncia-

tion, spelling, grammatical rules and idioms. Besides its written form from right to

left, what makes Arabic unique compared to Indo-European languages, is its lan-

guage variants which are: (a) Modern Standard Arabic (MSA) or formal Arabic

which is used in books, news and formal speeches and (b) Dialectal Arabic (DA)

also known as colloquial Arabic; it is the daily spoken language in the Arab coun-

tries and widely used on social networks. DA combines multiple dialects that vary

according to the geographical region and include: Egyptian, Gulf (Saudi Arabian,

Qatari, Omani, Yemeni, Bahraini, etc.), Levantine (Syrian, Jordanian, Palestinian,

Lebanese, etc.) which form the Eastern Arabic dialects and Maghrebi (Libyan,

Tunisian, Algerian, Moroccan) that can be referred to as Western Arabic dialects.

These dialects exhibit drastic differences in terms of semantics, syntax and pronun-

ciation (Huang (2015)).

Thanks to Web 4.0 technology, the Arabic language could find its way to

be shared online with high growth ratios. Indeed, Arabic has achieved the largest

proportional growth compared to other major linguistic groups with an increment of

150% during the period (2010-2015) (Northwestern (2016)). Moreover, the Arabic

language has recently ranked 4th among the top ten languages used online (Sitsa-
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nis (2018)). As most of the Arabic textual content do exist on social media, it has

been observed that the sudden boost in the size of the online Arabic content was es-

sentially associated with the “Arab Spring” incidents started in Tunisia at the end of

2010 (Akaichi (2014)). Activists, demonstrators or even ordinary people have inten-

sively used social networks such as Twitter and Facebook to express their feelings,

opinions and impressions towards the ongoing events on the ground. On Twitter, for

instance, the number of the Arabic tweets has increased into 2 million tweets per

day compared to 30,000 in the middle of 2010 (Semiocast (2011)). Accordingly,

within such conditions, the ability to harvest, analyze and mine opinions from the

informal dialectal Arabic texts on social media becomes an interesting problem to

investigate; especially with the multiple challenges it involves. To this end, many

ASA research have been proposed; within which Arabic NLP tools and MSA/DA

semantic and sentiment resources were developed.

3.2. Arabic Sentiment Analysis Challenges

Despite the recent growth of the public Arabic content across social net-

works and with the continuous development of Arabic NLP tools, ASA research

still faces challenges, most of which are related to the Arabic language itself. With

each form of DA having special linguistic and morphological features besides the

varying syntactic and semantic properties (Badaro et al. (2018)), SA has to handle

further issues beyond those already existing for textual data. Here, we highlight the

major challenging issues encountered while conducting ASA:

• Complex morphology: being a Semitic language, Arabic adopts the root-

and-pattern representation where a single set of consonants (usually three)

called the “root” is used to derive a variety of related words. This is done

by adding vowels (a,o,i) (ø



,ð , @) or short vowels (diacritics) in addition to

other consonants according to specific patterns Habash (2010). For example,

from the root “ktb” “H.
�

H ¼” that means “writing”, multiple words of dif-

ferent meanings and even different part of speech can be created such as:

“ �
I.

��
J
�
»” (write, verb), “I.

�
K� A

�
¿” (writer, noun), “I.

�
JºÓ” (desk, noun) and “H. A

��
J»� ”

(book,noun). The inflectional morphology, however, is observed through the

ability of the Arabic language to express a word in several grammatical cat-
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egories while keeping the same meaning. The word’s inflected forms can be

obtained for several categories such as person, tense, voice (active/passive),

number, gender, etc. Consequently, with such high derivational and inflec-

tional morphology, handling Arabic texts through customizing current En-

glish SA systems and tools might be limited Habash (2010). Thus, special

preprocessing tasks supported by Arabic-oriented morphological analyzers

should be combined in ASA systems.

• Lack of resources: despite the abundant online Arabic content; there is a lack

of Arabic sentiment corpora and sentiment lexicons. During the last decade,

some datasets have been constructed either for MSA or DA, nevertheless,

the number of sentiment datasets which are publicly available remains lit-

tle (Badaro et al. (2018)). In addition, as the sentiment analysis accuracy

depends on the size of the manipulated data, the limited size of the Arabic

sentiment datasets makes it difficult to evaluate ASA systems against English

SA models (Refaee and Rieser (2014)). On the other hand, the issues asso-

ciated with the construction and annotation processes of sentiment lexicons

have hindered the provision of large-scale and highly-coverage Arabic lexi-

cons especially with the existence of different Arabic dialects.

• Negation and sarcasm: negation in Arabic is expressed by specific nega-

tion words that indicate the meaning “not”; some of them are: “ AÓ”, “ÕË” and

“B”. Negation should be accurately detected and handled as it can convert

the meaning of a sentence yielding a quite opposite polarity (Duwairi and

El-Orfali (2014)). This task becomes more difficult and challenging when

dealing with DA where negation words are so different from those in MSA

and have several meanings such as “ñÓ” which means “not” in the Levantine

dialect and used for negation (e.g. �
è 	PA

�
K ñÓ

�
é¢Ê�Ë@) (The salad is not fresh)

or interrogative (e.g. ñÓ , @Q»ñK. ú


m
.
�
�
') (you’re coming tomorrow, aren’t you?).

Such instances might mislead the sentiment classifier and degraded the classi-

fication performance. Another ambiguity faced by ASA models is the sarcasm

issue in which the explicit polarity totally opposites the meant sentiment as

in (e.g. �
HA«A�Ë PA

	
¢

�
J
	
KB@ YªK. ,

	
 ñ

	
¢m× A

	
K @ Õ» ,Q» @

	
Y

�
JË @ É¿

�
HY

	
®

	
K) which corre-

sponds to (After waiting for hours, all tickets were sold; Lucky me), where

“ 	
 ñ

	
¢m×”, which means “lucky”, indicates a positive sentiment while in the
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example it actually refers to the opposite.

• Named entity recognition: Named entity recognition (NER) plays a key

role in aspect-level sentiment analysis as it refers to the target (person, lo-

cation or organization) towards which the attitude is expressed Liu (2012).

Compared to Indo-European languages, Arabic text has no notion of capital

letters, therefore, any Arabic Named Entity Recognition (NER) system can-

not use capitalization as a feature to recognize Named Entities (NEs) Mulki et

al. (2018). Moreover, some NEs in Arabic can be used as adjectives having a

specific polarity such as the person name “YJ
ª�” which also means “happy”.

• Arabizi usage: Arabizi is considered a newly-emerged Arabic variant writ-

ten using the Arabic numeral system and Roman script characters (darwish

2013). It is commonly used while expressing DA across social media, SMS

and chat applications Duwairi et al. (2014). Arabizi poses a significant chal-

lenge to sentiment analysis especially when it is mentioned along with Ara-

bic (e.g. 3an jad ÕÎ
	
®Ë @ Q�


�
J» 7elou) which means (The film is really amazing).

Hence, proper tools are required to interpret Arabizi into either MSA or DA

before conducting the sentiment classification task.

• Dialects Variances: DA forms the majority of the online opinionated Arabic

content as it is commonly used across social media platforms. DA combines

various dialects which differ according to the geographical location. Each di-

alect has its own vocabulary, syntactic and grammatical rules in addition to

special idioms. On the other hand, despite that all dialects are derived from

MSA and share some vocabulary, yet, common words or expressions among

two dialects might have drastically different sentiments (Mulki et al. (2017)).

For example, “ �
éJ


	
¯AªË @ ½J
¢ªK
” is a compliment of a positive sentiment that

means “May God grant you health” in the Levantine dialect, while this very

same phrase has an aggressive meaning of “Burn in hell” in the Tunisian di-

alect. Considering these variances, an ASA system that targets one dialect

might not be efficient for another as it is developed with a dialect-dependent

tools such as the morphological analyzer, stopwords/negation words and sen-

timent lexicons.
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3.3. Arabic Sentiment Analysis background

During the last decade, social media has been the most rich resource of

Arabic opinionated content. As opinions on social networks are usually shared in

the form of sentences (tweets/comments) or documents (reviews), therefore, doc-

ument and sentence-level SA studies have formed the majority of the recent ASA

research. In line with the thesis scope, we will consider the research studies pro-

posed for document and sentence-level SA. ASA models at the sentence/document

level are implemented using machine learning approaches: supervised and deep

learning, lexicon-based approaches or a combination of both known as hybrid. A

detailed review of the state-of-the-art under the aforementioned method categories

is provided in the following subsections.

3.3.1. Supervised Approaches

Supervised approaches require a labeled dataset from which the classifier

can learn how to recognize the sentiment according to certain features (Liu (2012)).

Hand-crafted and embedding features are both employed in supervised ASA mod-

els along with various classification algorithms. Research works that adopted su-

pervised approaches were concerned about which preprocessing tasks, features or

classification algorithms can lead to a better classification performance either for

MSA or DA. A summary of the supervised ASA models proposed in the reviewed

research is listed in Table 3.1 where Best, acc and F1 indicate the best-performing

method, the scored accuracy and F-measure, respectively.

Considering the wide spread of the Egyptian dialect across social networks,

enriching the Arabic sentiment resources with a pure Egyptian sentiment dataset

along with Egyptian-specific preprocessing tools was the aim of Shoukry and Rafea

(2012b). They collected a dataset of 1,000 positive/negative Egyptian tweets to test

their SA model. The preprocessing included removing usernames, hashtags, URLs

and non-Arabic letters. In addition, a list of Egyptian stopwords was constructed

to enable an efficient stopwords removal. Unigrams and bigrams features were ex-

tracted using Term Frequency weighting (TF). The sentiment was, then, recognized

using SVM and NB algorithms first with stopwords kept, then, with stopwords omit-
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ted. Results revealed that SVM performed better in both experiments achieving a

best accuracy of 72% compared to 65% scored by NB.

The impact of combining emoji among SA features was investigated in (Al-

Osaimi and Badruddin (2014)). The study introduced a SA model to be applied on

a DA dataset composed of 3,000 positive, negative and neutral tweets. Hand-crafted

features reduced by TF-IDF were fed into NB and KNN algorithms. The results

showed that preserving emoji enhanced the performance of the model as the best

accuracy achieved by NB classifier increased from 58.28% to 63.79%.

The recently-emerged form of Arabic (Arabizi) was investigated in (Duwairi

et al. (2014)). The study seeked to convert the dialectal and Arabizi content into

MSA. A dataset of 1,000 positive/negative/neutral tweets written in Jordanian and

Arabizi was collected. For preprocessing, stemming, tokenization, stopwords fil-

tering tasks were applied in addition to the conversion of Jordanian and Arabizi

to MSA. Morphological features, negations and emoji were also included in the

features set. The authors observed that, if stemming and stopwords removal are dis-

abled, better performance can be achieved, while negation detection and conversion

from Arabizi to MSA did not achieve a remarkable improvement in the evaluation

measures. KNN, SVM and NB classifiers were used, where NB was the best with

an accuracy of 76.78%.

Given the complex nature of the Arabic language, syntactic information was

considered useful within a subjectivity classification context. This has been studied

in (Abdul-Mageed (2015)) where it was claimed that using specific tokens would

favorably impact the subjectivity classification performance. The proposed model

was trained with words having certain POS tags such as adjective (ADJ), adverb

(ADV) and proper noun (NOUN PROP). The experiments were conducted with

SVM and NB classifiers trained via Instance-based learning strategy on the Penn

Arabic Treebank dataset (Popescu and Etzioni (2007)). Two features setting types

were adopted: frequency and presence vectors. In all experiments, the preprocess-

ing step was essential as the study highlighted that the rich morphology of MSA

imposes using the compressed form of words in order to obtain a better model gen-

eralization. The obtained results emphasized the positive impact of using certain

tokens rather than all the words for training; moreover, similar to the SA task, SVM

was found of the best performance for subjectivity classification, compared to NB

where it scored a high accuracy equals to 85%.
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In (Salamah and Elkhlifi (2016)), an under-represented dialect was tack-

led; where a dataset of 340,000 positive/negative Kuwaiti tweets was mined for

sentiment. Tweet-related features and opinions-oriented ones were extracted. The

opinion-oriented features were obtained from 22 manually-built classes that com-

bine emotions-bearing words. SVM, J48, Random Tree (RT) and DT classifiers

were used. SVM scored the best results with an F1-score of 71.5% against 42%,

48% and 51% achieved by J48, DT and RT, respectively.

Table 3.1. Summary of Supervised ASA research works

Paper Algorithm/features Dataset Evaluation
Shoukry and Rafea (2012b) SVM, NB tweets Best: SVM

unigrams+bigrams Egyptian acc=72%

pos/neg

Al-Osaimi and Badruddin (2014) NB, KNN tweets Best: NB

TF-IDF multi-dialects acc=58.28% (-emoji)

unigrams pos/neg/neut acc=63.79% (+emoji)

Duwairi et al. (2014) KNN, SVM, NB tweets Best: NB

syntactic, negation Jordanian/Arabizi acc=76.78%

emoji pos/neg/neut

Abdul-Mageed (2015) SVM, NB, IB1 sentences Best: SVM

POSs tokens MSA acc=85%

subj/obj

Salamah and Elkhlifi (2016) SVM, J48, RT, DT tweets Best: SVM

tweet-related Kuwaiti F1=71.5%

emotion-bearing words pos/neg

Oussous et al. (2018) Ensemble of SVM, NB, ME tweets Best: Ensemble

BoW Moroccan F1=83.4%

pos/neg

As an attempt to enhance the sentiment classification performance, the au-

thors in (Oussous et al. (2018)) investigated how an ensemble model would impact

the SA of Moroccan dialect. Their model was developed based on SVM, NB and

Maximum Entropy (ME) classifiers such that the output is combined using voting

and stacking strategies. The model was evaluated using 2,000 Moroccan tweets

annotated manually as positive or negative in addition to semeval-2017 dataset

(Rosenthal et al. (2017)). Having the tweets preprocessed and BoW features gener-

ated, they were first fed into each of the studied classifiers, then to all of them com-

bined in the ensemble model. The results indicated that, for the Moroccan dataset,

the ensemble model could slightly improve the classification performance achieving

an F-measure of 83.4% against 82.6% scored by the individual classifier SVM.
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3.3.2. Deep Learning Approaches

Deep Learning approaches combine multi-layer neural networks implemented

using various architectures and trained with text embedding features such as word/document

embeddings. In these approaches, the embedding features are learned automatically

from the data through either an unsupervised or supervised manner (Gomez et al.

(2017)). Many ASA research studies have recently developed deep learning models

through which Arabic embedding features were provided to target MSA and some

Arabic dialects (Al-Rfou et al. (2013); Soliman et al. (2017)). A summary of the

deep learning ASA models proposed in the reviewed research is listed in Table 3.2

where Best, acc and F1 indicate the best-performing method, the scored accuracy

and F-measure, respectively.

The variety of deep learning architectures has evoked the question about

which architecture can perform better for ASA analysis. Therefore, Al Sallab et al.

(2015) explored four deep learning models of different architectures and compared

their performances in an ASA task. The first three models are: Deep Neural Net-

work (DNN), Deep Belief Network (DBN) and Deep Auto Encoders (DAE). While

DNN model employs the back propagation in a conventional neural network with

several layers, DBN avoids overfitting through a pretraining phase before feeding a

discriminative fine tuning step; whereas DAE provides a compact representation of

the input sentence with a reduced dimensionality. These models were trained using

the ordinary BoW features along with lexicon features derived from ArSenL lexi-

con Badaro et al. (2014). As for the fourth model known as Recursive Auto Encoder

(RAE); it was suggested to address the lack of context handling procedures issue

found in the previous three models. RAE can parse raw sentence words in the best

order for which the error of recreating the same sentence words in the same order is

as minimum as possible. This is done via a recursive parse tree where the sentence

words are parsed recursively till finding the best order of the words. The evalua-

tion was performed using Linguistic Data Consortium Arabic Tree Bank (Li et al.

(2013)). When comparing the performances of the four models in positive/negative

sentiment classification against an SVM model with hand-crafted features, it was

noted that the performance of DNN, DBN and DAE was close to SVM’s, while

DAE provided a better representation for the input sparse sentence vector. The
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RAE model outperformed all the other models achieving an accuracy of 74.3%

and F-measure of 73.5%, compared to an accuracy of 45.2% and F1-score of 44.1%

scored by linear SVM. This indicates the privilege of recursive models compared to

one-shot models in terms of learning accurate semantic representations.

Aiming to enrich the Arabic resources with pretrained embeddings, Al-

towayan and Tao (2016) introduced Arabic word embeddings generated from an

Arabic dataset of 190 million words using Continuous Bag of Words (CBOW) al-

gorithm (Mikolov et al. (2013)). The authors indicated that their embeddings could

handle dialects efficiently as different writing shapes of similar DA words were

mapped close to each other in the embeddings space. To perform subjectivity and

SA, the produced embeddings were used to train several binary classifiers. A com-

bination of twitter datasets: ASTD (Nabil et al. (2015)), ArTwitter (Abdulla et al.

(2013)) and QCRI (Mourad and Darwish (2013)) in addition to other two datasets

representing book reviews: LABR (Aly and Atiya (2013)) and MSA news articles

obtained from (Banea et al. (2010)) were used. It has been noted that the perfor-

mance of the proposed model was slightly better than that of (Mourad and Darwish

(2013)) in subjectivity classification, while for the polarity classification of twitter

datasets, the best-performing classifier was Nu-SVM with an accuracy of 80.2%

and an F-measure of 79.6%.

Another pretrained word embeddings with an improved compositionality

were proposed in (Dahou et al. (2016)) within a CNN-based deep learning SA

model. The model was trained with word embeddings learned from a dataset of 3.4

billion Arabic words using CBOW and Skip-Gram (SG) (Mikolov et al. (2013)).

Inspired by Kim (2014), a CNN-based neural model with one non-static chan-

nel and one convolutional layer was developed. Multiple filter window sizes were

adopted to perform the convolutional operation while a max-overtime pooling layer

was utilized to capture the most relevant global features (Collobert et al. (2011)).

The model was applied on several datasets such as ASTD (Nabil et al. (2015)) and

ArTwitter (Abdulla et al. (2013)). Results revealed that the performance of the pre-

sented model mostly outperformed all the state-of-the-art systems where the best

accuracy achieved for ArTwitter was 85.0%.

The idea of exploiting Arabic pretrained word embeddings in a deep neural

SA model was investigated by Gridach et al. (2017). The authors used word embed-

dings previously trained with MSA/Egyptian corpora using Glove, SG and CBOW
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algorithms (Zahran et al. (2015)). These embeddings were used to initialize the

input word embedding features that will be employed to train the proposed CNN-

ASAWR model. CNN-ASAWR was developed as a variant of Collobert et al. (2011)

system and customized to conduct SA on two MSA/dialectal datasets: ASTD (Nabil

et al. (2015)) and SemEval-2017 (Rosenthal et al. (2017)). The results showed that

using pretrained word embeddings led to better evaluation measures compared to

the baseline systems. In ASTD dataset, for instance, the best F-measure scored by

CNN-ASAWR was 72.14% compared to 62.60% achieved by Nabil et al. (2015)

while for SemEval-2017 collection, an F-measure of 63% is achieved against 61%

scored by the system in (El-Beltagy et al. (2017)).

Similarly, Alwehaibi and Roy (2018) compared the impact of involving dif-

ferent pretrained word embeddings in SA of MSA/DA tweets. Using an LSTM

model, the authors initialized the embeddings generated at the embeddings layer

with three publicly available Arabic pretrained word embeddings including Aravec

(Soliman et al. (2017)), Arabic FastText (Joulin et al. (2017)) and word embeddings

from (Altowayan and Tao (2016)). The model was applied to recognize positive,

negative and neutral tweets in AraSenTi dataset (Al-Twairesh et al. (2017)). The

experimental study concluded that among the used word embeddings, those from

(Altowayan and Tao (2016)) achieved the best performance with an F-measure of

43% compared to 40% and 41% scored by Aravec and Arabic FastText, respec-

tively.

With the lack of lexical and semantic resources for under-represented Arabic

dialects, text embeddings represent an alternative expressive features. To prove that,

the authors in (Mdhaffar et al. (2017)) investigated representing Tunisian comments

by document embedding features within a Tunisian SA model. Their model was

evaluated using a combination of publicly available MSA/multi-dialectal datasets:

OCA (Rushdi-Saleh et al. (2011)), LABR (Aly and Atiya (2013)) and a manually

annotated Tunisian Sentiment Analysis dataset (TSAC) obtained from Facebook

comments about popular TV shows. Doc2vec algorithm by Le and Mikolov (2014)

was applied to generate document vectors of each comment. The produced doc-

ument embeddings were then used to train SVM, Bernoulli NB (BNB) and Multi-

layer Perceptron (MLP) classifiers using several combinations of MSA, dialects and

Tunisian training sets. The best results were scored by MLP classifier when TSAC

dataset was solely used for training where it achieved an accuracy of 78% and an
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F-measure of 78%.

As each DL model has specific merits, usually related to its building unit,

the authors in (Baniata and Park (2016)) investigated the impact of using a combi-

nation of CNN and Bidirectional-Long Short Term Memory (BiLSTM) on SA of

MSA/dialectal tweets. They relied on the fact that the phrase representation of ev-

ery sentence captured by CNN can be further enhanced by using BiLSTM network

which can capture the contextual information and thus yields an improved perfor-

mance. Two configurations were examined: CNN-BiLSTM, which involves com-

posing the sentence representations to be improved later by the context information

derived from both direction, and BiLSTM-CNN, where contextual information is

first captured then fed to CNN to assist in generating the sentence representation.

The used CNN model contained layers of filter sizes 3, 4 and 5 with the activation

function ReLu used in both configurations. The model ensembles were evaluated

using LABR dataset (Aly and Atiya (2013)). The data was subjected to normaliza-

tion and the vocabulary size was reduced by keeping words of frequency greater

than 10. Word embeddings were, then, obtained based on pre-trained word vectors

by Al-Rfou et al. (2013). It was noted that CNN-BiLSTM architecture achieved

an accuracy of 86.43%, whereas BiLSTM–CNN architecture has suffered from of

overfitting after the fifth epoch yielding an accuracy of 66.26%.

In the same context, (Al-Azani and El-Alfy (2017)) examined various DL

configurations for SA of MSA/DA tweets. The models were built using either a sep-

arate/stacked units of CNN, LSTM or by cascading CNN and LSTM within a single

model. For training, the authors used word embeddings provided by word2vec algo-

rithms: CBOW and skip-gram with static/non-static word initialization enabled. To

evaluate the model variants, ASTD dataset from (Nabil et al. (2015)) and ArTwitter

Abdulla et al. (2013) were used. The study indicated that updating the word embed-

dings during learning achieved the best results in most model variants. In addition,

while LSTM outperformed CNN in general, combined LSTMs architecture was the

best-performing model with an accuracy of 87.2% for ArTwitter.

Arabic lexical sparsity and ambiguity usually limits the ability of deep learn-

ing models to generalize and causes over-fitting. Al-Sallab et al. (2017) have ad-

dressed this issue in an RAE-based model through developing a Recursive Deep

Learning Model for Opinion Mining in Arabic (AROMA). To enable modeling

the semantic interactions at the morpheme level and to reduce the lexical sparsity
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Table 3.2. Summary of Deep Learning-based ASA research works

Paper Embedding Dataset Classifier Evaluation
Al Sallab et al. (2015) Recursive LDC-ATB DNN, DBN Best: RAE

parsing tree MSA DAE, RAE acc=74.3%

pos/neg Linear-SVM

Altowayan and Tao (2016) word2vec LDC-ATB LR, SGD Best (MSA):

(CBOW) ASTD, ArTwitter GNB, RF Linear-SVM

QCRI, LABR Linear-SVM acc=77.87%

MPQA Nu-SVM Best (DA):

MSA/dialects LR

pos/neg acc=81.88%

Dahou et al. (2016) word2vec ASTD, ArTwitter CNN Best: CNN

SG, CBoW MSA/dialects acc=85.0%

pos/neg for ArTwitter

Baniata and Park (2016) word2vec LABR CNN-BiLSTM Best:

pretrained word MSA/Dialects BiLSTM-CNN CNN-BiLSTM

embeddings pos/neg acc=86.43%

Gridach et al. (2017) word2vec ASTD CNN F-score=72.14%

(SG,CBOW) SemEval-2017 (ASTD)

Glove MSA/dialects F-score=61%

pos/neg/neut (SemEval-2017)

Mdhaffar et al. (2017) Doc2vec OCA SVM Best: MLP

LABR, TSAC MLP F1=78%

Tunisian/dialects BNB recall=78%

pos/neg

Al-Sallab et al. (2017) Recursive Tweets,QALB AROMA Best: AROMA

syntactic ATB RAE acc=86.5%

parsing tree MSA/dialects DNN, DBN

pos/neg DAE-DBN

NB, Linear-SVM

Al-Azani and El-Alfy (2017) word2vec ASTD, ArTwitter CNN, LSTM Best:

(SG,CBOW) MSA/DA separate/stacked combined LSTM

static/non-static pos/neg F1=87.2%

for ArTwitter

Alwehaibi and Roy (2018) pretrained word AraSenTi LSTM Best:

embeddings MSA/DA LSTM+ArNews

Aravec, ArNews pos/neg/neut acc=43%

Arabic FastText
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and ambiguity, the training data was subjected to morphological tokenization us-

ing MADAMIRA (Pasha et al. (2014)) before being fed to AROMA. In addition,

semantic and sentiment embeddings were used to provide improved word represen-

tations. Moreover, instead of using the greedy algorithm to define the order of the

model’s recursion, AROMA employed phrase structures to automatically generate

syntactic parse trees by which a better modeling of composition was achieved. The

presented model was evaluated using three datasets of binary positive/negative po-

larities: an MSA dataset from (Abdul-Mageed and Diab (2011)) called ATB, DA

Twitter dataset (Refaee and Rieser (2014)), an MSA/DA comments referred to as

QALB (Farra et al. (2015)). The experiments involved using different combina-

tions of the contributions augmented to the standard RAE. The results indicated

that compared to the standard RAE, AROMA with all the contributions combined

could improve the classification accuracy significantly by 12.2%, 8.4% and 7.2%

for the ATB, QALB and Twitter datasets, respectively. Moreover, AROMA was

evaluated against several ML and DL models where it overcome all of them scor-

ing an accuracy increment of 7.3%, 1.7% and 7.6% for the same previous datasets,

respectively.

3.3.3. Lexicon-based Approaches

Lexicon-based approaches adopt the unsupervised learning strategy saving

the efforts of providing labeled training Arabic data. To assist deducing the Arabic

sentiment, several Arabic sentiment lexicons were compiled to provide lexicon-

derived features. A summary of the lexicon-based ASA models proposed in the

reviewed research is listed in Table 3.3 where Best, acc and F1 indicate the best-

performing method, the scored accuracy and F-measure, respectively.

Lexicon features represent the semantic scores associated with the lexicon

entries; therefore, using a proper weighting method to assign polarity scores can

impact the obtained sentiment classification performance. An attempt to to develop

a novel weighting algorithm was presented in (El-Beltagy and Ali (2013)); where

the authors noticed that sentiment terms often appear with other terms having the

same polarity. Based on this theory, they constructed a dataset-based lexicon. Using

the complied lexicon, SFS and DP methods were adopted to determine the posi-
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tive, negative and neutral sentiment of the input text. In addition, uniform weight-

ing scheme with negation switch policy, intensification words weighting and per-

son names removal were applied prior to sentiment classification. Two manually-

collected and annotated Egyptian datasets were used. The first one, called Dos-

tour, combines 100 comments, while the second represents a Twitter dataset of 500

tweets. The best performance was achieved by the complementary weights strategy

alongside DP method with an accuracy of 83.3% scored for Twitter dataset.

Aiming to evaluate manually-built against the automatically-built lexicons

for the SA task, Abdulla et al. (2014) classified the sentiment of MSA/DA using

three lexicon variants built via manual, semi-automatic and automatic construc-

tion methods. A forth integrated lexicon resulted from merging the three previous

lexicons was utilized for the final system evaluation. Two datasets were used in

the experiments, the first contains 2,400 positive/negative comments from Maktoob

collected by Al-Kabi et al. (2013), while the second combines 2,000 positive, neg-

ative and neutral tweets (Abdulla et al. (2013)). The input data were subjected to

normalization and light stemming. Sentiment classification was, then, performed

using the four lexicons one by one, with SFS method and switch negation policy

applied. Experiments showed that the stemming degraded the performance with

manually-built and dictionary-based lexicons. In contrast, the accuracy was im-

proved when dataset-based lexicon was used. The integrated lexicon with stemming

applied could achieve the best performance for Maktoob dataset where it scored an

accuracy of 74.6% compared to 70.2% with non-stemming option.

In (Duwairi et al. (2015)), the authors claimed that when dealing with MSA

data, the likelihood of finding a stem in the sentiment lexicon is higher than that

of finding the original word. This has been studied using an MSA sentiment lex-

icon constructed manually using seed words from SentiStrength (Thelwall et al.

(2010)). Sakhr dictionary (Reyes and Rosso (2014)) was then employed to generate

the synonyms. To evaluate the model, a dataset composed of 4,400 positive/negative

tweets was used. The preprocessing phase included stopwords removal while retain-

ing negation words in addition to stemming using MSA Khoja stemmer (Khoja and

Garside (1999)). To examine the stemming impact, experiments were conducted

with/without stemming while SFS method equipped with switch negation policy

was employed to determine the sentiment. The results revealed that stemming has

improved the classification performance where the accuracy improved from 23% to
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46%, while F-measure increased from 31.3% to 55.51%.

Table 3.3. Summary of Lexicon-based ASA research works

Paper Scoring method Lexicon/Features Dataset Evaluation
El-Beltagy and Ali (2013) SFS, DP Egyptian 1: comments Best: DP

size:4,392 2: tweets 1: acc=83.3%

unigrams Egyptian 2: acc=63%

pos/neg/neut

Abdulla et al. (2014) SFS MSA/dialectal 1: comments +stemming

size: 19,800 2: tweets 1: acc=74.6%

unigrams MSA/dialectal 2: acc=70.2%

pos/neg/neut

Duwairi et al. (2015) SFS MSA tweets +stemming

size: 2,376 MSA F1 =55.51%

unigrams pos/neg

Assiri et al. (2017) WLBA, SFS Saudi/dialects 1: tweets Best: WLBA

DP size:14,000 Saudi pos/neg 1: acc=81%

lexicon term 2: tweets 2: acc=76%

length, negation Egyptian

and supplication pos/neg/neut

Unlike the aforementioned methods, which employed pre-weighted lexicons

to determine the sentiment score, Assiri et al. (2017) developed a polarity weight-

ing method called WLBA. This method considers the context of the polarity-bearing

words by exploring and counting how frequently a pair of (polarity, non-polarity)

words co-occurs. Later, it assigns a weight to the polarity word due to the count of

its associations with the non-polarity word in the whole dataset. A Saudi lexicon

was built using dataset-based and dictionary-based approaches. Upon applying the

model on Egyptian tweets from (El-Beltagy and Ali (2013)) and a Saudi dataset of

4,700 tweets, results showed that WLBA achieved poor results compared to SFS

and DP for both datasets. This was due to ignoring complex structural and lexical

specifications of the Saudi dataset. However, when features like negation and suppli-

cation were accurately handled via rule-based methods, WLBA outperformed other

methods with an accuracy of 81%, compared to 72% and 43% scored by SFS and

DP methods respectively. While, for the Egyptian dataset, the achieved accuracy

was 76%, compared to 71% and 68% scored by SFS and DP method, respectively.
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3.3.4. Hybrid Approaches

Hybrid approaches facilitate the annotation process of Arabic contents and

enable a better expression of the Arabic sentiment through combining lexical/linguistic

features with lexicon-derived features (Biltawi et al. (2016)). A summary of the hy-

brid ASA models proposed in the reviewed research is listed in Table 3.4 where

Best, acc and F1 indicate the best-performing method, the scored accuracy and F-

measure, respectively.

Within the proposed ASA hybrid models, novel combinations of features

could be investigated as in (Abdul-Mageed et al. (2014)). In that study, it was aimed

to seek seeking for the best scheme to represent lexical information within the con-

text of SA. This was done by building an adjective sentiment lexicon of 3,982 entries

to enrich the lexical features. The proposed model SAMAR composed of two clas-

sification stages: subjectivity and polarity classification. Four MSA/DA datasets

of positive and negative reviews and tweets were collected manually. The used

features included syntactic features, extracted via AMIRA morphological analyzer

Diab (2009), in addition to an extra feature resulted from the matches between the

input tokens and the adjectives of the built lexicon. Moreover, a novel feature that

distinguishes MSA from DA was added. The experimental study showed that using

SVM trained with the previous features could beat the baselines for most datasets

either for subjectivity classification with an accuracy of 73%, or for sentiment clas-

sification with an accuracy of 70.30%.

Beyond using lexicons to obtain the sentiment scores, Alhumoud et al. (2015)

introduced the idea of including the lexicon words in the training set of a hybrid

sentiment classifier. The authors hypothesized that using the whole tweet for train-

ing, degrades the model’s performance because non-sentimental words contained in

each tweet may confuse the classifier. Therefore, aiming to improve the classifica-

tion accuracy, 2,690 sentimental word tokens from 1,000 Saudi tweets merged with

1000 MSA single words, derived from the Arabic MPQA lexicon (M.ElArnaoty et

al. (2012)), were used as a training set of SVM and KNN classifiers. Additional

experiments were conducted using SVM and KNN as supervised models trained

only with the Saudi tweets. SVM was the best-performing classifier in both super-

vised and hybrid model variants. Moreover, the hybrid SVM increased the accuracy
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Table 3.4. Summary of Hybrid ASA research works

Paper Features Algorithm Dataset Evaluation
Abdul-Mageed et al. (2014) Linguistic SVM several DAR, TGRD Best: SVM

syntactic kernels THR, MONT linear kernel

adjective polarity MSA/DA acc=70.3%

Adj-Lex pos/neg/neut (DAR)

Alhumoud et al. (2015) unigrams SVM, KNN 1000 tweets Best: KNN

scores from Saudi acc=90.5%

MSA/Saudi-Lex pos/neg

Salameh et al. (2015a) linguistic SVM tweets, comments Best: SVM

word N-grams NRC MSA/DA acc=85.23%

Char N-grams pos/neg/neut

score from

translated-Lex

Baly et al. (2017) linguistic SVM tweets acc=43%

syntactic MSA/DA

tweet-related pos/neg/neut

MSA/DA Lex

Al-Moslmi et al. (2017) N-grams SVM, NB, reviews Best: LLR, NN

sentence-level LLR, KNN DA F1=97%

syntactic NN pos/neg

score from

ArabicSenti-Lex

achieved by the supervised SVM by6.9%.

To compensate for the lack of publicly available Arabic resources, Salameh

et al. (2015a) suggested using English NLP tools and lexical resources. Thus, the au-

thors presented an ASA model that employs an English SA system with an English

lexicon on a translated Arabic content. The evaluation datasets combine positive,

negative and neutral tweets in addition to social media posts written in MSA/DA.

Normalization, tokenization and POS tagging were appliead in the preprocessing

phase. Before using the English SA model NRC-Canada (Mohammad et al. (2013)),

it was modified to handle the Arabic text through employing a translated version of

NRC Hashtag Sentiment Lexicon. On the other hand, the Arabic content was trans-

lated to English then targeted by the system of Kiritchenko et al. (2014). The best

obtained accuracy value was 78.65% scored for the Syrian dataset.

In the same context, Baly et al. (2017) introduced a hybrid model OMAM

whose features were inspired from the English SA model (Balikas and Amini (2016)).

An equivalent set of surface, syntactic and semantic features were obtained with the

assistance of MADAMIRA (Pasha et al. (2014)) and SAMA (maamouri2010) mor-

phological analyzers. Additional features were provided by ArSenL Badaro et al.
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(2014), AraSenti Al-Twairesh et al. (2016) and ADHL Mohammad et al. (2016)

lexicons. The preprocessing phase included replacing emotions, URLs and hash-

tags with special tokens. The model was applied on DA tweets from (Rosenthal et

al. (2017)). It has been noted that SVM classifier, trained with the previous features,

achieved an F1 score of 42.2%, a recall of 43.8% and an accuracy of 43% ranking

fifth at the official results of SemEval-2017.

With the key role of lexicon-derived features in improving the performance

of hybrid SA systems, there was a crucial need for a large-scale, domain-independent,

high-coverage and publicly-available Arabic lexicon. To meet that need, Al-Moslmi

et al. (2017) introduced the Arabic senti-lexicon to assist in sentiment classification

of multi-domain, DA reviews. The quality of the constructed lexicon towards SA

task was assessed through training the model with five feature types, most of which

were lexicon-derived. Features included sentiment words’ polarity-based, sentiment

words’ presence-based, frequency POS-based, sentence level-based and other fea-

tures related to words and sentences statistics. SVM, NB, LLR, KNN and neural

network (NN) were employed. To evaluate the presented model, the authors created

a dataset called Multi-domain Arabic Sentiment dataset (MASC) and combined

8,861 positive/negative DA customer reviews. Data was first preprocessed in terms

of tokenization, normalization, stemming and stopwords removal. The model was,

then, trained on each feature type solely, then on all of them combined in one set.

Results indicated that, SVM achieved the best results when only POS-based fea-

tures are included. However, when all features are used for training, LLR, NN and

NB were of better performance where LLR and NN achieved an F1-score of roughly

97%, while NB achieved 96% compared to 82.07% and 77.97% F1-scores achieved

by SVM and KNN respectively.

3.4. Background Limitations

When exploring the state-of-the-art of ASA, it could be observed that the

proposed SA models have employed several feature types, preprocessing tasks, clas-

sification algorithms and implementation architectures. Each model has its own lim-

itations. With respective to the used approach, the major limitations of the existing

ASA models are as follows:
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1. Supervised models: being relied on labeled training data, supervised ASA

models requires providing sentimentally annotated Arabic corpora which is a

difficult task especially for DA. In addition, with the complex nature and mor-

phology of MSA and DA, generating features becomes a laborious-intensive

task which involves using or developing MSA/DA specific morphological an-

alyzers, semantic resources and NLP preprocessing techniques. On the other

hand, the wide variety of hand-crafted features, adopted by these models,

have yielded feature vectors of a high dimensionality and sparsity. This has

increased the training time overhead and sometimes led to memory issues

(Duwairi et al. (2014)). While many models applied weighting schemes to

reduce the features size, it was not always guaranteed to retain sentiment

indicative tokens among the features; since most weighting schemes decide

the tokens to be kept, based on their frequency within the dataset. Hence,

sentiment-bearing tokens of less frequencies might be excluded leading to

less expressive feature vectors.

2. Deep learning models: the combination of text embedding features and deep

neural networks was found effective to address the issues encountered in

the ordinary machine learning models (Dahou et al. (2016); Al-Sallab et al.

(2017)). Most of the proposed models adopted context-aware word/document

embeddings (Altowayan and Tao (2016); Mdhaffar et al. (2017); Al-Azani

and El-Alfy (2017)), ordred compositional embeddings (Al Sallab et al. (2015))

or pretrained word embeddings (Baniata and Park (2016); Gridach et al. (2017);

Alwehaibi and Roy (2018)). Considering the free word order and the vary-

ing syntactic nature of DA, such syntax-aware, context-aware and ordered

embedding types may not always succeed in capturing the sentiment, espe-

cially when analyzing social media data where informal Arabic dialects are

dominant. Moreover, the available Arabic pretrained word embeddings are

learned from MSA/Egyptian (Al-Rfou et al. (2013); Zahran et al. (2015);

Soliman et al. (2017)) which can lead to Out-Of-Vocabulary (OOV) issues

when used for dialectal-mixed contents or under-represented dialects such as

Syrian, Tunisian and Moroccan (Alwehaibi and Roy (2018)). On the other

hand, the efficient training of deep neural models requires large-sized Arabic

training datasets, this is reflected on the consumed training time as it increases
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by the size of the input data. In addition, the complex architectures of some

deep neural networks introduces high computation overhead besides a large

number of hyper parameters need to be tuned; which makes the developed

models difficult to be trained and maintained (Iyyer et al. (2015); Shen et al.

(2018)).

3. Lexicon-based models: Although these models avoid the training overhead

and require no labeled input, their performance in SA was mostly outper-

formed by other model variants (Abdulla et al. (2013)). This could be due to

the fact that, the scoring algorithms, adopted by lexicon-based models, iden-

tify the sentiment regardless of the contextual-related information and lan-

guage subtleties such as sarcasm, negations, etc. (El-Beltagy and Ali (2013);

Abdulla et al. (2014)). In addition, as some Arabic person names and ad-

jectives that bears sentiment are identical, sentiment scores can be assigned

to certain person names while computing the polarity of a sentence yielding

miss-classified instances. Despite that many lexicon-based models eliminated

person names from the dataset, other NEs such as locations or organizations

which can be also confused with adjectives, were retained. Moreover, lexicon-

based SA models cannot be generalized across multiple corpora of different

domains, let alone different dialects, unless a very large-sized, multi-domain

and multi-dialectal lexicon is built, which is considered a non trivial task (Al-

Twairesh et al. (2016); Al-Moslmi et al. (2017)).

4. Hybrid models: These models have exploited the merits of supervised and

lexicon-based approaches; However, they also inherited the drawbacks of

both previous methods, represented in the laborious tasks of designing the

features and building the lexicons.

Besides the aforementioned gaps, and regardless of the used SA approach,

it is noted that within the presented ASA systems, MSA (Abdul-Mageed (2015);

Al Sallab et al. (2015)), single dialects (Shoukry and Rafea (2012b); Duwairi et

al. (2014); Assiri et al. (2017)) or a combination of MSA and major dialects (i.e.

Egyptian, Gulf) (Baniata and Park (2016); Gridach et al. (2017)) were targeted. On

the other hand, under-represented dialects such as Levantine and Maghrebi were

remarkably less tackled (Salameh et al. (2015a); Mdhaffar et al. (2017); Oussous
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et al. (2018)). Moreover, although some studies constructed the features based on

multi-dialectal corpora (Altowayan and Tao (2016); Dahou et al. (2016)), the mod-

els trained with these features have not been evaluated with both Western and East-

ern Arabic dialects. This can be attributed to the difficulty of handling the wide syn-

tactic and semantic variances among the Arabic dialects which, in turn, hindered

the provision of universal ASA models.

3.5. Towards New Models For DA Sentiment Analysis

Within the scenario of social media SA, where DA is dominating the textual

content, it is becoming crucial to provide a universal SA model that can be gener-

alized across the different Arabic dialects without modifications. This requires an

efficient handling of the challenging nature of DA along with addressing the issues

resulting from the differences among the Arabic dialects. To this end, we opt to de-

velop two SA models: Hand-Crafted features-based Tw-StAR (HCB Tw-StAR) and

Embedding Features-based Neural Tw-StAR (Neu Tw-StAR). While both models

supports the specificity of DA, each of which employs a different type of training

features. In the following subsections, we briefly review the contributions intro-

duced by each of the proposed SA models.

3.5.1. HCB Tw-StAR Model

Through this model, we aim to handle the variances among the Arabic di-

alects based on hand-crafted features. These features were formulated without the

need for dialect-dependent NLP tools and with the least dependence on dialectal re-

sources. HCB Tw-StAR was implemented using two sentiment classifiers with two

learning strategies: Lexicon-based and supervised. The novelty introduced by HCB

Tw-StAR can be briefed as follows:

• Novel combinations of preprocessing techniques: to generate efficient hand-

crafted features for the supervised model. The obtained features had a reduced

dimensionality while retaining the sentiment expressive tokens.

• Named Entities (NEs) as universal sentiment indicatives: being unified
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across the Arabic dialects, and with the impact of the sentiment borne by an

NE on the polarity of the text containing it, instead of ignoring or eliminating

NEs, they were used to enrich the hand-crafted features of the supervised

model. In addition, NEs were combined in the sentiment lexicon used by the

lexicon-based model.

3.5.2. Neu Tw-StAR Model

For this model, we used embedding features to train a feed-forward neural

network SA classifier. While this model can support various Arabic dialects, it does

not rely on external knowledge resources or dialectal NLP tools/resources. More-

over, the training data are fed to the model without any type of manipulation or

preprocessing. The main novel merits combined in Neu Tw-StAR are as follows:

• Unorderd n-gram embedding features: as efficient representations gen-

erated for a variety of Arabic dialects and used to train the neural model.

Composing the n-gram embeddings by an unordered composition function

enabled handling the free word order and the varying syntactic nature of the

Arabic dialects. This involved focusing on the semantic regularities and ig-

noring the syntactic/contextual ones yielding improved embedding features

to be generalized across the different Arabic dialects.

• Shallow neural architecture: is used to implement the neural model as it

can reduce the time/computation overhead introduced by deep neural archi-

tectures. The shallow neural architecture of the proposed neural model, made

it possible to avoid the high time/computation cost which is usually related

to multi layer-level complicated calculations and numerous hyper parameters

tuning. In addition, with the lack of publicly-available Arabic corpora and the

difficulties of data collection and annotation, adopting a shallow architecture

for the neural model enabled obtaining good results for small and medium

sized Arabic datasets.
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3.6. Conclusion

In this chapter, we explored the Arabic sentiment analysis research domain.

First, we highlighted the specifications of the Arabic language and the challenges

they introduce towards sentiment analysis. Then, while exploring the proposed ASA

research works, we focused on the used preprocessing techniques, the constructed

Arabic sentiment corpora and lexicons, the generated hand-crafted/embedding fea-

tures and the adopted machine learning/lexicon-based classifcation methods. Con-

sequently, at the end of this chapter (Section 3.4), it was possible to outline the

limitations encountered in the presented ASA models in terms of the features and

classification methods. Lastly, in section (Section 3.5), we introduced our novel

ASA models along with the merits they provide to perform an efficient SA of DA

contents. This sets the scene for the next chapter where we will review our first

model HCB Tw-StAR and provide a practical evaluation of its effectiveness as a

SA model of DA.
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4. HCB TW-STAR MODEL

This chapter describes our hand-crafted features-based SA model called

HCB Tw-StAR. Within the proposed model, we introduce named entities as sen-

timent indicatives and present a novel algorithm to exploit them in the sentiment

analysis task. In addition, for a better handling of the DA contents, we employ vari-

ous preprocessings tasks to obtain more expressive sentiment features. Finally, with

the named entities included and the preprocessing tasks applied, the sentiment is

recognized using supervised and lexicon-based classification algorithms.

4.1. HCB Tw-StAR Model Description

Our hand-crafted features-based Tw-StAR model (HCB Tw-StAR) was im-

plemented according to the standard pipeline adopted in most SA models (Section

2.4). As it can be seen from Figure (4.1), the proposed HCB Tw-StAR model is

composed of a preliminary step: NEs processing followed by three main phases:

data preprocessing, features extraction and sentiment classification.

Figure 4.1. The general schema of HCB Tw-StAR sentiment analysis model.

In line with the motivation and goals of this thesis, HCB Tw-StAR was de-

veloped with the objective of addressing the dialect dependency and features high

dimensionlity issues that have been mentioned in Section 3.4. To this end, we opted

to enhance the preprocessing phase through adopting several combinations of pre-

processing tasks conducted with a least dependence on dialect-specific NLP re-

sources and without employing dialectal morphological analyzers. Moreover, we
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leveraged NEs as sentiment indicatives by integrating them among the used prepro-

cessing techniques. This requires a preparation step in which NEs are, first, recog-

nized then associated with a proper sentiment label before feeding them to the next

preprocessing phase.

Having the input text manipulated in the preprocessing phase, it is directed

to the features extraction phase where several schemes of n-gram features are gen-

erated. The produced features are, then, fed to the sentiment classification stage to

be used either to train the supervised classifiers or to assist in looking for single and

compound terms in the lexicons employed by the lexicon-based classifier. In the

following sections, a detailed review of each phase of HCB Tw-StAR is provided.

4.2. Named Entities Processing for Sentiment Analysis

This phase is an initial or preparatory step that precedes the preprocess-

ing phase in the proposed model. Unlike previous studies that ignored or eliminated

NEs while conducting SA, we believe that NEs can be exploited as sentiment indica-

tives which improves the sentiment recognition quality. Our assumption is based on

the fact that opinionated contents on social media are rich of NE types: locations,

persons and organizations. These NEs are often correlated with major events, took

place in a certain period of time, such as the names of candidates (person), political

parties (organization) and cities (location) during elections or the names of play-

ers (person), sport clubs (organization) and stadiums (location) during some sport

leagues. Therefore, each NE in a dataset, collected during a certain period of time,

can bear an implicit sentiment defined by the attitudes towards this very NE during

that period of time.

According to Yasavur et al. (2014), while investigating the SemEval 2007

trial dataset, it was indicated that 82% of the headlines contain at least one NE. In

the same context, Jansen et al. (2009) reported that out of the entire population of the

tweets they tackled, 19% included an organization or product brand in some way.

Consequently, NEs in a sentence can be considered one of the essential components

without which the subjectivity of the sentence might be lost as in Example 4.1 which

includes two NEs denoting two political parties: “�
	
�ñ

�
K Z@Y

	
K” (Nidaa Tounes party)

and “ �
é

	
�î

	
DË @

�
é»Qk” (Ennahdha Movement Party):
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Example 4.1 �
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(Those who didn’t vote for Nidaa Tounes Party as if they voted for Ennahdha

Movement Party)

If we omit these NEs, the subjectivity of the sentence cannot be recognized; while

with them retained, the sentence’s polarity would not be inferred unless the senti-

ment borne by each NE is identified.

In addition, considering the biased nature of social media texts which varies

over the time, it could be noted that the polarity of a sentence (tweet, comment,

review), containing an NE and posted during a specific time period, is affected by

this very NE and the attitudes towards it at that period of time. This, somehow,

makes NEs sentiment indicative text components. To clarify that, when exploring

the dataset collected by Sayadi et al. (2016) during the post-revolution Tunisian

elections, we find that 80% of the tweets containing the person name “ú


Î« 	áK.” (Ben

Ali) who is the former Tunisian president, has a negative sentiment. Similarly, in

the dataset used in (Altowayan and Tao (2016)), the location name “ AK
Pñ�” (Syria)

which is a country facing recent war incidents, was encountered in 30 tweets; 75%

of them was negative.

Accordingly, given a Twitter/Facebook dataset collected in a certain period

of time, we hypothesize that identifying the sentiment of an NE can contribute in

inferring the polarity of the sentence in which it is mentioned. To do that, two suc-

cessive procedures are needed: NEs recognition and NEs sentiment detection.

4.2.1. Named Entities Recognition

In order to involve NEs within our SA task, all NE types should be extracted

from the input data. For this purpose, we use an Arabic Named Entity Recognition

(NER) system developed by Gridach (2016). This model has proved its efficiency

over the existing NER models, it can handle NEs encountered in DA contents with

the ability to avoid Out-of-Vocabulary (OOV) issues. The building architecture of

the employed NER model is based on deep neural networks, it combines a Bi-

directional Long Short Term Memory (Bi-LSTM) with Conditional Random Fields

(CRFs) building units. Through the model layers, NEs are learned and recognized

as follows:
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• For each word in the input sentence, a word vector is constructed as a concate-

nation of two vectors, the first is obtained from a lookup table containing the

pretrained word embeddings while the second was created using character-

level embeddings.

• In the subsequent LSTM layers i.e. Bi-LSTMs, the sentence is read in two

directions yielding left (backward) and right (forward) word representations.

These representations are concatenated and linearly projected onto the next

layer.

• The last CRF layer is used on the top of the bidirectional LSTM in order to

capture contextual features in the form of neighboring NER tags.

Figure 4.2. The architecture of the used Arabic NER system.

Figure (4.2) shows the architecture of NER system while recognizing the

NEs: “ÈAK
P” (Real) and “YK
PYÓ” (Madrid) embedded in the sentence “YK
PYÓ ÈAK
P

ú



	
GAJ.�B@ ø



PðYËAK.

	Pñ
	
®K
” (Real Madrid wins the Spanish league title).

4.2.2. Named Entities Sentiment Detection

To accomplish the NEs processing phase, each NE extracted in the previous

step needs to be associated with the sentiment it bears. NEs sentiment recognition

has not been tackled in previous studies as most of them focused on NEs recognition
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rather than exploiting them for further NLP tasks. Inspired by SFS method (El-

Beltagy and Ali (2013)), we have developed an algorithm (see Algorithm 1) to

detect the sentiment of the NEs obtained by Gridach (2016).

Algorithm 1: NEs sentiment detection Algorithm
Data: sentence tokens: T , Named Entity: N , sentence polarity: pol t,

NE computed score: N score
Result: NE assigned polarity: N pol
N score← 0
foreach N in NEs do

foreach tweet in dataset do
if N ⊂ T then

if pol t=positive then
increase N score by 1

else if pol t=negative then
decrease N score by 1

end
end
if N score>0 then

N pol = positive
else if N score<0 then

N pol = negative

The proposed algorithm aims to identify an NE as having a positive or a

negative sentiment based on its local contextual information as follows:

• NEs extracted from a dataset are compared against the tokens of each sentence

included in the training division of that dataset.

• When a match between a specific NE and a sentence is found, an aggregated

score is assigned to this NE due to the polarity of that sentence such that 1 is

added if the sentence’s polarity is positive while 1 is subtracted if the sentence

has a negative polarity whereas 0 is added when no match is found.

• The polarity of a certain NE is, thus, determined by the sign of its accumulated

resulting score where positive and negative signed scores define positive and

negative NEs, respectively.

• As for NEs of zero-valued scores, they are eliminated since they were men-

tioned equally in positive and negative input sentences.

According to our algorithm, the polarity of an NE in a dataset is defined by

the majority of attitudes towards it. Thus, the sentiment of each NE in the dataset is
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identified as positive or negative according to how frequently this NE is mentioned

within positive or negative sentences. This can address the confusion of detecting

the sentiment of two NEs having contradict polarities and mentioned in the same

tweet as in Example (4.2) where “QÊ
�
Jë” (Hitler) known as a dictator and the named

entity “YJ
ËñË@ 	áK. YËA
	

g” (Khalid ibn Al-Waleed), who was a noble commander, were

mentioned together in a single positive sentence.

Example 4.2 QÊ
�
JîE. Q

	
j

�
J

	
®K


	áÓ AK
 ÉJ
�.
	
JË @ Y



KA

�
®Ë @ YJ
ËñË@ 	áK. YËA

	
g é

	
K @


”

(To those who boast of Hitler, it is Khalid ibn al-Walid, the noble leader)

In this case, the algorithm gives both NEs a positive score at the begin-

ning, however, after browsing the rest of tweets the score of “QÊ
�
Jë” (Hitler) will

decrease since it is mostly mentioned in negative contexts while the score related to

“YJ
ËñË@ 	áK. YËA
	

g” (Khalid ibn Al-Waleed) will increase if the majority of the tweets

containing it was positive.

4.3. Data Preprocessing Tasks

Through this step, we aim to handle the noisy and complex nature of the

input DA data and, thus, enable the next phase to generate efficient features with

a reduced dimensionality. Beyond the single application of preprocessing or NLP

tasks used in previuos studies (Duwairi and El-Orfali (2014); Brahimi et al. (2016);

Ghadeer et al. (2017)), we evaluated the sentimentally-annotated NEs resulting from

the previous phase along with novel combinations of preprocessing tasks for SA of

DA. The proposed preprocessing combinations included the following NLP tech-

niques:

• Normalization: was applied as an initial cleaning, where the input text is

cleaned from the non-sentimental content such as punctuation, URLs, dates,

digits and platform-inherited symbols like hashtags, retweet, mentions, etc.

For instance, applying normalization on the sentence in Example 4.3 would

produce the clean sentence in Example 4.4.

Example 4.3 http://t.co/w3kpoP 	Qk@# I. Ó@Q
�
K �



@P ú




	
¯ PðYK
 AÓ

Example 4.4 P 	Qk@ I. Ó@Q
�
K �



@P ú




	
¯ PðYK
 AÓ
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• Stopwords removal (stop): as stopwords have a high frequency of presence

in the input Arabic texts and do not carry a significant semantic meaning by

themselves, we opt to reduce them based on predefined lists containing MSA

stopwords (KACST (2017)). To use the proposed model for non-Arabic SA,

we have replaced the Arabic stopwords list with another lists that support

English (Ganesan (2014); Porter and Boulton (2002b)), Spanish (Porter and

Boulton (2002d)) and Turkish (FatihUniv (2010)).

• Stemming (stem): can address the inflectional nature of the Arabic lan-

guage as it replaces a set of inflectional words or word variants with a single

word representing the basic form (stem) or root. This contributes in reducing

the features dimensionality and increasing the recall (Darwish and Magdy

(2014)). With the absence of DA stemmers, and based on the lexical overlap

between MSA and DA, we employed two MSA stemmers:

1. Farasa stemmer: it is an MSA stemmer developed by Abdelali et al.

(2016). It employs an SVM-based segmenter to rank the potential ways

to segment words into prefixes, stems, and suffixes. This is performed

based on a variety of features and lexicons from which probabilistic

models of stems, prefixes, suffixes and their combinations are obtained

(Khalifa et al. (2016)). For example, considering the word “ú


æ
.
Ê
�
¯ð” (and

my heart) which can be written as “wqalby”, it is segmented into three

clitics “w+qalb+y” (and+heart+my), namely the conjunction article “w”

as a prefix, the stem “qalb”, and the possessive pronoun “y” as a suffix.

Stemming will, then, be conducted by eliminating the segmented affixes

and keeping the stem.

2. Information Science Research Institute’s Arabic stemmer (ISRI): this

stemmer was proposed in (Taghva et al. (2005)) to provide MSA stem-

ming without the need for a root dictionary. Hence, ISRI can produce a

normalized form for words whose root are not found and, thus, avoids

obtaining invalid roots. Moreover, aiming to facilitate deducing the cor-

rect stem, ISRI was designed as a context-sensitive stemmer such that

it conducts several normalization processes including hamza normaliza-

tion, diacritics removal, connectors handling and removal before deduc-

ing the stems (Dahab et al. (2015)).
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To support non-Arabic languages, the previous stemmers were replaced with

porter2 (Porter and Boulton (2002a)) for English, snowball for Spanish (Porter

and Boulton (2002c)) and Zemberek (Haddad and Ali (2014)) for Turkish.

• Light stemming (LightS): in order to retain the variety of words having

the same root and different meanings, we employed a light stemmer called

light10 introduced in (Larkey et al. (2007)). Compared to other versions

(Larkey et al. (2002)), light10 was the most robust and powerful. It was de-

veloped to chop off affixes that were commonly defined as prefixes or suf-

fixes, but infrequently encountered at the beginning or ending of stems. This

requires conducting multiple normalization techniques along with different

numbers and depths of the suffixes to be stripped (Larkey et al. (2007)). For

example, given the words: “ 	
àñJ.

�
KA¾Ë@” (the writers) and “H. A

�
JºË@” (the book),

while both words would have the same stem “I.
�
J»” (to write), light stemming

maintains the differences between the two words as their light stems would

be: “I.
�
KA¿” (writer) and “H. A

�
J»” (book), respectively.

• Lemmatization (Lem): coping with the high derivational and inflectional

morphology of the Arabic language, we further subjected the input words

to lemmatization using Farasa MSA lemmatizer (Abdelali et al. (2016)). To

produce the lemma of a word, Farasa removes the inflectional endings only,

if exist, and returns the base or dictionary form of a word. For example, the

lemma of the word “ �
HAJ.

�
JºÓ” (libraries) is “ �

éJ.
�
JºÓ” (a library) which bears the

same meaning and represents a correct Arabic word; while its stem would be

“I.
�
J»” (to write) and its light stem would be “I.

�
JºÓ” (a desk).

As the proposed model was extended to support non-Arabic languages, the

previous lemmatizer was replaced with TreeTagger (Schmid (1999)) that can

handle both English and Spanish.

• Negation tagging (Neg): negation words in Arabic can directly impact the

polarity implied by the contexts containing them. Through our model, we opt

to identify the negation words and replaced them with a unified distinctive

tag “NegWord”. To infer the negation in the input data we built our own list of

MSA/DA negation words/terms that usually precede verbs, noun phrases or

adjectives. For non-Arabic data, namely, Turkish, we replaced the content of
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the previous list with Turkish negation words. The used negation words along

with their meaning for both Arabic and Turkish languages are listed in Table

4.1.

Table 4.1. Negation words for Arabic/Turkish datasets

Language/Dialect Negation word Meaning Negation word Meaning
MSA B not Õ

�
æ�Ë not

AÓ not ��
Ë not
	áË not �

I�Ë not
	
àðX without 	á�Ë not
�
@YK.



@ never @ñ��
Ë not

Q�

	
« without Q�


	
ªK. without

CK. without 	
àðYK. without

DA �
�» AÓ not �

��

	
KAÓ not

�
�Ò» AÓ not �

�ñëAÓ not
�

�ÒëAÓ not �
�AÒ

	
®Ó without

Turkish hiç never sız without
asla never siz without
olmaz no suz without
değil not süz without

• Emoji tagging (Emo): with the important role played by emoji to express the

sentiment embedded in social media texts, we fixed a list of the most common

emoji detected in the input text in order to be detected and replaced with spe-

cific textual tags. Emoji were recognized based on UTF-8 encoding, while the

textual tags: “I. k. ñÒ
	
J

�
�ñÖß
@” and “I. ËA�

	
�

�
�ñÖß
@” were used to imply the posi-

tive and negative emoji icons, respectively. For example, the positive emoji

in “,I. J
ëP
	
àA¿ É

�
JÒÖÏ @ Z @X



@” (the performance of the actor was terrific ,) is

replaced as follows: “I. k. ñÒ
	
J

�
�ñÖß
@ I. J
ëP

	
àA¿ É

�
JÒÖÏ @ Z @X



@”. Since our model

was further employed for fine-grained SA, we modified the previous tags to

represent different human emotions such as hate, angry, happy, sad, etc. with

textual emoji tags such as “HappyEmoj”, “SadEmoj” and so on. In addition,

for non-Arabic input data, English textual tags were used.

• NEs tagging (NE): after NEs were recognized and their sentiment was de-

tected in the first phase of our model (Section 4.2), they were looked up in

the input datasets such that positive NEs were replaced with a positive tag

“PosNE” while negative ones were replaced with a negative tag “NegNE”.
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Doing so, the vocabulary size was reduced as all the NEs are unified into one

of two tags.

4.4. Features Extraction

Having the data manipulated by multiple single/combinations of preprocess-

ing tasks, it was subjected to tokenization to generate n-grams features. Three n-

grams schemes including unigrams, bigrams and trigrams and combinations of them

were produced as they can capture information about the local word order (Joulin

et al. (2017)). For a certain n-gram scheme, the feature vector of a sentence is con-

structed via examining the presence/absence of this scheme among the sentence’s

tokens. Thus, the resulting feature vectors are formulated as one-hot encoding vec-

tors with the binary values “1” (presence) or “0” (absence). Term frequency (TF)

weighting property, which measures how frequently a term is repeated in a docu-

ment, was employed to reduce the features size according to predefined frequency

thresholds.

4.5. Sentiment Classification

At this stage, the model predicts the proper polarity correlated with an input

sentence based on the features produced in the previous phase. To do that, two

classification approaches were used:

1. Supervised classification: with labeled data used as an input, various schemes

of n-grams including unigrams, bigrams and trigrams and combinations of

them were used to train:

• SVM classifier: implemented using LIBSVM with the linear kernel

(Chang and Lin (2011)). LIBSVM provides fast training and accurate

classification along with ease of implementation (Chang and Lin (2011);

Sun et al. (2012)).

• NB classifier: we adopted the multinomial variant of NB algorithm pro-

vided in the Natural Language Tool Kit (NLTK) (Bird et al. (2009)). NB
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from NLTK works as a rule-based classifier together with binary-valued

features and was previously proved to be efficient for SA of DA (Itani

et al. (2012)).

Figure (4.3) shows the schema of the supervised approach included in the

proposed model HCB Tw-StAR.

Figure 4.3. HCB Tw-StAR: Supervised sentiment analysis pipeline

2. Lexicon-based classification: uses an integrated lexicon constructed out of

pre-built lexicons: MSA/Egyptian NileULex (El-Beltagy et al. (2016)), MSA/DA

seeds from Arabic Emotion Lexicon (AEL) and Arabic Hashtag Lexicon

seeds (AHL) (Salameh et al. (2015b); Mohammad et al. (2016)). To support

the levantine, Gulf and Tunisian dialects we have manually constructed three

lexicons for Levantine (LevLex), Gulf (GulfLex) and Tunisian (TunLex) di-

alects. In addition, as the model was extended to be applied on non-Arabic

languages, we used a Turkish sentiment lexicon called SentiTurkNet obtained

from (Dehkharghani et al. (2016)). Table 4.2 lists these lexicons and their

sizes.

The sentiment recognition task is conducted by subjecting the input data to

preprocessing; then, the tokens of a sentence either unigrams or combinations

of unigrams and bigrams are looked up in the proper lexicon. When a match

is found, the sentence’s polarity score is calculated using SFS algorithm with
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Table 4.2. The used sentiment lexicons
Sentiment Lexicon Positive Negative Size
NileULex 1,697 4,256 5,953
AEL 12 11 23
AHL 107 118 225
LevLex 258 559 817
GulfLex 33 67 100
TunLex 1,953 3,329 5,282
SentiTurkNet 1,437 1,970 3,407

the constant weight strategy applied. Thus, negative and positive words have

the weight of -1 and 1, respectively.

Figure 4.4. HCB Tw-StAR: Lexicon-based sentiment analysis pipeline

To enable considering NEs as sentimental words while calculating the polar-

ity score, both NE tags (PosNE, NegNE) were added to the lexicon as posi-

tive and negative entries having the scores of 1 and -1, respectively. Fig (4.4)

shows the pipeline of the lexicon-based approach.

4.6. Conclusion

In this chapter, we introduced our HCB Tw-StAR model and reviewed the

pipeline it adopts to perform SA of DA. We described how HCB tw-StAR can

bridge the differences among the Arabic dialects based on the novel NE features
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which are unified across the Arabic dialects. In this context, we presented our NEs

sentiment detection algorithm with which NEs in a dataset are correlated with its

relevant polarity and included among the sentiment features. Later, we explored the

different NLP tasks employed at the preprocessing phase of HCB Tw-StAR high-

lighting their ability to produce more expressive DA sentiment features without

the need for dialect-specific morphological analyzers or DA external semantic re-

sources. Finally, the employed preprocessing tasks together with the presented NEs

features were combined within supervised and lexicon-based sentiment classifiers.

In the next chapter, the impact of the our NE features along with novel combinations

of preprocessing tasks will be, practically, investigated through various experiments

and with multi-lingual datasets.
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5. HCB TW-STAR EXPERIMENTS AND EVALUATION

In this chapter, we review the different experiments conducted to evaluate

HCB Tw-StAR as an Arabic/multilingual SA model at two granularity sentiment

analysis levels. Through the conducted experiments, we investigate how the perfor-

mance of sentiment classification is affected by: (a) novel combinations of prepro-

cessing tasks, (b) NEs as sentiment indicatives and (c) the joint impact of prepro-

cessing tasks together with NEs.

5.1. Experiments Setup

Following the SA pipeline adopted by HCB Tw-STAR (see Figure 4.1), we

conducted various experiments using DA and non-Arabic evaluation datasets. As

it can be seen from Figure 4.3, the experiments were designed such that the sin-

gle/joint impact of each of the preprocessing task combinations and NEs features

on SA, could be investigated. Therefore, HCB Tw-StAR was used in the experi-

ments in three different ways:

1. With the preprocessing phase excluded: to investigate the impact of NEs on

SA.

2. With the NEs processing phase excluded: to investigate the impact of prepro-

cessing combinations on SA.

3. With both NEs and preprocessing phases included: to investigate the joint

impact of NEs and preprocessing combinations on SA.

Within the conducted experiments, HCB Tw-StAR was examined with Ara-

bic datasets of different Eastern/Western dialects in addition to non-Arabic datasets

including: English, Spanish and Turkish. Our model was further used to recognize

multiple emotions embedded, simultaneously, in a sentence at a fine-grained analy-

sis level.
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5.2. Evaluation Datasets

The datasets used to evaluate HCB Tw-StAR combine Arabic and non-

Arabic tweets, Facebook comments and reviews, harvested from several social me-

dia platforms and review websites. The statistics of all datasets and their training

(Train) , developing (Dev) and testing (Test) sets are listed in Table 5.1; while the

details about the contents and resources of these datasets are given as follows:

1. Arabic Datasets: Four publicly available datasets with an MSA/DA of tweets

and Facebook comments were used. These datasets were manually collected

and annotated for positive and negative polarity.

• Tunisian Election dataset (TEC): a set of 5,521 tweets collected by

Sayadi et al. (2016) during the Tunisian elections period. It combines

MSA and Tunisian dialect where Tunisian tweets form the majority of

the data. with neutral tweets reduced, 3,043 tweets were used.

• Tunisian Arabic dataset (TAC): a dataset composed of 800 tweets which

cover multiple topics such as media, telecom and politics. This dataset

was collected by Karmani (2017) and annotated for positive, negative

and neutral polarity. We only handled the positive and negative instances

such that 746 tweets were adopted.

• Tunisian Sentiment Analysis dataset (TSAC): a dataset of 9,976 Face-

book comments provided by Mdhaffar et al. (2017). These comments

represent the reactions of the audience towards popular Tunisian TV

shows, they were annotated manually for positive and negative polarity.

In this study, we filtered the Arabizi instances out of this dataset such

that 7,366 comments were used.

• Arabic Jordanian General Tweets (AJGT): a dataset composed of 1,800

positive/negative social Jordanian tweets obtained by Alomari et al. (2017).

• SemEval-Arabic (SemAr): a dataset of 4,381 DA tweets labeled with

multiple human emotions such as anger, happiness, sadness and so on.

It was presented within the context of SemEval-2018 shared task for

affect detection in tweets (Mohammad et al. (2018)).
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2. Turkish Datasets: five Turkish datasets obtained from (Demirtas and Pech-

enizkiy (2013)) were used to evaluate the model with the Turkish language.

These datasets contain positive and negative, multiple-domain reviews dis-

tributed evenly in each of:

• Products: includes four data collections: Kit, DVD, Elec and Books.

Each of which contains 1,400 reviews harvested from the online retailer

Turkish website (hepsiburada.com).

• Movies: a dataset of 10,662 reviews collected from the common movie

reviews Turkish website (Beyazperde.com).

3. English Dataset (SemEng): along with the Arabic dataset provided in (Mo-

hammad et al. (2018)), an English datasets of 10,983 tweet annotated with

multiple emotions was proposed for evaluation.

4. Spanish Dataset (SemEs): it is also presented in (Mohammad et al. (2018))

and combines 7,092 Spanish tweets associated with multiple emotions.

Table 5.1. Statistics and polarity distribution across the used datasets

Lang./Dial. Dataset
Train+Dev Test

Total
positive negative positive negative

Tunisian
TEC 968 1,466 276 333 5,521
TAC 306 290 76 74 746

TSAC 2,782 3,451 672 890 7,795
Jordanian AJGT 758 682 142 218 1,800

Turkish

Movies 4,270 4,258 1,061 10,73 10,662
Kit 561 559 139 141 1,400

DVD 544 576 156 124 1,400
Elec 552 568 148 132 1,400

Books 553 567 147 133 1,400
Multi-dialects SemAr 2,863 1,518 4,381

English SemEng 7,269 3,259 10,983
Spanish SemEs 4,238 2,854 7,092

5.3. Named Entities Impact on Sentiment Analysis

Here, we evaluate the effectiveness of NEs in inferring the sentiment of

MSA/DA tweets and Facebook comments. Therefore, we employed HCB Tw-StAR

described in Figure (4.1) with the prerprocessing phase excluded. The model was
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applied to mine the sentiment of tweets/comments written in MSA in addition to

Tunisian and Jordanian dialects and combined in TEC, TAC, TSAC and AJGT

datasets (see Table 5.1).

In order to exploit NEs for the SA task, they should be manipulated within

the NEs processing phase. First, NEs were extracted from the training division of

each of the tackled datasets using the Arabic NER model from (Gridach (2016)).

Then, using the NEs sentiment detection explained in Section 4.2.2 and illustrated in

Figure (4.2), NEs were identified as positive or negative, finally, they were replaced

with a textual tag that defines the polarity they bear: PosNE or NegNE. The statistics

of the extracted NEs are listed in Table 5.2 where E-NEs, Pos-NEs, Neg-NEs and

A-NEs denote the number of the extracted NEs, positive NEs, negative NEs and the

sentiment-annotated NEs, respectively.

Table 5.2. NEs statistics extracted from each dataset
Dataset E-NEs Pos-NEs Neg-NEs A-NEs
AJGT 175 52 118 170
TAC 240 99 129 228
TEC 658 192 410 602
TSAC 615 198 350 548

We notice that, from large-sized datasets such as TSAC and TEC, more NEs

could be extracted. In addition, in all datasets, the number of negative NEs is greater

than that of positive NEs. On the other hand, although TSAC has a larger size than

TEC; yet, less NEs were extracted from it compared to the NEs extracted from TEC.

This is due to the fact that, the used NER system exploited pre-trained word embed-

dings from (Zahran et al. (2015)). These embeddings were produced with corpora

composed of MSA, Egyptian and Levantine content which could support the MSA

content of TEC, while it is, relatively, far from the pure-Tunisian dialect in TSAC.

Consequently, most of the Tunisian terms will not be found in the lookup table

of the NER system. Hence, their embeddings were initialized randomly instead of

being initialized with pre-trained word embeddings (Gridach (2016)).

In line with HCB Tw-StAR pipeline, having the NEs extracted, annotated

for sentiment and replaced with specific textual tags, they are included among the

n-gram training features to be fed later to the sentiment classification phase.
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5.3.1. Supervised Classification

The supervised classifier of HCB Tw-StAR was trained once without tag-

ging NEs (Tw-StAR), then, with NEs tagged and included among the features (Tw-

StAR+NEs). Three experiment variants were conducted, the first involved using

all n-gram features, while the second and third used a reduced number of features

obtained by the TF scheme for the thresholds: 2 and 3, respectively. We chose

to review the results of the experiment of the best achieved average F-measure,

with/without NEs. Table 5.3 lists this model’s results where uni, bi and tri refer

to unigrams, bigrams and trigrams, respectively. While Prec, Rec, F1 and Acc.

indicate the averaged precision, recall, F-measure and accuracy, respectively. A

comparison with baseline systems is shown in Table 5.4.

Table 5.3. Supervised Tw-StAR with/without NEs for all datasets

Dataset NEs Algorithm Prec.(%) Rec(%) F1(%) Acc.(%)

AJGT
No

NB 87.2 85.3 86.0 86.9
SVM 82.8 80.7 81.5 82.8

yes
NB 88.4 86.5 87.2 88.1
SVM 83.4 81.3 82.1 83.3

TAC
No

NB 83.4 81.9 81.8 82.0
SVM 85.2 84.6 84.6 84.7

yes
NB 84.4 83.2 83.2 83.3
SVM 83.4 83.3 83.3 83.3

TEC
No

NB 71.8 68.8 68.7 70.4
SVM 75.0 71.4 71.4 73.1

yes
NB 72.3 69.6 69.6 71.1
SVM 74.4 71.2 71.2 72.7

TSAC
No

NB 91.2 92.0 91.4 91.4
SVM 92.8 92.5 92.7 92.8

yes
NB 91.6 92.4 91.7 91.7
SVM 92.4 92.2 92.3 92.4

When exploring the performances of the supervised classifiers in Table 5.3,

we notice that with NEs included, a degraded performance was observed as F-

measure values were decreased in all datasets, except AJGT which exhibited a slight

improvement. On the other hand, the F-measure values obtained with/without NEs

for the Tunisian datasets: TEC, TAC and TSAC were comparable. This degrade

could be due to the fact that, inferring the sentiment using n-grams depends on cap-

turing the co-occurrence information contained within these n-gram schemes. Since

NEs are identified as positive or negative based on how frequent they are mentioned
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within a sentence of a positive or a negative polarity, and regardless of the co-

occurrence words; therefore, it is possible for a positive NE to be included along

with negative sequence of words (n-gram scheme) and vice versa which makes some

of the n-grams, that contain NE tags, misleading features.

Table 5.4. Supervised Tw-StAR with/without NEs against baselines

Dataset Model Prec.(%) Rec(%) F1(%) Acc.(%)

AJGT
Alomari et al. (2017) 92.1 84.9 88.2 88.7
Tw-StAR 87.2 85.3 86.0 86.9
Tw-StAR + NEs 88.4 86.5 87.2 88.1

TAC
Karmani (2017) 63.0 72.9 67.3 72.1
Tw-StAR 85.2 84.6 84.6 84.7
Tw-StAR + NEs 83.4 83.3 83.3 83.3

TEC
Sayadi et al. (2016) 67.0 71.0 63.0 71.1
Tw-StAR 75.0 71.4 71.4 73.1
Tw-StAR + NEs 74.4 71.2 71.2 72.7

TSAC
Mdhaffar et al. (2017) 78.0 78.0 78.0 78.0
Tw-StAR 92.8 92.5 92.7 92.8
Tw-StAR + NEs 92.4 92.2 92.3 92.4

5.3.2. Lexicon-based Classification

Considering the lexicon-based classifier of HCB Tw-StAR, the experiments

where NEs are not included (Tw-StAR) were conducted considering two lexicons:

(a) an integrated lexicon constructed out of NileULex, AEL, AHL, LevLex and

GulfLex (see Table 4.2) to handle AJGT dataset whose content is mostly Levan-

tine combined with MSA and (b) TunLex to mine the sentiment of TAC, TEC and

TSAC datasets. While for the experiments that include NEs (Tw-StAR+NEs), the

same previous lexicons were used but with positive and negative NEs tags: PosNE,

NegNE added as entries having positive and negative scores, respectively. The sen-

timent detection procedure was carried out by looking for a sentence’s unigrams

(uni) then unigrams and bigrams (uni+bi) in the relevant lexicon, once with NEs

tagged then with them treated as ordinary tokens. The best results of the lexicon-

based classifier are shown in Table 5.5. The obtianed performances were, further,

compared against baseline systems as it is shown in Table 5.6.

Unlike the supervised classifier, the performance of the lexicon-based clas-

sifier was favorably impacted by NEs inclusion in the SA task. As it can be seen in
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Table 5.5. Lexicon-based Tw-StAR with/without NEs for all datasets.
Dataset NEs Feats. Prec.(%) Rec(%) F1(%) Acc.(%)
AJGT No uni+bi 82.4 83.8 81.6 81.7

yes uni+bi 84.7 86.3 84.5 84.7
TAC No uni+bi 66.9 66.7 66.6 66.7

yes uni+bi 70.8 70.6 70.6 70.7
TEC No uni+bi 66.6 61.5 59.8 64.0

yes uni+bi 69.1 65.6 65.0 67.5
TSAC No uni+bi 84.5 83.8 81.8 81.8

yes uni+bi 84.6 84.7 82.8 82.8

Table 5.5, for uni+bi features, the sentiment classification performance, with NEs

considered and NE tags added to the lexicons, could outperform the one obtained

by the ordinary lexicons. Indeed, the evaluation measures increased in all datasets

as the F-measure values of Tw-StAR+NEs were 84.5%, 70.6%, 65% and 82.8%

compared to 81.6%, 66.6%, 59.8% and 81.8% achieved by Tw-StAR for AJGT,

TAC, TEC and TSAC datasets, respectively. The reason behind such improvement

is that uniform weight scheme lexicons ignore the contextual-related information

where a sentence’s polarity is defined based on the polarity scores of its constituent

words (El-Makky et al. (2014); El-Beltagy and Ali (2013)). This, in turn, enables

the sentiment-annotated NEs deduced regardless of the context, to effectively con-

tribute in recognizing the polarity of the sentence containing it. Moreover, with

NEs tagged in the test dataset, it became possible to employ person names in the

SA task. Hence, the issue caused by confusing a person name with an adjective

could be avoided without the need to eliminate person names as in (El-Makky et al.

(2014); El-Beltagy and Ali (2013)).

Table 5.6. Lexicon-based Tw-StAR with/without NEs against baselines

Dataset Model Prec.(%) Rec(%) F1(%) Acc.(%)

AJGT
Alomari et al. (2017) 92.1 84.9 88.2 88.7
Tw-StAR 82.4 83.8 81.6 81.7
Tw-StAR + NEs 84.7 86.3 84.5 84.7

TAC
Karmani (2017) 63.0 72.9 67.3 72.1
Tw-StAR 66.9 66.7 66.6 66.7
Tw-StAR + NEs 70.8 70.6 70.6 70.7

TEC
Sayadi et al. (2016) 67.0 71.0 63.0 71.1
Tw-StAR 66.6 61.5 59.8 64.0
Tw-StAR + NEs 69.1 65.6 65.0 67.5

TSAC
Mdhaffar et al. (2017) 78.0 78.0 78.0 78.0
Tw-StAR 84.5 83.8 81.8 81.8
Tw-StAR + NEs 84.6 84.7 82.8 82.8
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Considering Table 5.6 which compares the lexicon-based model against the

baseline systems, it should be noted that this comparison is considered meaning-

ful only for for TAC dataset where the baseline system (Karmani (2017)) is also a

lexicon-based model; yet, we observed that Tw-StAR+NEs outperformed the base-

lines in Tunisian datasets: TAC, TEC and TSAC. This could be explained by the

positive impact of NEs on the polarity detection in addition to the large coverage

provided by the used Tunisian lexicon. In contrast, it is reasonable that the perfor-

mance degraded in AJGT dataset as the F-measure decreased by 3.7% compared

to Alomari et al. (2017) in which the data was subjected to several preprocess-

ing (stemming/light stemming) before feeding them to the supervised classifires

(SVM/NB). It should be noted that, the best performances of the lexicon-based

classifier of HCB Tw-StAR, with/without NEs, were obtained with unigram and bi-

gram features. This is attributed to the fact that, our lexicons are rich of compound

terms; therefore, looking up for uni+bi tokens in the lexicon, increases the matching

ratios of compound terms and, thus, raises the sentiment recognition accuracy.

Finally, for the datasets rich of NEs (see Table 5.2) such as TSAC and TEC;

we could not determine the impact of the number of the sentiment-annotated NEs

on SA within Tw-StAR+NE lexicon-based model. To clarify that, although TEC

has the greatest number of sentiment-annotated NEs, the improvement recorded

in the F-measure value was 2%, while for TSAC that has less annotated NEs, the

achieved improvement was remarkably better as the F-measure increased by 4.8%.

We believe that, when NEs are included among the features, the performance of

the lexicon-based model for a specific dataset, is not related to the number of the

sentiment-annotated NEs in the dataset as much as it is to the data consistency of

that dataset. More specifically, in a dataset having a good degree of consistency,

the training and test data tend to contain more similar NEs. Thus, it is more likely

to have a consensus on the sentiment of a specific NE which leads to an accurate

sentiment assignment of that NE and, hence, to a better sentiment classification.

5.4. Preprocessing Impact on Sentiment Analysis

Within the proposed SA model HCB Tw-StAR, the preprocessing tasks

listed in Section 4.3 were examined, first, one by one, then, combined in various
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schemes. This enabled defining the preprocessing task/combination for which the

SA performance is better improved. The preprocessing impact on SA was evaluated

for multiple languages in addition to MSA/DA and considering two analysis lev-

els: coarse-grained and fine-grained. For coarse-grained sentiment analysis exper-

iments, HCB Tw-StAR with its supervised and lexicon-based SA approaches, was

used to classify the sentiment embedded in each input tweet into one of two polar-

ities: positive or negative. The performances obtained for each single/combination

preprocessing tasks were compared against each other and against baseline sys-

tems. It should be noted that, given that, we selected the positive/negative instances

of TEC and TAC datasets, a fair comparison against the systems that used these

datasets should be enabled. This was possible for TEC dataset as Sayadi et al. (2016)

included the results of the binary classification experiments in their study. However,

for TAC, we could deduce the baseline evaluation measures considering only the

positive/negative tweets since Karmani (2017) provided the confusion matrix data.

In the following sections, a detailed review of the experiments and the re-

sults obtained in both analysis levels is provided.

5.4.1. Supervised Coarse-grained Sentiment Analysis

Experiments

In the supervised classification approach, three variants of experiments were

conducted. The first one involved using all N-grams features: unigrams (uni), bi-

grams (bi), trigrams (tri) and combinations of them (uni+bi, uni+bi+tri), while the

second and third experiments used a reduced number of the same features resulted

from applying TF weighting with two threshold values defined empirically as 2 and

3, respectively. Table 5.7, Table 5.8, Table 5.9 and Table 5.10 list the best perfor-

mances achieved by either NB or SVM in the supervised model, compared to the

baseline approaches. The used algorithm, precision, recall, F-measure and accuracy

are referred to as (Alg.), (P.), (R.), (F1.) and (Acc.), respectively.

The results in Table 5.9 clearly suggest that SVM always performed better

than NB for large-sized datasets such as TSAC. This could be explained by the

ability of LIBSVM to handle the sparsity and high-dimensionality of the training

feature vectors (Chang and Lin (2011)).
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Table 5.7. Preprocessing with supervised HCB Tw-StAR for TEC

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Sayadi et al. (2016) uni+bi SVM 67 71 63 71.1

Stop uni SVM 72 70.5 70.6 71.6
Stem uni NB 75.3 73.4 73.6 74.5

LightS uni NB 74.9 72.4 72.5 73.7
Neg uni+bi SVM 75.7 71.7 71.7 73.4

Stem + Stop uni NB 75.7 73.3 73.4 74.5
LightS + Stop uni NB 74.9 71.7 71.7 73.2
LightS + Neg uni NB 74.5 72 72.1 73.4

Table 5.8. Preprocessing with supervised HCB Tw-StAR for TAC

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Karmani (2017) morph. Lex 63 72.9 67.3 72.1

Stop uni NB 82.9 79.8 79.5 80
Stem uni SVM 86.3 85.9 85.9 86

LightS uni+bi NB 85.8 84.5 84.5 84.7
Neg uni+bi SVM 86.6 85.9 85.9 86

Stem + Stop uni+bi NB 83.9 82.5 82.5 82.7
LightS + Stop uni+bi NB 85.3 83.9 83.3 84
LightS + Neg uni+bi NB 85.8 84.5 84.5 84.7

It has been noted that stemming using Farasa improved the supervised senti-

ment classification performance in TEC, TAC datasets (Table 5.7, Table 5.8) where

it achieved the second best F-measure (85.9%) in TAC outperforming the baseline

by 18.6%. Although Farasa was trained with MSA corpora, it succeeded in identi-

fying the affixes to be cut in Tunisian words because of the lexical overlap between

MSA and DA in general (Samih et al. (2017)). In order to retain the variety of words

having same root and different meanings, we have also used light stemming. Com-

pared to other single preprocessing tasks, light stemming had the best impact on the

F-measure in AJGT dataset and achieved the best performance among all the pre-

processing schemes when it was combined with the negation detection task. How-

ever, it could not overcome the stemming impact in TEC,TAC and TSAC datasets

even when it was combined with other preprocessing techniques.

When tracking the sentiment classification results, yielded from conducting

stopwords removal, across the datasets: TEC, TAC, TSAC, it could be observed that

stopwords reduction could remarkably improve performance, compared to base-
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Table 5.9. Preprocessing with supervised HCB Tw-StAR for TSAC

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Mdhaffar et al. (2017) doc emb. MLP 78 78 78 78

Stop uni SVM 92.5 92.3 92.4 92.6
Stem uni SVM 93.4 93.4 93.4 93.5

LightS uni+bi SVM 93.1 92.8 92.9 93.1
Neg uni SVM 92.6 92.5 92.5 92.7
Emo uni SVM 92.4 92.39 92.4 92.5

Stem + Stop uni SVM 93.8 93.8 93.8 93.9
LightS + Stop uni+bi SVM 93.4 93.2 93.33 93.5
LightS + Neg uni+bi SVM 93.1 92.8 92.9 93.1
Emo + Stop uni SVM 92.1 92.1 92.2 92.3
Emo + Stem uni SVM 93.9 93.8 93.9 94

Emo + LightS uni+bi SVM 93.1 93.1 93.1 93.2
Emo + Neg uni SVM 92.5 92.4 92.5 92.6

Emo + Stem + Stop uni SVM 93.8 93.8 93.8 93.9
Emo + LightS + Neg uni+bi SVM 93.1 93.1 93.1 93.2

line systems, in all datasets. As it can be seen in Table 5.7, Table 5.8 and Table

5.9, with stopwords eliminated, the achieved F-measure values were 70.6%, 79.5%

and 92.4% against 63%, 67.3% and 78% scored by the baseline models for TEC,

TAC and TSAC datasets, respectively. On the other hand, it was observed that com-

bining stopwords with stemming was not always useful. For instance, in TSAC,

the sentiment classification performance resulting from the single application of

stemming was slightly improved by 0.4% when stemming and stopwords removal

were applied. However, in TEC, TAC and AJGT datasets (Table 5.7, Table 5.8 and

Table 5.10, combining stopwords reduction with stemming has degraded the per-

formance providing less F-measure values. This could be due to the fact that, the

adopted MSA stopwords can improve the stemming performance if the corpora to

be stemmed are also of an MSA content. While for our dialectal datasets, it is not

guaranteed that all the stopwords could be detected and removed; this leads the

stemmer to provide invalid stems for the undetected Tunisian and Jordanian stop-

words yielding less efficient sentiment classification performance.

Emoji were detected only in TSAC dataset as TEC, TAC and AJGT datasets

do not contain any emoji. In TSAC, emoji tagging had no significant impact on

the performance when it was separately applied whereas combining emoji tagging

along with stemming scored the best F-measure among all the experiments with a

value equals to 93.9%. Moreover, applying emoji tagging together with negation
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Table 5.10. Preprocessing with supervised HCB Tw-StAR for AJGT

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Alomari et al. (2017) bi SVM 92.1 84.9 88.2 88.7

Stop uni SVM 84.6 83.1 83.7 84.7
Stem uni+bi NB 87.3 86.4 86.8 87.5

LightS uni+bi NB 87.3 87.2 87.2 86.4
Neg uni+bi NB 88.0 86.2 86.9 87.8

Stem + Stop uni+bi+tri NB 85.9 86.7 86.2 86.7
LightS + Stop uni+bi+tri NB 86.3 85.6 85.9 86.7

Stem+ Neg uni+bi+tri NB 87.8 86.5 87.0 87.8
LightS + Neg uni+bi+tri NB 88.6 88.0 88.3 88.9

achieved almost the same results scored by the negation preprocessing task. This

could be due to the sarcastic content in which emoji do not express the actual senti-

ment but its opposite.

Considering the negation tagging task, it could improve the sentiment clas-

sification performance in the Tunisian datasets as it is shown in Tables 5.7, 5.8, 5.9

and 5.10. Nevertheless, the least improvement was reported in TEC as the accuracy

was increased by 2.31% compared to 13.9% and 14.7% increment ratios scored

in TAC and TSAC datasets respectively. This could be attributed to the context in

which the negation words are used, where in datasets of a political domain such as

TEC, negation can be used in a narrative way and does not necessary indicates a

negative sentiment. On the other hand, the positive impact of negation on the SA

performance in AJGT datasets was clear when it is combined with light stemming

(Table 5.10) achieving the best F-measure with an increment equals to 1% over the

baseline F-measure value. This might be attributed to the natural use of negations

in AJGT dataset whose content is mostly social.

5.4.2. Lexicon-based Coarse-grained Experiments

In these experiments approach, each tweet/comment was tokenized into un-

igrams (uni) then into combinations of unigrams and bigrams (uni+bi) to be looked

up later in the manually-built Tunisian lexicon where SFS algorithm was used to

calculate the polarity score; while emoji and negation textual tags were added to

the lexicon as positive/negative sentiment words. Table 5.11, Table 5.12, Table 5.13
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and Table 5.10 list the best performances achieved by the lexicon-based model, for

several preprocessing tasks, against the baseline models. It should be noted that, this

comparison is only meaningful for TAC dataset where the baseline system (Karmani

(2017)) is a lexicon-based one.

Table 5.11. Preprocessing with lexicon-based HCB Tw-StAR for TEC

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Sayadi et al. (2016) uni+bi SVM 67 71 63 71.1

Stop uni+bi Lex 66.6 61.5 59.8 64
Stem uni+bi Lex 67.2 64.9 64.5 66.5

LightS uni+bi Lex 64.4 63.4 63.3 64.4
Neg uni+bi Lex 68.1 62.3 60.5 64.9

Stem + Stop uni+bi Lex 67.1 65.7 65.7 67
LightS + Stop uni+bi Lex 65.7 64.4 64.2 65.7
LightS + Neg uni+bi Lex 64.6 63.4 63.3 64.7

Table 5.12. Preprocessing with lexicon-based HCB Tw-StAR for TAC

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Karmani (2017) morph. Lex 63 72.9 67.3 72.1

Stop uni+bi Lex 65 64.8 64.5 64.7
Stem uni+bi Lex 65.3 65.3 65.3 65.3

LightS uni+bi Lex 67.3 67.3 67.3 67.3
Neg uni+bi Lex 69.1 68.8 68.6 68.7

Stem + Stop uni+bi Lex 62.4 62.1 61.8 62
LightS + Stop uni+bi Lex 66.7 66.7 66.7 66.7
LightS + Neg uni+bi Lex 68 68 68 68

Considering Table 5.11 which contains the results produced for TEC dataset,

we noticed that stemming combined with stopwords removal has led to the best SA

performance with an F-measure of 65.7% and outperformed the supervised base-

line model. While this contradicts with the behavior observed in the supervised

approach, it could be justified based on the SA principle of lexicon-based methods.

Where recognizing the sentiment through lexicon-based approaches merely relies

on the hits found between the studied dataset and the employed lexicon. Conse-

quently, the invalid stems, resulting from not removing DA stopwords, that usually

mislead the supervised classifier, will not be considered here; since there are no

correspondent entries for them in the used lexicon.

The sentiment classification results obtained for TAC dataset (see Table
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Table 5.13. Preprocessing with lexicon-based HCB Tw-StAR for TSAC

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Mdhaffar et al. (2017) doc emb. MLP 78 78 78 78

Stop uni+bi Lex 82 69 68.3 73.2
Stem uni+bi Lex 82.6 72 72 75.6

LightS uni+bi Lex 82 72.4 72.5 75.9
Neg uni+bi Lex 82.8 69.5 68.8 73.6
Emo uni+bi Lex 82.5 70.9 70.6 74.4

Stem + Stop uni+bi Lex 81.7 71.78 71.7 75.3
LightS + Stop uni+bi Lex 81.9 72 72 75.5
LightS + Neg uni+bi Lex 81.9 72.2 72.3 75.7
Emo + Stop uni+bi Lex 82.3 70.4 70 74.3
Emo + Stem uni+bi Lex 83 73 73.2 76.5

Emo + LightS uni+bi Lex 82.3 73.3 73.6 76.6
Emo + Neg uni+bi Lex 83.1 70.8 70.5 74.7

Emo + Stem + Stop uni+bi Lex 82.2 72.9 73.1 76.3
Emo + LightS + Neg uni+bi Lex 82.2 73.2 73.4 76.5

Table 5.14. Preprocessing with lexicon-based HCB Tw-StAR for AJGT

Preprocessing Features Alg. P.(%) R.(%) F1.(%) Acc.(%)
Alomari et al. (2017) bi SVM 92.1 84.9 88.2 88.7

Stop uni+bi Lex 82.2 83.5 81.3 81.4
Stem uni+bi Lex 77.5 78.4 77.8 78.3

LightS uni+bi Lex 82.4 79.3 80.2 80.6
Neg uni+bi Lex 86.0 87.4 86.4 86.7

Stem + Stop uni+bi Lex 76.6 77.4 76.8 77.5
LightS + Stop uni+bi Lex 82.8 79.7 80.6 82.2

Stem+ Neg uni+bi Lex 87.8 78.5 78.2 78.9
LightS + Neg uni+bi Lex 82.1 79.1 80.0 81.7

5.12), indicated that, negation detection and tagging was the best-performing pre-

processing task with an F-measure of 85.9% outperforming the baseline perfor-

mance by 18.6%. We believe that this could be explained as follows: besides the

efficient list of Tunisian negation words, adding the negation textual tags to the lex-

icon as sentiment words having a negative polarity score, enabled the lexicon-based

classifier to consider the impact of negation word encountered within an input sen-

tence.

For TSAC dataset, it could be observed in Table 5.13 that, regardless of the

performance of the supervised baseline model, the best performance in terms of

F-measure, was achieved by the combination of emoji tagging and light stemming.
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This indicates the merit given by light stemming, as the word’s affixes are chopped-

off such that valid stems are provided; which, in turn, enabled the produced stems

to retain the sentiment born by the original inflected words. On the other hand,

emoji tagging enhanced the ability of the lexicon-based approach to recognize the

sentiment especially that, all the emoji icons were unified into two textual tags; both

of them were added to the used lexicon as positive/negative entries.

Regarding AJGT dataset, according to the results listed in Table 5.14, we

can notice that regardless of the performance of the supervised baseline model,

negation was of the best performance among the other preprocessing schemes with

an F-measure of 86.4%. This complies with the impact of negation on SA in the

supervised classifier where using negations to mostly imply negative sentiments

makes negation detection of an effective impact on the sentiment recognition in

both supervised and lexicon-based models.

5.4.3. Turkish Datasets Experiments

As an attempt to target non-Arabic languages, HCB Tw-StAR was examined

with Turkish datasets (see Table 5.1). The same pipeline shown in Figure (4.1), with

NEs phase excluded, was adopted. However, the Arabic NLP resources and tools

such as stopwords, negation words, sentiment lexicons and stemmers were replaced

with Turkish-specific ones. More details about the NLP Turkish tools and resources

can be found in Section 4.3.

The supervised classifier of HCB Tw-StAR was used to mine the Turk-

ish sentiment with the same preprocessing tasks, n-gram schemes, TF thresholds

and supervised classification algorithms that were employed in the Arabic model

variant. Table 5.15 and 5.16 list the accuracy values achieved by NB and SVM

classifiers, respectively; where the performances were obtained for different sin-

gle/combinations of preprocessing tasks. The baseline represents the accuracy scored

by the system of Demirtas and Pechenizkiy (2013).

The results in Table 5.15 and Table 5.16 suggest that NB outperforms SVM

for almost all datasets. On the other hand, both NB and SVM algorithms could out-

perform the baseline for all datasets with a considerable margin especially in the

Movies dataset; where the proposed model achieved an accuracy of 92.8% when
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Table 5.15. NB accuracy (%) for all preprocessing tasks

Preprocessing
Datasets

Movies Kit DVD Elec Books
Demirtas and Pechenizkiy (2013) 69.5 75.9 76.0 73.0 72.4

Stop 91.0 78.2 81.4 85.7 83.9
Stem 91.3 78.6 80.0 85.4 88.6

Stop+Stem 90.9 81.4 72.5 82.1 85.7
Emo 92.8 80.4 80.4 84.6 87.9

Emo+Stem 90.8 81.8 76.8 81.4 84.3
Neg 92.3 85.0 80.4 83.9 86.1

Neg+Stem 90.7 82.1 74.3 83.2 85.4

Table 5.16. SVM accuracy (%) for all preprocessing tasks

Preprocessing
Datasets

Movies Kit DVD Elec Books
Demirtas and Pechenizkiy (2013) 66.0 70.0 70.3 72.4 66.6

Stop 88.8 72.9 80.0 81.8 85.0
Stem 88.2 77.5 81.4 82.9 87.1

Stop+Stem 87.6 78.6 71.4 75.4 81.8
Emoji 89.5 73.2 74.6 80.0 83.6

Emoji+Stem 88.3 77.5 76.8 75.4 79.6
Neg 91.8 84.3 78.2 83.2 82.5

Neg+Stem 87.7 78.9 76.8 81.8 80.4

emoji icons were tagged compared to 69.5% scored by the baseline system (Demir-

tas and Pechenizkiy (2013)) increasing the accuracy by 23.3%.

While stopwords are considered a noisy data and are, therefore, usually

eliminated in English SA system, our experiments revealed that removing stop-

words does not have a significant impact on the classification performance. Having

the stopwords removed, it can be seen in Table 5.16 that the sentiment classification

accuracy values for DVD and Elec datasets were slightly better than those obtained

when stemming was applied.

Table 5.16 reveals that with NB classifier used, stemming has increased the

accuracy in most datasets especially in Books dataset with an accuracy of 88.6%.

This can be attributed to the formal nature of the content of this dataset which en-

ables the extraction of identical stems for inflectional words. Thus, the sparsity of

features is reduced and sentiment indicative words are retained yielding good clas-

sification results.

In contrary to what was expected, as it is shown in Table 5.15 and Table

5.16, applying other preprocessing techniques such as stopwords reduction, emoji

recognition or negation tagging combined with stemming, could not score the best
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accuracy in both SVM, NB classifiers for all datasets. For instance, the sentiment

classification accuracy in Books dataset, when NB classifier is used, has decreased

from 88.6% scored by stemming to 84.3% achieved when emoji recognition is ap-

plied together with stemming. The reason behind that is the low number of emoji

contained in the Books dataset; where the effective impact of emoji recognition

on SA is related to the frequent appearance of emoji in the tackled dataset. This

made emoji tagging useless and sometimes confusing to the classifier. Neverthe-

less, Table 5.16 indicates that using emoji recognition separately could enhance the

performance in the datasets containing a considerable number of emoji icons such

as Movies where the achieved accuracy was the best among all the experiments with

a value equals to 92.8%.

Although negation tagging yielded the best classification accuracy in the Kit

dataset for both NB and SVM algorithms (Table 5.15, Table 5.16), it failed to in-

crease the accuracy in the remaining datasets. The inconclusive impact of negation

can be attributed to the ignorance of the negated verbs; as they require a special ma-

nipulation; especially that negation affixes in Turkish language are embedded within

verbs and cannot be captured easily (Yıldırım et al. (2015)). Nevertheless, the pro-

posed negation detection strategy scored better results compared to Yıldırım et al.

(2015) where the best accuracy increment achieved by the lexicon-based classifier

of HCB Tw-StAR via negation was 25.8% for Kit dataset, compared to a degrada-

tion from 79.06% to 78.27% in (Yıldırım et al. (2015)). This could be due to the fact

that, we inferred the negation in an adjective by replacing a specific affix with the

negation tag whereas Yıldırım et al. (2015) added a negative tag to the adjectives

preceding the negated verbs.

As for the lexicon-based classifier, we followed the same pipeline used in

the Arabic lexicon-based method; However, the lexicon replaced by SentiTurkNet

(see Table 4.2). Table 5.17 shows the best F-measure values scored for all prepro-

cessing techniques; where the baseline refers to a multi-lingual lexicon based model

developed in (Araujo et al. (2016)) to recognize the sentiment in the same datasets

used in this thesis.

According to the results in Table 5.17, the lexicon-based classifier has a poor

performance compared to the supervised model. This is due to the low coverage of

the used lexicon. While comparable performances were scored by our model com-

pared to the baseline for Kit, DVD, Elec and Books, our lexicon-based classifier of
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Table 5.17. Lexicon-based F-measure (%) for all preprocessing tasks

Preprocessing
Datasets

Movies Kit DVD Elec Books
Araujo et al. (2016) 62.0 62.0 62.0 62.0 62.0

Stop 63.5 51.1 50.7 51.1 50.4
Stem 66.1 51.0 54.3 57.9 60.0

Stop+Stem 65.2 61.1 60.7 57.1 57.9
Emoji 63.4 50.7 54.3 52.5 56.1

Emoji+Stem 65.2 50.7 56.4 54.3 59.3
Neg 63.2 51.4 53.9 53.6 56.1

Neg+Stem 65.5 58.6 57.1 55.4 56.4

HCB Tw-StAR could outperform the baseline model for movies datasets; as the best

F-measure achieved was 66.1% compared to 62% scored in Araujo et al. (2016). In

addition, similar to the supervised model, stemming improved the performance in

Books and movies datasets scoring an F-measure of 66.1% and 60% respectively.

This could be due to the formal language used in both datasets which raises the

number of hits between the stemmed tokens and the sentiment lexicon.

5.4.4. Fine-grained Sentiment Analysis Experiments

Fine grained sentiment analysis falls into the category of Multi-Label Clas-

sification (MLC) problems. In MLC problems, it is required to associated each input

instance with a set of labels at the same time (Zhang and Zhou (2014)). Through

our fine-grained SA experiments, we aim to investigate whether the previous pre-

processing tasks (see Section 4.3) can achieve a better detection of 12 emotions in-

cluding: anger, anticipation, disgust, fear, joy, love, optimism, pessimism, sadness,

surprise, trust in addition to “noEmotion” emotion-free texts. As each input instance

can contain one or more emotions, therefore, we altered the sentiment classification

phase in HCB Tw-STAR such that, the supervised and lexicon-based binary clas-

sifiers were replaced with One-Vs-All SVM which is a multi-lable classifier from

Scikitlearn (Pedregosa et al. (2011)).

The Multi-Label Classifier MLC Tw-STAR was evaluated with Arabic, En-

glish and Spanish tweet datasets (see Table 5.1). For each dataset, different NLP

tools and resources, in terms of stopwords, stemmers and lemmatizers, were em-

ployed to conduct the preprocessing tasks.
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Table 5.18, Table 5.19 and Table 5.20 list the results obtained for each lan-

guage when several single/combinations of preprocessing tasks were applied such

that accuracy, macro average F-measure and micro average F-measure are denoted

to as (Acc.), (Mic-F) and (Mac-F), respectively.

Table 5.18. Preprocessing impact on Arabic MLC

Preprocessing Acc.(%) Mic-F(%) Mac-F(%)
Stop 38.0 50.9 36.7
Stem 43.1 55.9 42.4
Emo 41.4 54.3 39.0
Stem+Stop 43.4 56.4 43.5
Emo+Lem+Stop 43.4 56.1 41.5
Emo+ Stem+Stop 44.9 58.0 44.4

Considering Table 5.18, it could be noted that for the Arabic tweets, stem-

ming using ISRI stemmer improved the accuracy by 5.1% percentage points com-

pared to that scored by stopwords removal. Moreover, combining stemming with

stopwords removal could further improve the micro F-measure as it increased from

55.9% to 56.4%. This is due to the fact that ISRI can handle wider range of Arabic

vocabulary and, yet, returns a normalized form of the words having no stem, rather

than leaving them unchanged (Taghva et al. (2005)).

Table 5.19. Preprocessing impact on English MLC

Preprocessing Acc.(%) Mic-F(%) Mac-F(%)
Stop 44.6 57.7 42.9
Stem 44.9 58.0 44.3
Emo 45.9 58.8 43.4
Stem+Stop 46.2 59.3 45.8
Emo+Lem+Stop 48.0 60.6 46.1
Emo+ Stem+Stop 47.5 60.2 46.6

Unlike the Arabic dataset, Table 5.19 and Table 5.20 show that stemming

had a different behavior when it was applied on both English and Spanish tweets.

Compared to the accuracy achieved by stopwords removal, stemming has slightly

increased the accuracy by 0.3% and 0.8% in English and Spanish datasets, respec-

tively. This could be related to the insufficiency of the stemming algorithms, used

in both porter2 and snowball stemmers, to handle informal English and Spanish
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tweets. Lemmatization by Treetagger, however, was a better choice to handle En-

glish and Spanish texts, as it forms a language-independent lemmatizer with implic-

itly POS tagger. Thus, combining emoji tagging with lemmatization and stopwords

removal could achieve the best performances with a micro average F-measure of

60.6% and 52.3% for English and Spanish respectively.

Table 5.20. Preprocessing impact on Spanish MLC

Preprocessing Acc.(%) Mic-F .(%) Mac-F.(%)
Stop 39.0 48.2 38.1
Stem 39.8 48.4 36.8
Emo 40.2 50.1 38.4
Stem+Stop 40.9 49.2 37.9
Emo+Lem+Stop 43.1 52.3 41.3
Emo+ Stem+Stop 42.8 51.8 40.1

Since the provided tweets were rich of emoji, emoji tagging could effec-

tively contribute in improving the performance in all datasets especially when it

was combined with the other best-performed tasks such as stem+stop in Arabic

and lem+stop in both English and Spanish. This led to the best performances as

the achieved micro F-measure was 58%, 60.2% and 52% in Arabic, English and

Spanish datasets respectively.

The proposed multi-label HCB Tw-StAR was developed during our partic-

ipation in SemEval-2018 shared Task 1. Considering that the official ranking will

be calculated according to the achieved accuracy, therefore, our official submission

included using the combination (Emoji tagging, stemming, stopwords removal) for

Arabic, (Emoji tagging, lemmatization, stopwords removal) for english and (Emoji

tagging+lemmatization+stopwords removal) for Spanish; where these combinations

scored the best accuracy values for Arabic, English and Spanish, respectively.

Table 5.21 lists the official ranking of MLC Tw-StAR against the systems

ranked first for each language where (Acc.), (Mic-F) and (Mac-F) refer to accuracy,

micro F-measure and macro F-measure, respectively.
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Table 5.21. The official ranking of MLC Tw-StAR

Language Team Rank Acc.(%) Mic-F .(%) Mac-F.(%)
Arabic EMA 1 48.9 61.8 46.1

MLC Tw-StAR 3 46.5 59.7 44.6
English NTUA-SLP 1 58.8 70.1 52.8

MLC Tw-StAR 14 48.1 60.7 45.2
Spanish MILAB-SNU 1 46.9 55.8 40.7

MLC Tw-StAR 3 43.8 52.0 39.2

5.5. NEs and Preprocessing Impact on Sentiment Analysis

With considering the impact of NEs on supervised/lexcion-based investi-

gated in Section 5.3 and single/combinations of preprocessing tasks evaluated in

Section 5.4, it became possible to specify the best-performing preprocessing tasks

for SA. Consequently, seeking for a further improvement in the SA performance, we

decided which single/combinations of prerocessing to be used together with NEs as

a novel preprocessing scheme. This was practically examined when HCB Tw-StAR

shown in Figure (4.1) was used to perform SA of TEC, TAC, TSAC and AJGT

datasets with novel schemes of NEs and preprocessing combinations included in

the preprocessing phase.

For the supervised classifier of HCB Tw-StAR, and based on the results in

Table 5.7, Table 5.8, Table 5.9 and Table 5.10, it was revealed that the preprocess-

ing tasks: stemming, negation tagging, the combination (emoji tagging, stemming)

and the combination of light stemming and negation were the best-performing pre-

processing tasks for TEC, TAC, TSAC and AJGT datasets, respectively. Therefore,

they were combined with NEs tagging to formulate novel preprocessing combina-

tions to be applied on the studied datasets.

Table 5.22 reviews the impact of these novel preprocessing tasks on the sen-

timent classification using the supervised classifier and compares the obtained per-

formances against baseline systems, where the used features, algorithm, precision,

recall, F-measure and accuracy are referred to as (Feats.), (Alg.), (P.), (R.), (F1) and

(A.), respectively.

Similarly, the preprocessing tasks that improved the lexicon-based senti-

ment classification performance for TEC, TAC, TSAC and AJGT datasets (Table
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Table 5.22. Preprocessing+NEs with supervised HCB Tw-StAR

Data Preprocessing Feats. Alg. P.(%) R.(%) F1(%) A.(%)
AJGT Alomari et al. (2017) bi SVM 92.1 84.9 88.2 88.7

LightS+Neg+NEs uni+bi NB 90.4 89.1 89.7 90.3
TEC Sayadi et al. (2016) uni+bi SVM 67.0 71.0 63.0 71.1

Stem+NEs uni NB 75.7 74 74.2 75
TAC Karmani (2017) morph. Lex 63.0 72.9 67.3 72.1

Neg+NEs uni+bi SVM 87.4 86.6 86.6 86.7
TSAC Mdhaffar et al. (2017) doc emb. MLP 78.0 78.0 78.0 78.0

Emo+Stem+NEs uni SVM 92.8 92.9 92.8 93.0

5.11, Table 5.12, Table 5.13 and Table 5.14), were integrated with NEs forming

novel preprocessing combinations. Thus, in the lexicon-based classifier of HCB

Tw-StAR, an input sentence is subjected to these new preprocessing tasks before

looking its tokens up in the used lexicon.

Table 5.23 reviews the impact of the novel preprocessing tasks on the sen-

timent classification using the lexicon-based classifier and compares the obtained

performances against baseline systems, where the used features, algorithm, preci-

sion, recall, F-measure and accuracy are referred to as (Feats.), (Alg.), (P.), (R.),

(F1) and (A.), respectively.

Table 5.23. Preprocessing+NEs with Lexicon-based HCB Tw-StAR

Data Preprocessing Feats. Alg. P.(%) R.(%) F1(%) A.(%)
AJGT Alomari et al. (2017) bi SVM 92.1 84.9 88.2 88.7

Neg+NEs uni+bi Lex 87.1 88.4 87.5 87.8
TEC Sayadi et al. (2016) uni+bi SVM 67.0 71.0 63.0 71.1

Stem+NEs uni+bi Lex 68.1 68.2 67.8 67.8
TAC Karmani (2017) morph. Lex 63.0 72.9 67.3 72.1

Stem+NEs uni+bi Lex 74.0 74.0 74.0 74.0
TSAC Mdhaffar et al. (2017) doc emb. MLP 78.0 78.0 78.0 78.0

Emo+Stem+NEs uni+bi Lex 83.2 83.4 81.9 81.9

It could be observed from Table 5.22 and Table 5.23 that, NEs form re-

liable indicators of Arabic sentiment especially when combined with the proper

preprocessing tasks. This was practically examined with HCB Tw-StAR as its su-

pervised classifier could remarkably outperform the baseline systems achieving the

best F-measure values across all the datasets, While the lexicon-based classifier
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along with NEs and preprocessing schemes could outperform the baseline in the

Tunisian datasets whereas in AJGT dataset, it achieved a close performance to the

baseline with a difference in F-measure equals to 0.7%.

5.6. Evaluation Summary

The various experiments conducted using the proposed HCB Tw-StAR model

have specified the role of preprocessing and NEs in the SA task of MSA/DA con-

tent. This enabled answering the first three research questions listed in Section 1.3

as follows:

RQ1: Are NEs reliable enough to infer the DA sentiment within hand-crafted

feature-based SA models? And is it more likely to have a better SA performance

for datasets rich of NEs?

• While the impact of NEs on the SA performance obtained by the proposed

supervised SA classifier was inconclusive, it was revealed that including NEs

within the lexicon-based classifier has remarkably improved the classification

performances. Since, the context-ignorant manner adopted to associate NEs

with their proper sentiments copes with the strategy followed by the lexicon-

based method where context information are not considered while recogniz-

ing the sentiment.

• Based on the strategy followed by the developed algorithm for NEs sentiment

detection, the consistency of the dataset can lead to an accurate NEs sentiment

detection. Since, in corpora with a good degree of consistency, training and

test sets tend to have overlapped NEs used within the same domain and thus

an unanimous could be found for a specific NE. Hence, the quality of the SA

performance depends on the accurate sentiment annotation of NEs more than

the number of NEs in a dataset.

RQ2: Which combination of preprocessing tasks can lead to an improved perfor-

mance in hand-crafted features-based SA models?

• For the supervised classifier of HCB Tw-StAR, it was revealed that the pre-

processing tasks: stemming, negation detection and tagging, the combination

(emoji tagging, stemming) and the combination (light stemming, negation)

85



were the best-performing preprocessing tasks. On the other hand, Stemming,

negation detection and te combination (emoji, stemming) were found of the

best impact on the sentiment classification performance conducted by the

lexiocn-based classifier.

RQ3: Would the sentiment classification performance improved if NEs were in-

cluded together with specific combinations of preprocessing tasks?

• Further improvement in the sentiment classification performance could be

obtained when integrating NEs with specific single/combinations of prepro-

cessing tasks. These tasks were selected carefully according to their impact

on the SA performance obtained by supervised and lexicon-based classifiers

contained in HCB Tw-STAR.

5.7. Conclusion

In this chapter, we explored the various experiments carried out using HCB

Tw-StAR to perform coarse-grained and fine-grained SA of DA/multi-lingual datasets.

HCB Tw-StAR was found of an efficient performance with non-Arabic datasets

(English, Spanish and Turkish); as the presented novel combinations of preprocess-

ing tasks have improved the classification performances. On the other hand, for

Arabic datasets, it has been revealed that, both NEs and preprocessing could fa-

vorably affect the classification performances, without the need for dialect-specific

morphological analyzers tools and with the least dependency on dialectal resources

such as the lists of stopwords and negation words. Moreover, combining the best-

performing preprocessing task/tasks along with NEs features could further improve

the performances. Throughout this chapter, we proposed potential, practical solu-

tions to overcome the variances among the Arabic dialects based on universal text

components such as NEs and novel combinations of preprocessing tasks. Never-

theless, the hand-crafted features produced by the different preprocessing tasks are

often associated with the high dimensionality issue of feature vectors (Section 3.4).

Therefore, it is better to dispense the preprocessing tasks and adopt the new type of

features, known as embeddings, which have a low dimensionalty, yet, can express

the sentiment of different Arabic dialects efficiently. This will be discussed in the
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next chapter where we will present novel embedding features within our second SA

model Neu Tw-StAR.
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6. NEU TW-STAR MODEL

This chapter introduces the embeddings-based SA model developed to target

MSA/DA social media contents. First, a detailed review of the main research prob-

lem is provided. Then, a comprehensive description of the Neu Tw-StAR is given

along with highlighting the developed embedding features, composition function

and the implementation architecture adopted by the proposed model.

6.1. Dialectal Arabic: To Respect or Disrespect The Syntax

With the recent rapid growth of Arabic language across social media plat-

forms along with the challenging morphological and high inflectional nature of

Modern Standard Arabic (MSA) and Dialectal Arabic (DA), Arabic Sentiment Anal-

ysis (ASA) is gaining an increased interest from the Natural Language Processing

(NLP) research community. According to the used features, existing ASA systems

can be classified into either (a) hand-crafted-based systems where SA models em-

ploy linguistic and lexical features usually generated by morphological analyzers

and semantic resources (Sayadi et al. (2016); Alomari et al. (2017); El-Beltagy and

Ali (2013); Abdulla et al. (2013)) or (b) text embeddings-based systems which adopt

text distributed representations the so-called word/sentence embeddings, where the

sentence embeddings are composed out of its constituent word embedding vec-

tors using one of the composition models(Altowayan and Tao (2016); Dahou et

al. (2016); Gridach et al. (2017); Mdhaffar et al. (2017)).

Composition models aim to construct phrase/sentence embeddings based on

its constituent word embeddings and structural information (Gormley et al. (2015)).

Two main types of these models can be recognized: (a) Ordered or syntactic mod-

els where the order and linguistic/grammatical structure of the input words do count

while constructing the phrase/sentence vector and (b) Unordered models in which

the word embeddings are combined irrespective of their order using algebraic oper-

ations. Sum of Word Embeddings (SOWE), Average (Avg), minimum (Min), max-

88



imum (Max) and multiplication functions are examples of such models (Mitchell

and Lapata (2010)).

Based on the theory “you shall know a word by the company it keeps”

(Firth (1957)), context words along side their syntactic properties were considered

essential to build effective word embeddings able to infer the semantic/syntactic

similarities among word, phrases or sentences. Consequently, most of the recently-

developed SA systems adopted Recursive Neural Networks (RecNNs) or Long Short

Term Memory neural models (LSTMs) in which ordered composition models are

employed to grasp the syntactic and linguistic relations between the words (Socher

et al. (2013); Al Sallab et al. (2015)). These systems usually require more training

time to learn words’ order-aware embeddings due to the high computational com-

plexity consumed at each layer of the model (Iyyer et al. (2015)). However, the em-

beddings resulting from ordered constitutionality might not be sufficient to handle

the Arabic dialects that have a free word order and varying syntactic/grammatical

nature (Brustad (2000); Chiang et al. (2006)). While MSA can be described as a

Verb-Subject-Object (VSO) or Subject-Verb-Object (SVO) language, the Arabic

dialects go beyond that, for instance, the dialectal (Levantine) sentence investigated

in Table 6.1 refers to the meaning I liked this idea and can be represented by sev-

eral word orders: VSO, SVO, OSV and OVS, while retaining the meaning and the

sentiment .

Table 6.1. Free word order of dialectal Arabic

Order 1 �
èQº

	
®ËAë A

	
K @ A

�
J�
J.k

O S V
Order 2 �

èQº
	
®ËAë A

�
J�
J.k A

	
K @

O V S
Order 3 A

�
J�
J.k A

	
K @

�
èQº

	
®ËAë

V S O
Order 4 A

	
K @ A

�
J�
J.k

�
èQº

	
®ËAë

S V O

On the other hand, the Arabic dialects show phonological, morphological,

lexical, and syntactic differences such that the same word might infer different syn-

tactic information across different Arabic dialects (Brustad (2000)). To clarify that,

Table 6.2 reviews how the word “ú


æ
�
�AÓ” has several Part Of Speech (POS) tags,
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multiple meanings and different sentiments across three Arabic dialects.

Table 6.2. Syntactic differences across the Arabic dialects

Dialect Sentence Word POS sentiment
Levantine ÈAmÌ'@ ú



æ
�
�AÓ ©

	
�ñË@ ú



æ
�
�AÓ adjective positive

The situation is okay okay
Moroccan Z @Yª� ú



æ
�
�AÓ 	ám�

	
' ú



æ
�
�AÓ negation negative

We are not happy not
Egyptian �

I�
J. Ë @ è Am.
�
�
'A

	
¯ ú



æ
�
�AÓ

�
I

	
J» ú



æ
�
�AÓ verb neutral

I was walking towards home walking

To handle such informality of DA, unordered composition models can re-

place the syntactic composition functions to construct sentence/phrase embeddings

regardless of the order and the syntax of the context’s words. Nevertheless, when

coming to the sentiment analysis task, sentence/phrase embeddings that are merely

composed and learned based on the context words do not always infer the sentiment

accurately. This is due to the fact that some words that have contradict sentiments

might be mentioned within identical contexts; This leads to map opposite words

close to each other in the embedding space. To clarify that, both sentences in Exam-

ple 6.1 and Example 6.2 contain the same context words organized in the same or-

der; yet the first sentence implies a positive polarity while the second has a negative

sentiment since the words “©
�
JÜØ” (interesting) and “ÉÜØ” (boring) are antonyms.

Example 6.1 	
­�ñ

	
J�
K. AÓ É¾

�
��. ©

�
JÜØ

	
àA¿ ÕÎJ




	
®ËAë

This movie was incredibly interesting

Example 6.2 	
­�ñ

	
J�
K. AÓ É¾

�
��. ÉÜØ

	
àA¿ ÕÎJ




	
®ËAë

This movie was incredibly boring

One way to address this issue is to learn the embeddings from sentiment-

annotated corpora such that the sentiment information is incorporated along with

the contextual data within the composed embeddings during the training phase. This

was examined with the English language as Tang et al. (2014) presented a super-

vised neural model in which both sentiment and the syntactic relations were inte-

grated in the loss function yielding sentiment-specific word embeddings (SSWE).

In that study, Min, Max and Avg composition functions were applied together to
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compose the embeddings. The learned embedding vectors were then fed to classi-

cal supervised classifiers where a better sentiment classification could be achieved

compared to word2vec (Mikolov et al. (2013)) and hand-crafted features-based sys-

tems.

In another study by Iyyer et al. (2015), an English SA model called Deep Av-

eraging Neural network (DAN) was presented. DAN was implemented as a neural

network with two hidden layers. Based on the assumption that unordered compo-

sition functions can efficiently encode sentiment within the composed embeddings,

DAN learned and produced n-gram embedding features for the SA task through

pairing between the Avg unordered composition function and supervised learning.

The experimental study indicated the ability of the embeddings learned by DAN to

rival those resulting from ordered syntactic models. Where DAN achieved a compa-

rable performance against RecNNs and CNNs-Multi Channel (CNN-MC) models

in which both semantic and syntactic information were encoded using ordered com-

position functions.

While several recent ASA systems considered the syntactic information in

the composed embeddings generated for MSA (Al Sallab et al. (2015)), other mod-

els used pretrained or unsupervised unordered word/document embeddings as fea-

tures to mine the sentiment of MSA/DA content (Altowayan and Tao (2016); Gri-

dach et al. (2017)). However, mining the sentiment of DA using syntax-aware or-

dered embeddings might be ineffective especially with the drastic differences be-

tween Eastern and Western Arabic dialects (Zaidan and Callison-Burch (2014)). In

addition, for the SA task, the embeddings learned from unlabeled data are not as

discriminating as those learned with sentiment information integrated in the em-

bedding vectors (Tang et al. (2014)). This evokes the need to provide a sentiment-

specific, dialect-independent embeddings with which the gap resulting from the dif-

ferences among Arabic dialects can be bridged. One way to do that is by training an

Arabic SA framework with sentence embedding features that ignore the words’ or-

der and contextual information i.e. the syntactic structure and focus on the semantic

and sentiment information.

Inspired by Iyyer et al. (2015), we hypothesize that a DA sentence, with free

word order and various syntax, can be better represented if their constituent word

embedding vectors are composed using an unordered composition function. On the

other hand, motivated by Tang et al. (2014), we assume that these composed em-
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bedding features can be more expressive for the SA task if they are learned with

the sentiment information considered. Therefore, this study aims to present a SA

framework (Neu Tw-StAR) whose features are n-gram embeddings learned from

labeled data (sentiment-specific) and composed via the additive unordered compo-

sition function (syntax-ignorant) SOWE whose efficiency to capture the semantic

information was proved in (White et al. (2015)). The embeddings composition and

the sentiment learning processes were conducted within Neu Tw-StAR which was

constructed as a shallow feed-forward neural network of single hidden layer.

6.2. Neu Tw-StAR Model Description

As seeking to answer the question: Can a shallow neural model, trained with

embeddings specifically formulated to target the dialectal content, rival more com-

plicated neural architectures?, therefore, Neu Tw-StAR model was implemented

as a feed-forward neural network in which sentiment-specific, syntax-ignorant n-

grams embeddings are composed via SOWE function, and learned in a supervised

manner. The generated n-gram embeddings were then employed as discriminating

features to predict the positive/negative sentiment of DA contents.

As it is shown in Figure 6.1, given the input negative training tweet in Ex-

ample 6.3, a sequence of six n-grams is generated by going through the tweet using

a fixed-size sliding window.

Example 6.3
�

IK
YK. B@ È
	Q 	
�K
 @Yg B

�
éjJ
�

	
� 	á�jJ
K. AÓ H. Q

	
jJ
K.

�
IK
YK. @ ÉÒªJ
K. AÖÏ YK
Ym.

Ì'@ 	PðY
	
JK
ð

upon update, the new version of Windows makes things worse rather than better;

as an advice do not update your system

Having the n-grams generated, each of which is associated with the polarity

[0,1] which represents the negative polarity of the previous tweet. Later, n-grams

are, fed to Neu Tw-StAR model where the correspondent embeddings for their con-

stituent words are constructed at the embeddings layer, composed and formulated as

n-gram embeddings at Lambda layer and learned as sentiment features while being

forwarded through Neu Tw-StAR layers. Finally, n-gram embeddings are exploited,

at the output layer, to recognize the sentiment of the input tweet. Below is a detailed
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Figure 6.1. Neu Tw-StAR sentiment analysis model

description of each layer, where the model’s notations are listed in Table 6.3.

The Embedding layer is responsible of projecting words in the input into

their corresponding dense vector representations. Given the input sentences, in or-

der to handle their varying lengths, each sentence S of l words was formulated as

a sequence of fixed-length n-grams generated using a sliding window of a specific

size C. Unlike (Tang et al. (2014)) who used corrupted input n-grams, where an

input n-gram missing a word is being fed to the model aiming to learn the syntactic

information of context words, whole n-grams were fed to the embedding layer of

our model such that each n-gram is accompanied with the sentiment label of the

sentence from which it was derived. Having the n-grams prepared and accompa-

nied with the vector representing the sentiment label ([1,0] for positive and [0,1]

for negative) of the sentence from which they were derived, their constituent words

were mapped into the corresponding embeddings using the embeddings weight ma-

trix M∈ R|V | xd where |V | is the vocabulary size and d denotes the embedding

dimension.

The Embedding layer is responsible of projecting words in the input into

their corresponding dense vector representations. Given the input sentences, in or-
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der to handle their varying lengths, each sentence S of l words was formulated as

a sequence of fixed-length n-grams generated using a sliding window of a specific

size C. whole n-grams were fed to the embedding layer of our model such that

each n-gram is accompanied with the sentiment label of the sentence from which

it was derived. Having the n-grams prepared and accompanied with the vector rep-

resenting their relevant sentiment label ([1,0] for positive and [0,1] for negative),

their constituent words were mapped into the corresponding embeddings based on

the embeddings weight matrix M∈ R|V | xd where |V | is the vocabulary size and d

denotes the embeddings dimension.

The weights of the embedding matrix M were initialized using Glorot uni-

form initialization (Glorot and Bengio (2010)) then optimized while training the

model. It should be noted that, we could not use pretrained word embeddings for

initialization, as the available Arabic pretrained word embeddings from Zahran et

al. (2015) and (Al-Rfou et al. (2013)) were generated using MSA/Egyptian corpora

which can lead to out-of-vocabulary (OOV) issues especially when dealing with the

Tunisian and Moroccan content where less common words with MSA/Egyptian do

exist. Thus, for a single fixed-length n-gram containing a sequence of words {wi,

wi+1, wi+2 , ..., wi+C-1}, each word wi is represented by a unique integer index i ∈

[0,V] and stored as a one-hot vector veci whose values are zero in all positions ex-

cept at the i-th index. To obtain the embedding vector vi of a word wi, its one-hot

vector veci is multiplied by the embedding matrix M as in equation (1)

vi = veci ∗M ∈ R1 x d (1)

As each row of the embedding matrix M denotes the dense embeddings of

a specific word in the vocabulary, multiplying the one-hot vector of each word in

the input by the embedding matrix M, will essentially select one of M rows that

corresponds to the embeddings of this word.

The resulting word embeddings generated for each word of the input n-gram

were then combined using the compositional model SOWE. This was performed by

the next linear layer Lambda, where an element-wise sum is applied over the word

embedding vectors obtained from the previous layer. Hence, the output of lambda

layer is a single embeddings vector Olambda ∈ R1x|d| resulting from the element-wise

sum of the embeddings vectors produced by the embedding layer and correspond

to the input words that denote a single n-gram and contained in a window of a
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Table 6.3. Notations used of Neu Tw-StAR model
Symbol Description
C sliding window’s size
w input word
i integer index of a word
M weight embedding matrix
|V | vocabulary size
d embedding dimension
veci one-hot vector of wi

vi embedding vector of wi

Olambda output of lambda layer
Whl hidden layer’s weights
bhl hidden layer’s biases
Ohl output of the hidden layer
h σ hard sigmoid activation function
ŷ predicted sentiment label
y the gold sentiment label
k number of the classes
θ model’s weights and biases

fixed-size C :

Olambda =
C∑
i=1

vi ∈ R1xd (2)

In the subsequent hidden layer (hl), the output from the previous layer Olambda

is subjected to a linear transformation using the weights matrix Whl ∈ Rdx2 and bi-

ases bhl ∈ R1x2:

Ohl = f(Olambda ∗Whl + bhl) ∈ R1x2 (3)

Where Whl and bhl form the model’s parameters that are learned and optimized

during the training process and f refers to the activation function that introduces

non-linear discriminative features to our model. Here, we have used Hard sigmoid

activation function h σ (Courbariaux et al. (2016)) identified in equation (4). Hard

sigmoid is an approximation of the standard sigmoid activation function; it is de-

fined as a piece-wise function whose output are very similar to the traditional sig-

moid, however, it is computationally cheaper which leads to a smarter model with

the learning process accelerated in each iteration (Gulcehre et al. (2016)).

h σ(x) = clip((x+ 1)/2, 0, 1) = max(0,min(1, (x+ 1)/2)) (4)
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where clipping bounds are -2.5 and 2.5 and its derivative is given as below:

ˆh σ(x) =


0 if x <-2.5 or x >2.5

0.2 otherwise
(5)

Finally, the output Ohl resulting from the hidden layer is forwarded into the

output layer (Ol) where a softmax function is applied to induce the estimated prob-

abilities for each output label (positive/negative) of a specific n-gram. Where each

n-gram is accompanied with the predicted two dimensional label [1,0] denoting

positive or [0,1] indicating negative.

ŷ = softmax(Ohl) ∈ R1x2 (6)

Softmax selects the maximum score among the two predicted conditional

probabilities to denote positive or negative polarity of an input n-gram where the

distribution of the form [1,0] was assigned for positive while [0,1] distribution form

was adopted for negative. Thus, if the gold sentiment polarity of an n-gram is pos-

itive, the predicted positive score should be higher than the negative score while if

the gold sentiment polarity of a word sequence is negative, its positive score should

be smaller than the negative score. Then, to decide the polarity of the whole sen-

tence, the predicted positive scores and negative scores of n-grams are summed then

each of which is divided by the number of the n-grams contained in this sentence

resulting two values representing the potential positive and negative scores of the

input sentence. The final sentence polarity is, thus, decided according to the greater

among these two values. Cross-entropy loss between gold sentiment distribution

and predicted distribution was adopted such that the loss function of the model:

J(θ) = −
∑

k={0,1}

yk log ŷk (7)

Where y ∈ R2 is the gold sentiment value represented by a one-hot vector, ŷ is

the sentiment predicted by the model while θ refers to the parameters (weights and

biases) of the model to be learned and optimized during the training process.

6.3. Training details and Model’s Parameters

The key hyper parameters of the proposed model are the sliding window size

C which defines the n-gram scheme to be adopted and the embeddings dimension
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d. We have selected both parameters’ values empirically during the model tuning

period. According to (Socher et al. (2013)), narrower windows lead to better per-

formance in syntactic tests while wider ones score a better performance in semantic

tests. Therefore, we have tested different quite large values of the sliding window

size C to select the size that achieves the best evaluation measures. Similarly, the

emdeddings dimension size was selected empirically among several examined val-

ues.

For efficient training, Glorot uniform initialization by (Glorot and Bengio

(2010)) was used to set the weights of the embeddings layer. Glorot initialization

makes sure the weights are “just right” across the model’s layers, keeping the signal

in a reasonable range of values, through avoiding too massive and too tiny weight

values with which learning could not be useful. This is achieved by drawing samples

from a uniform distribution within -limit, limit where limit is defined in equation 8.

limit =

√
6

fan in+ fan out
(8)

Where fan in is the number of input units in the weight tensor, while fan out is the

number of output units in the weight tensor.

To train the proposed neural network, the back-propagation algorithm with

Adaptive Moment estimation (Adam) stochastic optimization method (Kingma and

Ba (2014)) has been used. Adam optimizer combines the early optimization speed

of Adagrad (Duchi et al. (2011)) with the better later convergence of various other

methods like Adadelta (Zeiler (2012)) and RMSprop (Tieleman and Hinton (2012)).

This is done through calculating learning rates and storing momentum changes for

each model’s parameter separately. The parameters update rule in Adam (see Equa-

tion 11) uses the first moment mt (the mean) that represents the decaying average

of the past gradients computed by Equation 9 in addition to the second moment vt

(the uncentered variance) calculated by Equation 10 which refers to the decaying

average of past square gradients.

mt = β1mt-1 + (1− β1)gt (9)

vt = β2vt-1 + (1− β2)gt
2 (10)

Where β1 and β2 ∈ [0,1] control the exponential decay rates of the moving averages

of the first current moment mt and the second current moment vt while gt denotes
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the gradients at timestep t.

θt+1 = θt −
η√
v̂t + ε

m̂t (11)

Where θt denotes the current parameters, θt+1 are the updated parameters, η refers to

the learning rate, ε is a smoothing term that avoids division by zero while m̂t and v̂t

represents the bias-corrected values of mt and vt respectively which are calculated

as follows:

m̂t =
mt

1− β1
t

(12)

v̂t =
vt

1− β2
t

(13)

To handle the over-fitting issue, Dropout was used as a regularization mech-

anism. The value of the dropout parameter was selected empirically during the

model’s tuning period.

6.4. Conclusion

In this chapter, we presented our embedding features-based Neural model

Neu Tw-StAR. Based on the varying syntactic nature and the free word order of DA,

we presented our unordered, syntax-ignorant n-gram embeddings as sentiment fea-

tures of DA. Throughout this chapter, we described how the proposed embeddings

were generated based on the unordered additive composition function SOWE and

learned within our shallow neural model Neu Tw-StAR. Adopting such a shallow

architecture along with unordered compositionality, we aim to produce expressive

sentiment embedding features for the DA contents and to provide a robust imple-

mentation with less training time compared to deep learning models. These concepts

will be practically investigated through a variety of experiments introduced in the

next chapter.
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7. NEU TW-STAR EXPERIMENTS AND EVALUATION

This chapter reviews the experiments conducted using Neu Tw-StAR to

mine the sentiment in Eastern/Western DA datasets. The following sections in-

clude an investigation of the efficiency of the proposed model in terms of the de-

veloped n-gram embedding features, the employed SOWE composition function,

the consumed training time and the implementation shallow neural architecture.

This is done by exploring the performances of Neu Tw-StAR against those ob-

tained whether by the stat-of-the-art embedding methods, using other unordered

composition functions, or with several deep neural architectures adopted for imple-

mentation. By the end of this chapter, we provide a comprehensive evaluation of

the proposed model highlighting the merits it introduces to support the specificity

of DA.

7.1. Experimental Setup

Aiming to examine the efficiency the proposed model across various Arabic

dialects, and for different sizes of data, we employed Neu Tw-StAR to mine the sen-

timent embedded in seven benchmark datasets having Eastern (Syrian, Jordanian,

Egyptian, Gulf) or Western (Tunisian, Moroccan) Arabic dialectal content. It should

be noted that, due to the lack of embeddings-based ASA systems, it was not always

possible to compare our model with deep neural ASA baselines; Since, for most of

the studied datasets, the available baseline systems are hand-crafted features-based.

Therefore, in order to enable a comprehensive evaluation of the proposed model, we

developed our own deep neural systems to perform SA of the tackled datasets (see

Section 5.2) and considered them as embeddings-based baselines. All the experi-

ments were conducted using Tensorflow within Google Colab cloud service using

the processing power of NVIDIA Tesla K80 GPU.
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7.1.1. Datasets

Besides the Arabic datasets, of positive/negative polarity, described in Sec-

tion 5.2 and listed in Table 5.1; Neu Tw-StAR was applied on the following datasets:

• Jordanian Egyptian Gulf (JEG): a medium-sized dataset investigated in (Al-

towayan and Tao (2016)). It combines 4,294 positive/negative tweets from

three datasets of MSA/DA content including: (a) Jordanian: Artwitter (Ab-

dulla et al. (2013)), (b) Egyptian: ASTD (Nabil et al. (2015)) and (c) Gulf:

QCRI (Mourad and Darwish (2013)).

• Moroccan Election dataset (MEC): refers to a large-sized social/political dataset

of 10,253 positive/negative tweets, collected by Elouardighi et al. (2017) dur-

ing the Moroccan elections in 2016.

• Tweets Emoji Arabic Dataset (TEAD): A large scale dataset combines tweets

from multiple domains (Abdellaoui (2018)). It is composed of 555,924 posi-

tive/negative tweets written in several Eastern and Western Arabic dialects.

Adopting the same divisions of training, development and test sets for each

dataset, we review the detailed statistics of these sets in Table 7.1, where Jor, Egy,

Gul, Train, Dev and Avg.S.L. refer to Jordanian, Egyptian, Gulf, training set, devel-

oping set and average lengths of sentences in a dataset, respectively.

Table 7.1. Statistics of Neu Tw-StAR evaluation datasets
Dialect Dataset size Train Dev Test #words Avg-SL
Jordanian AJGT 1,800 1,152 288 360 5,933 9

ArTwitter 1,979 1,266 317 396 6,083 9
Jor/Egy/Gul JEG 4,294 2,747 687 860 16,455 12
Tunisian TEC 3,043 1,947 487 609 9,457 11

TSAC 7,366 4,680 1,170 1,516 15,005 10
Moroccan MEC 10,253 6,561 1,641 2,051 31,546 15
DA TEAD 555,924 355,792 1,641 88,948 111,184 13

7.1.2. Hyper Parameters Adjustment of Neu Tw-StAR Model

The hyper parameters (C, d) of Neu Tw-StAR were assigned empirically.

Among several window sizes ranging from 4 to 10, a window size value of 8 was
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adopted as it produced the best F-measure in all datasets using the validation Dev

dataset (see Table 7.2). Consequently, each input sentence is represented by a set

of 8-grams to be fed to the model. Similarly, upon examining three embedding

dimension sizes equal to 50, 100 and 150, and several dropout rates ranging from

0.2 to 0.5, d=100 and dropout=0.2 were adopted, since these values scored the best

F-measure during the model’s tuning period.

Table 7.2. F-measure values (%) with dev sets for different window sizes

Dataset C=4 C=5 C=6 C=7 C=8 C=9 C=10
AJGT 80.0 79.1 79.1 79.9 82.0 80.8 76.7
ArTwitter 81.4 82.7 82.7 83.0 83.3 82.3 81.5
JEG 71.3 72.4 73.4 73.4 73.8 73.3 72.5
TEC 84.7 85.1 87.6 87.9 87.9 83.6 81.2
TSAC 71.1 81.9 86.1 85.9 86.6 86.5 86.3
MEC 67.5 66.3 63.9 68.6 68.6 67.1 66.5

7.2. Neu Tw-StAR Evaluation Experiments

With the objective of answering the research questions listed in Section 1.3,

the efficiency of Neu Tw-StAR, as a SA model of several Arabic dialects, was evalu-

ated through the conduction of various experiments considering several aspects: (a)

Training embedding features, (b) Embeddings composition function, (c) Implemen-

tation neural architecture and (d) Consumed training time. In the following sections,

we review and analyze the obtained results for each experiment where we adopted

the evaluation measures explained in Section 2.5.

7.2.1. Syntax-Ignorant n-gram Embeddings Evaluation

The efficiency of our n-gram embeddings, composed by SOWE, was eval-

uated against word embeddings (word2vec) and document embeddings (doc2vec).

To conduct a fair comparison, word2vec (Mikolov et al. (2013)) and doc2vec (PV-

DBoW/PV-DM) (Le and Mikolov (2014)) algorithms were trained on each of the

studied datasets with sentiment labels included in the training process. In addi-

tion, the training parameters such as the window size and embedding dimensions

101



were unified across the evaluated embedding methods: word2vec, doc2vec (PV-

DBoW/PV-DM) and Neu Tw-StAR. It should be noted that, within doc2vec we

can recognize two mapping methods: (a) Distributed Bag of Words (DBoW) which

learns and composes the sentence embeddings regardless of the order of words; and

(b) Distributed memory (DM) that follows the CBOW mechanism, as it considers

the words’ order while learning the sentence embeddings vector (Le and Mikolov

(2014)).

Table 7.3. Neu Tw-StAR with n-gram, word2vec and doc2vec embeddings

Dataset Embeddings P. (%) R. (%) F1 (%) Acc. (%)
AJGT word2vec 72.1 73.1 71.2 71.4

doc2vec (DM) 54.4 54.4 51.9 51.9
doc2vec (DBoW) 58.0 57.7 54.4 54.4
n-gram (Neu Tw-StAR) 82.5 83.2 82.8 83.3

ArTwitter word2vec 72.0 71.9 71.9 72.0
doc2vec (DM) 61.2 60.7 60.1 60.4
doc2vec (DBoW) 63.1 60.6 58.2 59.9
n-gram (Neu Tw-StAR) 85.4 84.9 84.8 84.9

JEG word2vec 59.3 59.2 59.2 59.4
doc2vec (DM) 58.5 57.9 57.4 58.4
doc2vec (DBoW) 61.2 59.4 58.2 60.2
n-gram (Neu Tw-StAR) 75.8 74.3 74.3 74.8

TEC word2vec 62.6 59.7 58.4 61.9
doc2vec (DM) 65.6 59.3 56.4 62.2
doc2vec (DBoW) 62.9 58.9 56.7 61.4
n-gram (Neu Tw-StAR) 87.4 88.4 87.8 88.2

TSAC word2vec 78.0 77.2 77.4 78.2
doc2vec (DM) 61.0 58.3 57.2 61.7
doc2vec (DBoW) 55.9 54.1 52.1 58.0
n-gram (Neu Tw-StAR) 86.2 86.3 86.2 86.5

MEC word2vec 63.6 64.0 63.8 69.1
doc2vec (DM) 74.7 65.0 66.4 76.6
doc2vec (DBoW) 60.4 56.6 56.4 69.3
n-gram (Neu Tw-StAR) 76.2 71.2 72.8 79.2

TEAD word2vec 70.3 60.8 61.4 74.3
doc2vec (DM) 69.5 60.3 60.8 74.0
doc2vec (DBoW) 73.5 61.1 61.7 75.3
n-gram (Neu Tw-StAR) 67.2 61.9 62.7 73.3

Having the word embeddings, document embeddings and n-gram embed-

dings generated for each of the studied corpora, they were used one by one as fea-

tures to train Neu Tw-StAR on recognizing the sentiment of the datasets in Table

7.1. To train our model with word2vec and doc2v embeddings, the embedding layer

in Neu Tw-StAR was replaced with the embeddings produced by word2vec and
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both variants of doc2vec, respectively. The learned word2vec/doc2vec embeddings

were then passed through the shallow architecture of Neu Tw-StAR. Table 7.3, lists

the sentiment classification performances achieved using syntax-ignorant n-grams

composed by SOWE, word vectors mapped by word2vec and sentence vectors pro-

duced by doc2vec (PV-DBoW/PV-DM) for all datasets.

The results in Table 7.3 suggest the outperformance of the proposed em-

beddings over those generated by word2vec and doc2vec models with a signifi-

cant margin in F-measure values for most datasets. The best F-measure value was

achieved for TEC dataset with a value of 87.8% compared to 58.4%, 56.4% and

56.7% scored by word2vec, doc2vec (PV-DM) and doc2vec (PV-DBoW), respec-

tively. This could be explained by the ability of SOWE to accurately capture the

semantic information along with the synonymous relations among words coping

with the claim stated in (White et al. (2015)). This was further emphasized through

examples from the visualization maps provided in Section 7.2.2. In addition, for

JEG dataset that combines three different dialects, the F-measure obtained using

n-gram embeddings increased by 15.1%, 16.9% and 16.1% compared to word2vec,

doc2vec (PV-DM) and doc2vec (PV-DBoW), respectively. This indicates how the

proposed embeddings can address the differences among various dialects through

ignoring the syntactic structure and word order, and focusing on the semantic re-

lations based on the ability of SOWE to efficiently enrich the composed n-gram

embeddings with semantic/synonymous regularities.

On the other hand, it can be seen from Table 7.3 that for datasets, hav-

ing an MSA-dominated content such as MEC, doc2vec (PV-DM), which takes

the words’ order into account, performed significantly better than word2vec and

doc2vec (PV-DBoW). Indeed, the achieved accuracy for MEC dataset with the em-

beddings learned by doc2vec (PV-DM) was 76.6% compared to 69.1% and 69.3%

scored by word2vec and doc2vec (PV-DBoW), respectively.

7.2.2. Syntax-Ignorant n-gram Embeddings Visualization

Aiming to inspect the performance of the developed n-gram embeddings

thoroughly, we visualized the learned n-gram embedding vectors learned by Neu

Tw-StAR and compared them towards word embedding vectors of word2vec and
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document embeddings of doc2vec (PV-DBoW). This was done by projecting the

embedding vectors into a two dimensional space using the t-Distributed Stochastic

Neighbor Embedding (t-SNE) technique (Maaten and Hinton (2008)).

Table 7.4. Embeddings maps of word2vec, doc2vec and Neu Tw-StAR

Dataset Word2vec Doc2vec Neu Tw-Star

AJGT

ArTwitter

JEG

TEC

TSAC

MEC

Considering the figures in Table 7.4, a clustering behavior of the words that

compose n-grams or document embeddings could be observed in both Neu Tw-

StAR and doc2vec (PV-DBoW) models. In word2vec model, however, word vectors

tend to spread sparsely in the embeddings space. This was reflected on the ability

of the word embeddings as expressive SA features. To clarify that, when exploring

TSAC word map, we noticed that pure Tunisian dialectal words like “¼ñJ. m
�

	
' @


” (we

love you), “ A
	
JJ.j. ªK
” (we like it), “ù



ëAK.” (good), “½J
J
m

�
	
'” (we praise you), which are all

bear positive sentiments, were mapped by Neu Tw-StAR model close to each other

in the embeddings space. However, when looking to the representations created for
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the same dataset by doc2vec (PV-DBoW), we come through the words “¼ñJ. m
�

	
' @


” (we

love you), “ �
éÊë

	
YÓ” (magnificent) and “ �

éÊK
Aë” (excellent), which all refer to a positive

sentiment, yet they are mapped close to the negative words “ Aê¢�ÜØ” (how boring),

“ 	á�
¢�AÓ” (dull) and “ l .
×A

	
g” (a dirty man) in the embeddings space.

7.2.3. SOWE Composition Function Evaluation

According to White et al. (2015), in the context of sentence semantic simi-

larity NLP task, SOWE was proved to be the best-performing composition function

in expressing and encoding the semantic information within the phrase/sentence

embedding vectors. Based on that, we investigated how SOWE would perform for

the sentiment analysis task, compared to another unordered composition function:

Avg, which was used in (Iyyer et al. (2015)). For this purpose, we composed our n-

gram embeddings by SOWE then using Avg function. Afterwards, both embedding

variants were used to train Neu Tw-StAR model.

Table 7.5. AVG, SOWE impact on SA of the dialectal datasets.

Dialect Dataset SOWE AVG
F(%) Acc. (%) F (%) Acc. (%)

Jordanian (Eastern) AJGT 82.8 83.3 82.2 83.1
ArTwitter 84.8 84.9 83.8 83.9

Jor/Egy/Gul (Eastern) JEG 74.3 74.8 73.5 74.2
Tunisian (Western) TEC 87.9 88.3 89.0 89.5

TSAC 86.2 86.5 87.1 87.7
Moroccan (Western) MEC 72.8 79.2 74.0 80.6
Eastern+Western TEAD 62.7 73.3 68.1 75.7

Table 7.5 reviews the performances resulting from training Neu Tw-StAR

with embeddings composed by SOWE and Avg functions for the studied datasets.

Considering the results shown in Table 7.5, we can observe that for the East-

ern dialect datasets: AJGT, ArTwitter and JEG, SOWE produced more expressive

features than the Avg function. However, for the Western dialect datasets, Avg

could slightly outperform SOWE as the achieved F-measure values were 89.0%,

87.1% and 74.0% compared to 87.9%, 86.2% and 72.8% for TEC, TSAC and MEC

datasets, respectively. This could be attributed to the nature of the Western dialects

where many transliterated words derived from French, Spanish and Tamazight lan-

guages do exist (Zaidan and Callison-Burch (2014)). Being transliterated, these
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words are usually written in different writing styles which makes SOWE missing

the synonymous relations among such words bearing same or close sentiments, and

hence, leads to less expressive embedding features compared to Avg.

7.2.4. Neu Tw-StAR Shallow Architecture Evaluation

Through the proposed model, we are seeking to obtain an efficient sen-

timent classification performance using a less complicated architecture and with

the least time overhead. Therefore, Neu Tw-StAR was designed as a shallow feed-

forward neural network with one hidden layer. The ability of Neu Tw-StAR to rival

deep neural models was examined by feeding our n-gram embeddings to train two

deep neural models having the building units: CNN and LSTM, in addition to the

DAN model developed in (Iyyer et al. (2015)). The CNN-based model was cloned

from (Kim (2014)), while LSTM-based model was developed with several depths

(2,3,4,5) formulated by stacking LSTM layers. Within these architectures, two type

of experiments were conducted:

• The first experiment involved using training n-gram embeddings composed

by SOWE composition function.

• The second experiment, however, employed n-gram embeddings composed

via Avg composition function.

The efficiency of the shallow Neu Tw-StAR model was, then, assessed through

conducting a comparison between the sentiment classification performances yield-

ing from the previous shallow/deep SA models for SOWE and AVG compositionali-

ties. Tables 7.6 and 7.7 summarize the obtained results where (Arch.) and (Time) re-

fer to the adopted model architecture and the consumed training time, respectively.

It should be noted that, for LSTM-based model, we selected the best performances

achieved by various depths. In addition, DAN system in Table 7.6 was trained with

embeddings composed by SOWE and not by AVG as in (Iyyer et al. (2015)), while

its 2-hidden layers deep architecture was retained.

As it can be seen from Table 7.6, in AJGT, ArTwitter and JEG datasets, Neu

Tw-StAR outperformed LSTM-based, CNN-based and DAN deep models, whereas

it achieved a slightly better F-measure for MEC and TEAD datasets. A compara-
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Table 7.6. Neu Tw-StAR, CNN, LSTM and DAN performances by SOWE

Dataset Arch. Depth # F1 (%) Acc. (%) Time (sec)
AJGT LSTM 4 81.6 82.8 77 sec

CNN 3 80.1 81.4 34 sec
DAN 2 79.0 79.7 20 sec
Neu Tw-StAR 1 82.8 83.3 23 sec

ArTwitter LSTM 2 82.2 82.0 102 sec
CNN 3 80.0 80.2 41 sec
DAN 2 80.7 81.0 24 sec
Neu Tw-StAR 1 84.1 84.1 26 sec

JEG LSTM 5 72.3 72.7 290 sec
CNN 3 73.9 74.1 130 sec
DAN 2 72.0 72.7 80 sec
Neu Tw-StAR 1 74.3 74.8 91 sec

TEC LSTM 5 88.0 88.3 188 sec
CNN 3 87.1 88.0 75 sec
DAN 2 88.6 89.2 47 sec
Neu Tw-StAR 1 87.8 88.2 52 sec

TSAC LSTM 2 89.1 89.4 412 sec
CNN 3 84.9 85.8 168 sec
DAN 2 87.3 87.7 107 sec
Neu Tw-StAR 1 86.2 86.5 121 sec

MEC LSTM 5 72.1 77.2 1292 sec
CNN 3 70.1 76.3 637 sec
DAN 2 71.1 76.9 388 sec
Neu Tw-StAR 1 72.8 79.2 466 sec

TEAD LSTM 4 62.7 73.4 31 hrs 30 mins
CNN 3 62.0 74.6 24 hrs
DAN 2 62.2 74.1 19 hrs 50 mins
Neu Tw-StAR 1 62.7 73.3 20 hrs

ble performance, however, was observed for TEC and TSAC, where LSTM-based

model was the best performing system for these datasets. This could be attributed

to the efficiency of SOWE in producing more discriminating features for Eastern

dialect datasets such as AJGT, ArTwitter and JEG compared to Western dialect

collections. However, in general, we cannot ignore the ability of Neu Tw-StAR to

be an efficient replacement of more complicated deep models. Especially that, for

most datasets, Neu Tw-StAR managed to provide a quite good sentiment classifica-

tion performance with fewer parameters and much faster training time compared to

LSTM-based, CNN-based and DAN deep models.

Similarly, the results listed in Table 7.7 shows the competent performance

achieved by Neu Tw-StAR compared to the other models where it scored the best F-

measure values for TEC, MEC and JEG datasets; While comparable performances
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were obtained for AJGT, ArTwitter, TSAC and TEAD datasets.

Table 7.7. Neu Tw-StAR, CNN, LSTM and DAN performances by Avg

Dataset Arch. Depth # F1 (%) Acc. (%) Time
AJGT LSTM 5 82.4 83.3 78 sec

CNN 3 80.4 81.9 34 sec
DAN 2 79.6 81.1 21 sec
Neu Tw-StAR 1 82.2 83.1 23 sec

ArTwitter LSTM 1 84.4 84.4 99 sec
CNN 3 82.5 82.6 41 sec
DAN 2 76.5 76.8 25 sec
Neu TW-StAR 1 83.3 83.3 26 sec

JEG LSTM 4 71.4 72.0 286 sec
CNN 3 72.8 73.3 129 sec
DAN 2 72.4 73.0 81 sec
Neu Tw-StAR 1 73.1 73.5 91 sec

TEC LSTM 4 87.5 87.8 194 sec
CNN 3 86.3 86.7 76 sec
DAN 2 87.9 88.3 47 sec
Neu Tw-StAR 1 89.0 89.5 52 sec

TSAC LSTM 3 88.9 89.2 411sec
CNN 3 87.3 87.9 169 sec
DAN 2 81.7 83.2 108 sec
Neu Tw-StAR 1 87.1 87.7 123 sec

MEC LSTM 5 72.9 79.0 1316 sec
CNN 3 71.0 79.3 641 sec
DAN 2 73.5 79.3 400 sec
Neu Tw-StAR 1 74.0 80.6 478 sec

TEAD LSTM 4 66.2 75.0 31 hrs 10 mins
CNN 3 62.3 75.1 25 hrs 30 mins
DAN 2 69.5 77.4 18 hrs 40 mins
Neu Tw-StAR 1 68.1 75.7 18 hrs 20 mins

7.2.5. Neu Tw-StAR Vs. Baseline systems

The performances obtained by Neu Tw-StAR using SOWE composition

function were further compared against the baseline systems that tackled the same

datasets (see Table 7.8). Due to the lack of embeddings-based Arabic SA systems,

we had to compare to the available hand-crafted baseline models: Alomari et al.

(2017); Sayadi et al. (2016); Elouardighi et al. (2017) for AJGT, TEC and MEC,

while for the datasets: ArTwitter, JEG and TSAC embedding-based baseline mod-

els were provided by Al-Azani and El-Alfy (2017); Altowayan and Tao (2016);

Mdhaffar et al. (2017). Compared to the state-of-the-art applied on the investigated
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datasets (See Table 7.8), our results showed that Neu Tw-StAR, trained with syntax-

ignorant n-gram embeddings, could improve the classification performance over the

baseline systems in most datasets.

Table 7.8. Neu Tw-StAR Vs. baseline models
Dataset model F1 (%) Acc. (%)
AJGT hand-crafted (Alomari et al. (2017)) 88.3 88.7

Neu Tw-StAR 82.8 83.3
ArTwitter combined LSTM(Al-Azani and El-Alfy (2017)) 87.2 87.2

CNN (Dahou et al. (2016)) - 85.0
Neu Tw-StAR 84.1 84.9

TEC hand-crafted (Sayadi et al. (2016)) 63.0 71.1
NeuTw-StAR 87.8 88.2

TSAC MLP/doc2vec (Mdhaffar et al. (2017)) 78.0 78.0
NeuTw-StAR 86.2 86.5

MEC hand-crafted Elouardighi et al. (2017) - 78.0
Neu Tw-StAR 72.8 79.2

JEG word embeddings Altowayan and Tao (2016) 79.6 80.2
Neu Tw-StAR 74.3 74.8

As we can see in Table 7.8, with Neu Tw-StAR applied, the accuracy val-

ues increased by 17.1%, 8.3% and 1.2% for TEC, TSAC and MEC datasets, re-

spectively. Here, we can notice that, the less accuracy increment was reported in

MSA/Moroccan MEC dataset; This defines the proposed embeddings as expressive

features of pure dialectal content more than they are for MSA ones; as the free

word order and varying syntactic structure of dialects can be be better handled by

SOWE. Moreover, for ArTwitter dataset, a competent performance was achieved by

Neu Tw-StAR against complicated neural architectures such as CNNs adopted by

Dahou et al. (2016) and combined LSTMs used in (Al-Azani and El-Alfy (2017)),

where the accuracy decreased by 0.1% and 2.3% compared to (Dahou et al. (2016))

and (Al-Azani and El-Alfy (2017)), respectively. Consequently, a shallow neural

model such as Neu Tw-StAR trained with embeddings, specifically composed to

target the Arabic dialectal content, can rival much more complicated neural archi-

tectures. In addition, for JEG dataset that contains three different dialects, although

Neu Tw-StAR could not outperform the baseline system, a satisfying performance

was achieved without the need for a huge external knowledge resources such as the

training dataset used in (Altowayan and Tao (2016)) to provide the word embed-

dings.
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7.2.6. Neu Tw-StAR Training Time Evaluation

Besides the competent performance of the our shallow model against more

complicated deep architectures, Neu Tw-StAR could accomplish the training phase

consuming less time compared to LSTM-based and CNN-based models. This is re-

viewed in Table 7.6 and Table 7.7 where we can notice that, in AJGT dataset, it took

23 seconds to train the features composed by SOWE (Table 7.6) while LSTM and

CNN models consumed 77 seconds and 34 seconds, respectively. Similar behavior

could be observed in Table 7.7.
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Figure 7.1. Training Time comparison for embeddings composed by SOWE.

This could be explained by the high computational complexity consumed at

each layer of the LSTM model, where at every time step, in addition to the recurrent

input, if the input is already yielded from an LSTM layer (in the case of stacked

LSTMs), the current LSTM, then, can create a more complex feature representation

of the current input (Al-Azani and El-Alfy (2017)); which, in turn, raises the time

overhead. In addition, the learning mechanism adopted by the CNN-based model

involves detecting multiple feature patterns through using various kernel sizes then

concatenating their outputs at each convolution(Kim (2014)); Consequently, more
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Figure 7.2. Training Time comparison for embeddings composed by Avg.

time is required for training compared to that needed by Neu Tw-StAR. The training

time consumed across the studied models: CNN, LSTM, DAN and Neu Tw-StAR is

illustrated in Figure 7.1 and Figure 7.2 for SOWE and Avg composition functions,

respectively.

On the other hand, considering Figures 7.1 and 7.2, it could be noted that,

the 2-hidden layer deep model (DAN) proposed by Iyyer et al. (2015) achieved the

best training time among all the model architectures for both SOWE and Avg com-

position functions. However, when exploring the training time values recorded for

our model and those of DAN’s, we can see that the latter is consuming slightly less

time compared to Neu Tw-STAR as DAN needed a training time less by 3, 2, 5

and 11 seconds for AJGT, ArTwitter, TEC and JEG datasets, respectively. In addi-

tion, for large-sized datasets such as MEC and TSAC, although this time difference

increases, yet, it does not exceeds 78 seconds and it is compensated by the better

sentiment classification performance achieved by Neu Tw-StAR for these datasets

(see Table 7.7 and Table 7.6). Similarly, for the large-scaled dataset TEAD, DAN

and Neu Tw-StAR consumed quite same training time and were of the least time

overhead among the studied architectures, as it can be seen from Figure 7.3, where
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the comparison was done for both SOWE and Avg composition functions. This re-

flects the ability of less complicated models such as Neu Tw-StAR and DAN to

maintain a robust performance overhead while handling different sizes of datasets.

In the same context, for Neu Tw-StAR model, although learning features

composed by Avg requires a little bit more time than those composed by SOWE for

large-sized datasets, the time needed to train the model with both feature variants,

increases according to the size of the input data as it can be seen from Figure 7.4.

7.3. Evaluation Summary

With such a variety of experiments, it was revealed that, the presented model

Neu TwStAR trained with syntax-ignorant n-gram embeddings could classify the

sentiment of several dialects better than most of the baseline systems and deep com-

plicated architectures. The evaluation process considered several aspects including

the learned n-gram embeddings and their efficiency as discriminating DA sentiment

features, the adopted composition function and the robustness of the employed shal-

low architecture. This enabled answering the last four research questions listed in

Section 1.3 as follows:

RQ4: Compared to context-aware embedding algorithms: word2vec and doc2vec,

can the proposed syntax-ignorant embeddings provide a better mapping of senti-

mental words and, hence, a better SA performance?

• With Eastern/Western Arabic datasets used for evaluation, our learned syntax-

ignorant n-gram embedding features proved their efficiency as expressive and

discriminating features for multiple Arabic dialects where training Neu Tw-

StAR with the propsoed n-gram embeddings achieved remarkably better eval-

uation measures compared to word2vec and doc2vec (PV-DBoW, PV-DM)

embeddings.

• Based on exploring the visualization maps of the word embeddings learned by

Neu Tw-StAR, word2vec and doc2vec (PV-DBoW) models, it was possible

to deduce that several words of close sentiments were better mapped using

Neu Tw-StAR model.
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RQ5: With the existence of several unordered composition functions, is the quality

of the proposed DA n-gram embeddings, related to a specific composition function?

• Being composed by SOWE function, our unordered, syntax-ignorant n-gram

embeddings emphasized the efficiency of using unordered additive composi-

tion model in the SA task as the produced performances by n-gram embed-

dings were better than those learned via word2vec and doc2vec (PV-DM/PV-

DBoW) models.

• The comparison between SOWE and Avg for the SA task of Eastern and

Western Arabic dialectal content showed that, the sentiment of Eastern di-

alects were better expressed by SOWE-composed features, while the fea-

tures formulated by Avg led to better sentiment classification performance

for Western dialect datasets.

RQ6: How likely is it for a shallow neural model, trained with embeddings specif-

ically formulated for DA, to rival complicated neural architectures?

• At the implementation level, it was revealed that, a shallow neural model such

as Neu Tw-StAR, trained with unordered embeddings, can address the vary-

ing syntax structure and free word order issues of DA yielding a competent

performance with much more complicated deep learning architectures. This

was emphasized by evaluating Neu Tw-StAR performance against deep SA

models having the building units: LSTM and CNN; where Tw-StAR rivaled

or sometimes overcome these models.

RQ7: At the implementation level, is it worthy to give up the newly-emerged deep

architectures and adopt a feed forward shallow one, in return for reducing the con-

sumed training time?

• Considering the consumed training time, it was observed that, compared to

LSTM/CNN-based models, Neu Tw-StAR consumed less training time in all

datasets. In contrast, compared to DAN system (Iyyer et al. (2015)), our shal-

low model consumed quite similar training time for the large-scaled dataset

TEAD indicating that, less complicated architectures with unordered com-

posed embedding features can handle the increased size of training data ex-

hibiting a reduced time overhead.
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7.4. Conclusion

In this chapter, we reviewed the various experiments carried out to eval-

uate Neu Tw-StAR as an efficient SA model of Eastern/Western Arabic dialects.

Through the proposed experiments, we investigated the ability of the our syntax-

ignorant n-gram embeddings to represent the DA sentiment compared to the context-

aware, syntax-aware embedding algorithms state-of-the-art embeddings: word2vec

and doc2vec. We, further, examined how expressive are our n-gram features, based

on exploring the embedding visualization maps of n-gram embeddings and study

the spatial relations between words of similar/opposite sentiments. Then, we justi-

fied our selection for the additive composition function by investigating its perfor-

mance against the unorderd average composition function. At the implementation

level, we questioned the ability of the shallow architecture of Neu Tw-StAR to ri-

val complicated, deep neural architectures besides the baseline models, in terms of

the sentiment classification performances and the consumed training time. Finally,

we provided a comprehensive assessment of the proposed model highlighting the

merits it introduces to support the specificity of DA.
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8. CONCLUSIONS AND FUTURE WORK

In this dissertation, we have investigated the problem of Sentiment Analysis

(SA) of Dialectal Arabic (DA) on social media. We have introduced two SA models:

HCB Tw-StAR (Section 4) and Neu Tw-StAR (Section 6). Through the proposed

models, we employed novel preprocessing tasks, generated expressive feature vari-

ants and evaluated different classification methods and architectures. This final sec-

tion, recaps the presented SA models, reviews our contributions and findings and

provides an insight into the potential future directions.

8.1. Research Summary

The ”Arab Spring” incidents have been accompanied with a revolutional

growth of the Arabic opinionated content on social media platforms. With most of

the shared comments, tweets and reviews being written in DA, an efficient ASA

model needs to consider the complex morphological and linguistic properties of the

Arabic language (Section 3.2), let alone, the non-standard grammatical nature and

the drastic semantic/syntactic variances among Eastern and Western Arabic dialects

(Section 6.1). In this thesis, we tackled SA of the DA content on social media, we

aimed to develop a dialect-independent ASA model that could be easily applied

across a wide variety of Arabic dialects.

In line with our thesis goal, we presented two ASA models: HCB Tw-StAR

(Section 4) and Neu Tw-StAR (Section 6). While each model has its own type of

sentiment features and classification methods, they were both used efficiently to

mine, analyze and recognize the sentiment of multiple Eastern and Western Arabic

dialects. This was achieved with the least dependence on Arabic NLP tools and

without the need for external knowledge resources. A summary of the specifications

and contributions involved within each of the presented models is given below.

116



8.1.1. HCB Tw-StAR

In this model, we focused on bridging the variances among the Arabic di-

alects by adopting universal text components such as NEs to be included among

the sentiment features. In addition, we provided expressive, dialectal, hand-crafted

sentiment features generated based on novel combinations of preprocessing tasks

where no dialect-specific morphological analyzers were employed and with the

least dependence on dialectal resources. The efficiency of the proposed hand-crafted

features was evaluated within supervised and lexicon-based classification methods.

The main contributions introduced by this model are:

• NEs As Sentiment Indicatives: in contrast to previous studies which ignored

or eliminated NEs while conducting SA, and given that NEs are universal

text components across the different Arabic dialects, we introduced NEs as

sentiment indicatives and included them among the hand-crafted features of

supervised and lexicon-based classifiers (Section 4.2). This required associat-

ing each NE in the studied corpus with a specific polarity (positive/negative).

Therefore, we developed an algorithm to detect the sentiment borne by an NE

based on the local contextual content (Section 4.2.2). Having NEs sentiment

identified, each NE was replaced by a specific textual tag indicating its po-

larity. This on one hand reduced the features size by unifying all NEs into

two textual tags, and on the other hand resolved the issue of confusing some

Arabic person names with sentimental adjectives (El-Beltagy and Ali (2013);

El-Makky et al. (2014)). The role of NEs in inferring the sentiment was, then,

investigated for Eastern (Levantine) and Western (Tunisian) Arabic dialects

at a coarse-grained sentiment analysis level;

• Novel Preprocessing Task combinations for Better SA: aiming to develop

a less dialect-dependent SA model, we formulated several combinations out

of the following preprocessing tasks: stopwords removal, stemming, light

stemming, lemmatization, emoji tagging, negation detection and NEs tagging

(Section 4.3). Thus, novel sentiment hand-crafted features could be obtained

based on the preprocessed text. With various combinations of preprocess-

ing tasks applied, HCB Tw-StAR was evaluated as a coarse-grained senti-

ment analysis model for Arabic (Jordanian/Tunisian) and non-Arabic (Turk-
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ish) datasets (Section 5.4.3). In addition, the efficiency of HCB Tw-StAR

was further assessed at a fine-grained sentiment analysis level where we con-

ducted multi-label emotion classification of DA, English and Spanish textual

contents (Section 5.4.4);

• The Joint Impact of Preprocessing and NEs on SA: with both preprocess-

ing and sentimental NEs involved, we applied HCB Tw-StAR to mine the

sentiment in Jordanian and Tunisian Arabic dialectal contents at a coarse-

grained sentiment analysis level. This enabled examining the joint impact of

NEs and preprocessing on SA of Eastern and Western Arabic dialects (Sec-

tion 5.5).

8.1.2. Neu Tw-StAR

Through this model, we dispensed the preprocessing phase and provided

a SA model that learns low-dimensional, real-valued expressive features from an

input raw text. Neu Tw-StAR was developed as a dialectal-independent SA model

such that it can handle the variances among dialects and could be applied across dif-

ferent Arabic dialects. This was done by adopting novel syntax-ignorant, sentiment-

specific, unordered n-gram embedding features. The features generation and learn-

ing process was conducted within a shallow neural architecture which reduces the

computation complexity and thus the consumed training time. The main contribu-

tions introduced by this model are:

• Syntax-Ignorant and Sentiment-Specific n-gram Embeddings for DA: when

exploring the different Arabic dialects, we realized that with the free word

order and the varying syntactic nature of DA (Section 6.1), the syntactic in-

formation cannot be relied on to provide expressive features for DA. There-

fore, unlike the contextual-aware, syntactic-aware embedding methods used

in (Mikolov et al. (2013); Le and Mikolov (2014); Tang et al. (2014)), we

introduced syntax-ignorant, sentiment-specific n-gram embeddings in which

the syntactic information were ignored by learning the embeddings from whole

and non-corrupted (not missing a word) n-grams; while the sentiment infor-

mation was better captured and integrated as the learned embeddings were
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sentiment-informed since the polarity labels were associated with the input

training instances (Section 6.2). A comprehensive statistical and visual eval-

uation was provided for the proposed n-gram embeddings as they were com-

pared against State-Of-The-Art context-aware, syntax-aware embedding meth-

ods: word2vec (Mikolov et al. (2013)) and doc2vec (Le and Mikolov (2014))

(Section 7.2.1,Section 7.2.2).

• Unordered Compositionality for N-gram Embeddings: we opted to com-

pose our n-gram embeddings using the unordered additive composition func-

tion SOWE (Section 6.2); as it was proved to be the best in capturing the

semantic information for the sentence similarity task exhibiting a low com-

putation overhead (White et al. (2015)). This enabled the proposed n-gram

embeddings to handle the free word order and incorporate the semantic and

synonymous regularities of the input DA contents leading to more expressive

sentiment embedding features (Section 7.2.1). Later, we evaluated SOWE

as an efficient replacement of the unordered Avg function used in (Le and

Mikolov (2014); Iyyer et al. (2015)) through conducting a comparison be-

tween the sentiment classification performances yielded from n-gram embed-

dings composed by SOWE and Avg functions, respectively (Section 7.2.3);

• Shallow Neural Architecture: as we are seeking to accomplish the SA task

of DA using a less complicated neural architecture and within a less training

time, we implemented Neu Tw-StAR as a feed-forward neural model of a

single hidden layer (Section 6.2). Bearing in mind that most of the State-Of-

The-Art studies adopted deep neural models (Iyyer et al. (2015); Dahou et al.

(2016); Al-Azani and El-Alfy (2017); Baniata and Park (2016); Gridach et al.

(2017)), we investigated the ability of our shallow Neu Tw-StAR to rival deep

neural models having two hidden layers: DAN (Iyyer et al. (2015)) in addi-

tion to Convolutional Neural Networks (CNN) and Long short Term Memory

netwotks (LSTM) models specifically-built for this study to be trained on the

tackled datasets. This provided a comprehensive comparison between the per-

formance of the proposed shallow neural model and that of deep neural mod-

els in terms of the achieved evaluation measures and the consumed training

time (Section 7.2.4, Section 7.2.6).
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8.2. Findings Summary

Over the course of this thesis, we have presented two novel models for

SA of DA on social media. The efficiency of the proposed models was assessed

at coarse-grained and fine-grained sentiment analysis levels using several Eastern

and Western dialectal Arabic datasets in addition to English, Spanish and Turk-

ish datasets (Section 5.2,Section 7.1.1). As seeking a comprehensive evaluation for

both HCB Tw-StAR and Neu Tw-StAR models, we conducted various experiments

(Section 5,Section 7) through which the employed preprocessing tasks, the gener-

ated sentiment feature types and the implementation details and architecture were,

thoroughly, investigated. This enabled answering the research questions evoked by

this thesis (Section 1.3). In the following list, we review and summarize our findings

while associating them with the relevant research questions for both of the presented

models.

RQ1: Are NEs reliable enough to infer the DA sentiment within hand-crafted

feature-based SA models? And is it more likely to have a better SA perfor-

mance for datasets rich of NEs?

• Considering the experiments conducted in Section 5.3, we found that the role

of NEs in SA was more clear within the lexicon-based classifier of HCB Tw-

StAR as the the classification performances were remarkably improved when

NEs were considered among the features. However, the impact of NEs on

the SA performance obtained by the proposed supervised SA classifier was

inconclusive. This could be attributed to the fact that our NEs sentiment detec-

tion algorithm adopts a context-ignorant manner to associate NEs with their

proper sentiments; which copes with the strategy followed by the lexicon-

based method where context information do not count while recognizing the

sentiment.

• When exploring the number of NEs extracted and sentimentally-annotated in

a dataset (Section 5.3); then tracking the achieved improvement in the senti-

ment classification performance for this dataset, we found that the improve-

ment in the SA performance depends on the accurate sentiment annotation

of NEs more than the number of them in a dataset. In this context, we have
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noticed that in corpora having a good degree of consistency, training and test

sets tend to contain overlapped NEs used within the same domain. Thus, the

NEs sentiment detection algorithm (Section 4.2.2) can obtain an unanimous

over the sentiment of a specific NE which, in turn, leads to an improved SA

performance (Section 5.3.1, Section 5.3.2).

RQ2: Which combination of preprocessing tasks can lead to an improved per-

formance in hand-crafted features-based SA models?

• The experiments conducted using the supervised classifier of HCB Tw-StAR

(Section 5.4.1) specified stemming, negation detection and tagging, the com-

bination (emoji tagging, stemming) and the combination (light stemming,

negation) as the best-performing preprocessing tasks for SA of DA. On the

other hand, stemming, negation detection and the combination (emoji, stem-

ming) were found of the best impact on the sentiment classification perfor-

mance conducted by the lexicon-based classifier of HCB Tw-StAR with DA

datasets (Section 5.4.2).

RQ3: Would the sentiment classification performance improved if NEs were

included together with specific combinations of preprocessing tasks?

• This has been investigated through the experiments carried out with both NEs

processing and preprocessing phases included within HCBTw-StAR model

(Section 5.5). The preprocessing tasks which will be combined with NEs

were selected carefully based on their impact on the SA performance for

each of supervised and lexicon-based classifiers of HCB Tw-StAR (Section

5.4.1,Section 5.4.2). The results indicated that further improvement in the

sentiment classification performance could be obtained when integrating NEs

with specific single/combinations of preprocessing tasks for Eastern (Jorda-

nian) and Western (Tunisian) Arabic dialects.

RQ4: Compared to context-aware embedding algorithms: word2vec and doc2vec,

can the proposed syntax-ignorant embeddings provide a better mapping of sen-

timental words and, hence, a better SA performance?

• The comparison conducted between the proposed syntax-ignorant n-gram

embedding features and word2vec (Mikolov et al. (2013)), doc2vec (Le and
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Mikolov (2014)) embedding algorithms indicated that our n-gram embed-

dings were more expressive and discriminating for multiple Arabic dialects.

This was proved statistically as the proposed n-gram embeddings achieved

remarkably better evaluation measures compared to word2vec and doc2vec

(PV-DBoW, PV-DM) embeddings (Section 7.2.1).

• With t-SNE tool used to visualize our n-gram embeddings against word2vec

and doc2vec embeddings in a two-dimensional space, we could explore the

visualization maps of the word embeddings learned by Neu Tw-StAR with

n-gram embeddings, word2vec and doc2vec (PV-DBoW) models. Hence, it

could be noted that the proposed n-gram embeddings could map words of

similar sentiments close to each other in the embeddings space (Section 7.2.2).

RQ5: With the existence of several unordered composition functions, is the

quality of the proposed DA n-gram embeddings, related to a specific composi-

tion function?

• When we compared the SA performances obtained by our n-gram embed-

dings, word2ved and doc2vec against each other (Section 7.2.1), it could

be deduced that the using SOWE to compose the proposed n-gram embed-

dings yielded better sentiment classification performances and, hence, more

expressive sentiment features compared to word2vec and doc2vec whose em-

beddings were composed via the Avg composition function.

• On the other hand, when SOWE was replaced with Avg to compose the

syntax-ignorant n-gram embeddings which were used to train Neu Tw-StAR,

we found that while the sentiment of Eastern dialects were better expressed

by SOWE-composed n-gram features, the n-gram embedding features formu-

lated by Avg led to better sentiment classification performance for datasets of

Western Arabic dialects (Section 7.2.3).

RQ6: How likely is it for a shallow neural model, trained with embeddings

specifically formulated for DA, to rival complicated neural architectures?

• To answer this question, we evaluated Neu Tw-StAR performance against

deep SA models: LSTM, CNN and DAN (Iyyer et al. (2015)) (Section 7.2.4).

The results revealed that a shallow neural model such as Neu Tw-StAR,
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trained with unordered n-gram embeddings, could rival or sometimes over-

come the investigated deep neural models. This indicates the ability of Neu

Tw-StAR to address the varying syntactic nature and the free word order is-

sues of DA yielding a competent performance with more complicated deep

neural architectures.

RQ7: At the implementation level, is it worthy to give up the newly-emerged

deep architectures and adopt a feed-forward shallow one, in return for reduc-

ing the consumed training time?

• Considering the results obtained by the experiments in Section 7.2.4), it was

observed that, compared to LSTM/CNN-based models, Neu Tw-StAR con-

sumed less training time in all datasets. In contrast, compared to DAN system

(Iyyer et al. (2015)), our shallow model consumed quite similar training time

for the large-scaled dataset TEAD indicating that, less complicated architec-

tures with unordered composed embedding features can handle the increased

size of training data exhibiting a reduced time overhead.

8.3. Future Directions

Through this thesis, we aimed to remedy some of the existing gaps in ASA

domain by introducing two SA models for DA with novel hand-crafted and em-

bedding features. Considering the challenging nature of DA, we believe that further

improvement of the obtained SA performances could be achieved at different levels.

The possible directions of future work may include:

• Preprocessing tasks improvement and extension: besides the preprocess-

ing tasks employed by HCB Tw-StAR, the obtained SA performances would

be further improved if negation detection strategy was extended to handle

irony and sarcastic content. In addition, using a Tunisian stopwords list in-

stead of the adopted MSA stopwords might enhance the stemming task. Re-

garding Turkish SA, we assume that adopting a negation detection pattern for

verbs would assist in recognizing negated verbs more accurately and enhance

the sentiment classification performance.
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• Supporting an improved exploitation of NEs in SA: for underrepresented

dialects and multilingual contents. Given the lack of the needed pretrained

embeddings for underrepresented Arabic dialects, it would be better if Tunisian

corpora were provided to produce the pretrained word vectors which will

be used in the NER system (Gridach (2016)). Hence, special Tunisian NEs

such as the singer name “ 	
àñ

	
¯A¿” could be recognized as a person name and

tagged properly, rather than being, mistakenly, identified as the MSA word

that means “enough” having the stem “
	

¬A¿”. This would also enable recog-

nizing the different writing styles of NEs. In addition, it would be useful if the

idea of involving NEs in the SA task could be extended for other languages

such as English, French and Turkish.

• Extending syntax-ignorant n-gram embeddings: to be used for DA lexi-

con construction; where a multi-dialectal lexicon would be constructed based

on the spatial distances among the word vectors of the n-gram embeddings

learned within Neu Tw-StAR and visualized by t-SNE tool. It would be inter-

esting to examine if the proposed syntax-ignorant n-gram embeddings can be

employed in SA of informal social media posts written in other languages.

• Towards devoting the ethical aspect of ASA: with the freedom of expres-

sion privilege granted to social media users, it became easy to spread abu-

sive/hate propaganda against individuals or groups. Beyond the psychological

harm, toxic online contents can lead to actual hate crimes (Matsuda (2018)).

This provokes the need for automatic detection of toxic contents on social

media. Hate speech and abusive language detection can be considered as a

subtask of SA for which hand-crafted/embedding features along with various

machine learning techniques are used. However, while there is an increased

number of hate speech/abusive language detection studies for Indo-European

contents, similar research for DA remains very limited. This is due to the lack

of the publicly-available hate speech/abusive language resources. Building

such resources involves several difficulties in terms of data collection and an-

notation, especially for underrepresented Arabic dialects. Thus, there is still

a lot to do to explore this new area of SA, especially with the volatile polit-

ical/social atmosphere in the Arab world; where intensive debates on social

media are, unfortunately, rich of abusive and hate speech.
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