
Design of High-Quality Low-Order Nonrecursive 
Digital Filters Using the Window Functions 

 
 
 
 
 
 
 

Ph.D. Thesis 
in 

Electrical and Electronics Engineering 
University of Gaziantep 

 
 
 
 
 
 
 
 
 
 

Supervisor 
 Prof.Dr. Arif NACAROĞLU 

 
 
 
 
 
 
 

by 

Kemal AVCĐ 

September 2008



 
 
 
 
 
 
 
 
 
 

Dedicated to the memories of my brothers 
 
 

HAYDAR and TACĐM 
 
 

                                                          In this life, you both are not with me anymore  
but will live in my heart forever… 



 i 

ABSTRACT 
 

DESIGN OF HIGH-QUALITY LOW-ORDER NONRECURSIVE DIGITAL 
FILTERS USING THE WINDOW FUNCTIONS 

 
AVCĐ, Kemal 

Ph.D. in Electrical and Electronics Engineering 
Supervisor: Prof.Dr. Arif NACAROĞLU 

September 2008, 143 pages 

 
The aim of the thesis study is to present a new window function (or simply 

window) to provide better nonrecursive filter characteristics than the filters designed 

by the windows in the literature. To achieve this aim, four windows - namely 

Exponential, Cosh, modified Cosh and modified Kaiser - are proposed. 

 

The Exponential and Cosh windows are derived by replacing the modified 

Bessel function of first kind of order zero in the Kaiser window with the exponential 

and cosine hyperbolic functions, respectively. Unlike the Kaiser window, they have 

an advantage that they have no power series expansion in their time domain 

representations. The spectrum design equations are established for these windows. 

The simulation results show that compared to the Kaiser window for the same 

window length and mainlobe width, they provide very good sidelobe roll-off ratio 

characteristic - which may be useful for some applications. But, in terms of the ripple 

ratio, the Kaiser window performs better results. As for the comparison with the 

three-parameter Ultraspherical window, the Exponential window performs better in 

ripple ratio characteristic for narrower mainlobe width and larger sidelobe roll-off 

ratio with fixing the window length, mainlobe width and sidelobe roll-off ratio. For 

wider mainlobe width and smaller sidelobe roll-off ratio, it performs worse ripple 

ratio. The Cosh window performs better ripple ratio characteristic for wider mainlobe 

width and larger sidelobe roll-off ratio. But, for narrower mainlobe width and smaller 

sidelobe roll-off ratio, the Ultraspherical window provides better results. 

 

Third and fourth proposed window functions are the modified Cosh and 

modified Kaiser windows which are derived by proposing a third adjustable 
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parameter to the two-parameter Cosh and Kaiser windows, respectively. The 

simulation results show that they provide superior ripple ratio characteristics 

compared to the Kaiser and Cosh windows. 

 

As for the applications of the proposed windows in the design of nonrecursive 

digital filters, the filter design equations for the Exponential and Cosh windows are 

obtained, and then they are compared with the Kaiser window. The simulation results 

show that the Kaiser window provides better results in terms of the minimum 

stopband attenuation. But, the Exponential and Cosh windows are better in terms of 

the maximum stopband attenuation which may be useful for some applications. The 

optimum solutions for the modified Cosh and modified Kaiser windows are found, 

and then the simulation results show that these two modified windows performs very 

good results in terms of the minimum stopband attenuation compared to the Kaiser 

window. 

 

The comparisons with the well known window functions in literature show that 

the proposed modified Cosh and modified Kaiser windows can provide the best 

quality in terms of the minimum stopband attenuation for a fixed filter order, and 

also provide lowest filter order for a fixed minimum stopband attenuation. 

Key words: Nonrecursive Digital Filters, Window Functions, Exponential 

Window, Cosh Window, Modified Cosh Window, Modified Kaiser Window, Kaiser 

Window, Ultraspherical Window. 
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ÖZET 
 

PENCERE FONKSĐYONLARI KULLANARAK YÜKSEK KALĐTELĐ 
DÜŞÜK DERECELĐ YĐNELEMESĐZ SAYISAL SÜZGEÇLERĐN TASARIMI 

 
AVCĐ, Kemal 

Doktora Tezi, Elektrik Elektronik Mühendisliği Bölümü 
Tez Yöneticisi: Prof.Dr. Arif NACAROĞLU 

Eylül 2008, 143 Sayfa 

 
Tez çalışmasının amacı, yeni bir pencere fonksiyonu (veya basitçe pencere) 

sunarak literatürde bulunan pencereler tarafından tasarlanmış süzgeçlerden daha iyi 

yinelemesiz süzgeç karakteristikleri sağlamaktır. Bu amacı gerçekleştirmek için, 

Üstel, Cosh, geliştirilmiş Cosh ve geliştirilmiş Kaiser adlarında dört pencere 

önerilmiştir. 

 

Üstel ve Cosh pencereleri, Kaiser penceresindeki sıfır dereceli birinci tür 

geliştirilmiş Bessel fonksiyonun yerine sırasıyla üstel ve kosinüs hiperbolik 

fonksiyonlarının konulmasıyla türetilmişlerdir. Kaiser penceresinden farklı olarak, 

zaman alan gösterimlerinde güç serileri bulunmama avantajına sahiptirler. Bu 

pencereler için spektrum tasarım denklemleri oluşturulmuştur. Benzeşim sonuçları 

göstermektedir ki aynı pencere uzunluğu ve analob genişliği için Kaiser penceresine 

kıyaslan bazı uygulamalar için kullanışlı olabilecek çok iyi yanlob azalma 

karakteristiği sağlamaktadırlar. Fakat tepecik oranı açısından Kaiser penceresi daha 

iyi sonuçlar vermektedir. Üç-parametreli Ultraspherical pencereyle kıyaslamada ise, 

aynı pencere uzunluğu, analob genişliği ve yanlob azalma oranı için daha dar analob 

genişliği ve daha büyük yanlob azalma oranında Üstel pencere daha iyi tepecik oranı 

karakteristiği sağlamaktadır. Daha geniş analob genişliği ve daha küçük yanlob 

azalma oranında ise daha kötü tepecik oranı sağlar. Cosh pencere, daha geniş analob 

genişliği ve daha büyük yanlob azalma oranında daha iyi tepecik oranı karakteristiği 

sağlamaktadır. Fakat, daha dar analob genişliği ve küçük yanlob azalma oranında ise 

Ultraspherical pencere daha kötü sonuçlar verir. 
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Üçüncü ve dördüncü önerilen pencere fonksiyonları, sırasıyla iki parametreli 

Cosh ve Kaiser pencerelerine üçüncü bir ayarlanabilir parametrenin önerilmesiyle 

türetilmiş olan geliştirilmiş Cosh ve geliştirilmiş Kaiser pencereleridir. Benzeşim 

sonuçları göstermektedir ki Kaiser ve Cosh pencerelerine kıyaslan çok daha iyi 

tepecik oranı karakteristiği sağlamaktadırlar. 

 

Önerilen pencerelerin yinelemesiz sayısal süzgeçlerin tasarlanmasındaki 

uygulamaları için ise, Üstel ve Cosh pencereleri için süzgeç tasarım denklemleri elde 

edilmiş ve sonrada Kaiser penceresiyle kıyaslanılmışlardır. Benzeşim sonuçları 

minimum geçirmeyen bant azaltması açısından Kaiser penceresinin daha iyi sonuçlar 

verdiğini göstermektedir. Fakat Üstel ve Cosh pencereleri bazı uygulamalar için 

faydalı olabilecek maksimum geçirmeyen bant azaltması açısından daha iyidirler. 

Geliştirilmiş Cosh ve geliştirilmiş Kaiser pencereleri için optimum sonuçlar bulundu, 

ve sonra benzeşim sonuçları gösterdi ki bu iki geliştirilmiş pencere minimum 

geçirmeyen bant azaltması açısından Kaiser penceresine göre daha iyi sonuçlar 

sağlamaktadırlar. 

 

Literatürde iyi bilinen pencere fonksiyonlarıyla yapılan karşılaştırmalar, önerilen 

geliştirilmiş Cosh ve geliştirilmiş Kaiser pencerelerinin sabit bir süzgeç derecesinde 

minimum geçirmeyen bant azaltması açısından en iyi kaliteyi, ayrıca sabit bir 

minimum geçirmeyen bant azaltmasında ise en düşük süzgeç derecesini 

sağlayabileceğini göstermektedir. 

Anahtar Kelimeler: Yinelemesiz Sayısal Süzgeçler, Pencere Fonksiyonları, 

Üstel Pencere, Cosh Pencere, Geliştirilmiş Cosh Pencere, Geliştirilmiş Kaiser 

Pencere, Kaiser Pencere, Ultraspherical Pencere. 
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CHAPTER-1 
 

INTRODUCTION 
 

 

1.1 Background 
 

Digital filters can be considered as the most important and frequently used 

elements in digital signal processing applications. They are classified as finite 

impulse response (FIR) and infinite impulse response (IIR) filters by the duration of 

their impulse response. Each FIR and IIR filters have advantages and disadvantages. 

Therefore, neither of them can be considered as best for all situations. 

 

FIR filters are very popular because they can be designed as always stable and 

having exact linear phase. A disadvantage of FIR filters over IIR filters is their 

implementation complexity in case the filter order is very large. The implementations 

of FIR filters can be done using either recursive or nonrecursive techniques. But, a 

nonrecursive implementation guarantees a stable filter [1]. 

 

To design nonrecursive digital filters, there are many methods in literature such 

as optimization methods, numerical methods, discrete Fourier transform and Fourier 

series method [2]. Although optimum designs can be obtained by using the 

optimization methods, a large amount of computation is required and this makes the 

optimization methods unsuitable for real time applications [2]. On the other hand, 

Fourier series method with windowing is the most straightforward technique to 

design nonrecursive filters and involves a minimal amount of computation compared 

to other methods. The aim to use a window function (or window for short) in Fourier 

series method is to truncate and smooth the infinite duration impulse response of the 

ideal filter.  

 



 2 

1.2 Problem Definition 
 

In literature, many windows have been proposed to obtain better nonrecursive 

digital filters [3-14]. The windows are classified as fixed or adjustable according to 

having number of independent parameters in their functions [9, 15]. Due to their 

flexibility properties, the adjustable windows are preferred for practical applications. 

Despite of existing many windows in literature, the problem is that the filters 

designed by the windows are suboptimal [2], i.e, the filter order required to satisfy a 

given prescribed specifications is not the lowest. And, a higher order filter means 

more computations, more memory, more components and more power. Therefore, 

the researches focused on providing new adjustable windows to improve the filter 

spectral characteristics and to reduce the required filter order are ongoing.  

 

1.3 Thesis Objective 
 

The objective of this thesis research is to find a new adjustable window which 

enables the filter designer to provide a high quality nonrecursive digital filter by 

using a lower order compared to existing window functions in literature. 

 
The Ultraspherical window has three independent parameters, and is shown to 

yield the lowest filter order and highest minimum stopband quality [14]. To achieve 

better results than the Ultraspherical window, the research is focused on providing 

three-parameter windows.  

 

1.4 Literature Summary 
 

Direct truncation of Fourier series causes the oscillations, and these oscillations 

were first explained mathematically by Gibbs in 1899 [16] and therefore they 

became called Gibbs’ Oscillations. 

 
To reduce the effects of Gibbs’ oscillations for practical applications, one 

approach was proposed by Fejer in 1900 [17]. Then, Lanczos proposed a better 

smoothing approach than Fejer averaging approximation in 1956 [18]. These 

methods considered a function with only one jump discontinuity, but Gibbs’ 

oscillations are characteristic of any truncated Fourier series regardless of the number 

of discontinuities [19]. 
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Better smoothing operations are obtained by the window functions. Window 

functions are categorized as fixed or adjustable according to the number of 

independent parameters in their functions. The simplest one is the rectangular 

window, but it performs only direct truncation without smoothing effect. Some of the 

more popular fixed window functions are von Hann, Hamming and Blackman [2]. 

Since the fixed windows have only one parameter-namely the window length, they 

provide only one spectral characteristic for every length. Due to having the shortage 

of flexibility property, they are not useful as much as the adjustable windows for 

practical applications. 

 
Dolph-Chebyshev window proposed by Dolph in 1946 [3] is an important two-

parameter adjustable window. It produces the minimum mainlobe width for a 

specified maximum sidelobe level among the all windows in literature.  

 
Kaiser window is another one of the most important adjustable windows in 

literature. In 1966, it was introduced by Kaiser [20]. It has two parameters and 

achieves close approximations to discrete prolate functions that have maximum 

energy concentration in the mainlobe. The filter design equations for the Kaiser 

window were published by Kaiser in 1974 [4]. It provides better results compared to 

Dolph-Chebyshev window for nonrecursive digital filter design applications. 

 
In 1989 Saramaki proposed another two-parameter adjustable window which is 

also an approximation to discrete prolate functions like the Kaiser window [7]. The 

results published in [7] showed that the filters designed by the Saramaki window 

provided a better stopband attenuation than the filters designed by the Kaiser 

window. Unlike the Kaiser window, the Saramaki window has the advantage of 

having analytical expressions in both frequency and time domains and no power 

series expansions. But as a disadvantage its time domain function is based on the 

recursive expressions like the Dolph-Chebyshev window.  

 
In literature many two-parameter adjustable windows have been proposed. Some 

of them are Poisson [21], Cauchy [21], Gaussian [21], Parzen-Cos6(πt) window 

family [13], but they don’t provide better results than the Kaiser window for 

nonrecursive filter design. Therefore, only Dolph-Chebyshev, Kaiser and Saramaki 

as two-parameter windows will be taken into account for comparisons purpose. 
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In 2001, Deczky introduced the Ultraspherical windows, which are based on the 

Ultraspherical (or Gegenbauer) polynomials, for nonrecursive digital filter design 

[22]. These polynomials took attention after Deczky by some authors as well [23, 

24]. But, the use of Ultraspherical windows in nonrecursive digital filter design was 

investigated in detail by Bergen and Antoniou [14]. They demonstrated that the 

three-parameter Ultraspherical window family yields a lower-order filter compared 

to the filters designed by the Saramaki, Kaiser and Dolph-Chebyshev windows. Also, 

it was shown in the same paper that for a fix filter order the Ultraspherical window 

family yields better stopband attenuation than the well known two-parameter 

windows. The Ultraspherical window family has an important property that the 

Saramaki and Dolph-Chebyshev windows are its special cases.  

 

1.5 Structure of Thesis 
 

The thesis is organized into six chapters, which can be described as follows: 

 
Chapter 1. Introduction – This chapter gives an overview of thesis work, problem 

definition, research objective, prior works and thesis structure. 

 
Chapter 2. Review of Digital Filters – Some background information about the 

digital filters and the advantages of the digital filters over the analog filters are 

explained in Section 2.2. The recursive and nonrecursive digital filters are defined in 

Section 2.3. The design methods for recursive and nonrecursive are discussed briefly 

in Section 2.4. The chapter is concluded with the last section that presents the 

comparison of recursive and nonrecursive digital filters. 

 
Chapter 3. Windowing in Nonrecursive Filters Design – The use of Fourier series 

method in the design of nonrecursive digital filters is explained in Section 3.2. In the 

next section, the Gibbs’ Phenomena which is the undesirable effect in Fourier series 

design method is discussed. The use of window functions in Fourier series method is 

explained in Section 3.4. The definition of a window function with its spectral 

characteristic is given in Section 3.5. The last section presents the well-known fixed 

and adjustable windows in literature. 
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Chapter 4. Proposed Window Functions – This chapter presents four proposed 

adjustable window functions. In Section 4.2 the Exponential window is defined, and 

its spectrum design equations are found. Also, the spectrum comparisons with the 

Kaiser and Ultraspherical windows are achieved. The next proposed window, namely 

Cosh window, is introduced in Section 4.3. Its spectrum design equations and the 

comparisons with the Kaiser and Exponential windows are performed in this section. 

The modified version of the Cosh window is given in Section 4.4. The effect of 

additional parameter on the window spectrum is analyzed, and then the optimum 

solutions for N = 51 and 101 are obtained. The spectrum comparisons are performed 

with the Cosh, Exponential and Kaiser windows. The chapter is concluded with the 

introduction of the modified Kaiser window in Section 4.5. The optimum solutions 

are obtained for N = 51 and 101, and the comparisons are performed with the 

previous proposed windows, Kaiser and Ultraspherical windows. 

 

Chapter 5. Nonrecursive Filters Design Using the Proposed Window Functions 

– This chapter presents the application of the four proposed windows in the design of 

nonrecursive digital filters. In Section 5.2, the filter design using the Exponential 

window is explained. The filter design equations are obtained, and comparisons with 

the Kaiser window in terms of the minimum and maximum stopband attenuations are 

performed. In the next section, the use of Cosh window is explained with providing 

the filter design equations. The filters designed by this window are compared with 

the filters designed by the Exponential and Kaiser windows. In Section 5.4, the filters 

designed by the modified Cosh window are discussed. The effect of additional 

parameter on the filter spectrum is given. The optimum solutions that yield best 

minimum stopband attenuation for the modified Cosh window for N = 51 and 127 

are found. The filter design comparisons are performed with the Cosh, Exponential 

and Kaiser windows. The use of modified Kaiser window in the design of 

nonrecursive digital filters is presented in Section 5.5. Optimum solutions for N = 51 

and 127 are found, and the comparisons with the three proposed and Kaiser windows 

are given. The last section presents two comparison examples between the four 

proposed and four well-known windows in literature in terms of minimum stopband 

quality and filter order. 

 

Chapter 6. Conclusions and Future Works – This last chapter summarizes the 

thesis results and gives recommendation for further work.  
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CHAPTER-2 
 

REVIEW OF DIGITAL FILTERS 
 
 

2.1 Introduction 
 

The chapter begins with some basics about the digital filters. The comparison 

with the analog filters is given. Then, recursive and nonrecursive digital filters are 

introduced. After that, the design methods for recursive and nonrecursive digital 

filters are discussed briefly. The chapter is concluded with the advantages and 

disadvantages of nonrecursive digital filters over recursive filters.   

 

2.2 Digital Filters 
 

Filters are circuits or devices such that their output gain and/or phase vary as a 

function of the frequency of the input. Due to having this frequency sensitivity, they 

are used to pass signals at selected frequencies and reject signals at other frequencies.  

 

In terms of their operations, the filters can mainly be classified as  

� Lowpass filters – allow the low frequency components below the cut-off 

frequency to pass and the high frequency components above the cut-off 

frequency to reject 

� Highpass filters – allow the high frequency components above the cut-off 

frequency to pass and the low frequency components below the cut-off 

frequency to reject 

� Bandpass filters – allow the frequency components inside a certain band 

to pass and the frequency components outside the band to reject 

� Bandstop filters – allow the frequency components outside a certain band  

to pass and the frequency components inside the band to reject 
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Figure 2.1 Lowpass filter amplitude specifications 
 

Figure 2.1 shows the amplitude specifications of a lowpass filter. The parameters 

in the figure are 

wp = passband frequency 

wst = stopband frequency 

ws  = sampling frequency 

Ap  = maximum allowable attenuation in passband 

As  = minimum allowable attenuation in stopband 

 
Also, the cut-off frequency (wct) and the transition width (∆w) are two important 

parameters for a filter specification. They can be found from the following relations 

 
( ) / 2ct st pw w w= +       (2.1) 

                 st pw w w∆ = −      (2.2) 

The filters are categorized as analog or digital according to their physical makeup 

and how they work. In an analog filter, analog electronic circuits which may be made 

up from passive and active components such as resistors, capacitors, operational 

amplifiers (OPAMP) or operational transconductance amplifiers (OTA) are used in 

order to produce the required filtering effect. There are well-established standard 

techniques to design an analog filter circuit for a given requirement. The signal being 

filtered in analog filters is an electrical voltage or current, which is the direct 

analogue of the physical quantity such as a sound signal or transducer output. 

 
As for a digital filter, it uses a digital processor such as a personal computer or 

special digital signal processing chip to perform the filtering effect.  Since the 
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operation is based on numerical calculations on sampled values of the signal, the 

analog input signal must first be sampled and digitized using an analog to digital 

converter. The resulting binary numbers representing the input signal are transferred 

to the processor, which carries out numerical calculations on them. Note that the 

signal in a digital filter is represented by a sequence of numbers rather than a voltage 

or current [25]. 

 

Main advantages of digital filters over analog filters can be listed as follows [26]. 

� A digital filter is programmable. This means that its operation is 

determined by a program stored in the processor's memory. Therefore, 

without changing the hardware, the digital filter can easily be changed. But, 

the circuit of an analog filter must be redesigned to change the operation. 

� Digital filters are easily designed, tested and implemented on a processor. 

� Digital filter characteristics are extremely stable with respect to 

temperature compared to analog filters. 

� Digital filters can operate on low frequency signals accurately, unlike the 

analog filters.  

� Digital filters are more versatile to process signals in a variety of ways. 

For example, adaptive digital filters can adapt to changes in the 

characteristics of the signal. 

2.3 Types of Digital Filters 
 

According to their implementations, the digital filters are classified as recursive 

and nonrecursive. Their brief definitions are given in the following subsections. 

 

2.3.1 Recursive digital filters 
 

The response of a causal recursive digital filter is defined by [27] 

 

0 1

( ) [( ) ] [( ) ]
M L

k k
k k

y nT a x n k T b y n k T
= =

= − − −∑ ∑    (2.3) 
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where y(nT) is the output of the filter at discrete time instance n, ak is the k-th feed 

forward filter coefficient, bk is the k-th feed back filter coefficient, y(n-k) is the filter 

input delayed by k samples, x(n-k) is the filter input delayed by k samples, M is the 

order of numerator, and L is the order of denominator. Note that the output of a 

recursive filter at any instant depends on both the previous inputs and the previous 

outputs. The feedback mechanism is inherent in any recursive structure. 

 

The transfer function of a causal recursive digital filter is defined as 

 

0

1

( )

M
k

k
k

L
k

k
k

a z
H z

b z

−

=

−

=

=
∑

∑
      (2.4) 

 
For causality, the degree of the denominator L must be equal or greater than that of 

the numerator M. The poles of the transfer function can be placed anywhere inside 

the unit circle. 

 
2.3.2 Nonrecursive digital filters 

 

A causal nonrecursive digital filter is defined mathematically as a convolution of N 

filter coefficients with a sequence of input data samples 

 
1

0

( ) ([ ] )
N

k
k

y nT a x n k T
−

=

= −∑      (2.5) 

 
where y(nT) is the output of the filter at discrete time instance n, ak is the k-th feed 

forward filter coefficient, x(n-k) is the filter input delayed by k samples, and N is the 

filter length which is the number of coefficients. Note that unlike the recursive filters, 

the filter output depends only on the previous inputs. This feature is why a 

nonrecursive digital filter has a finite duration impulse response.  

 

The transfer function of an N-length causal nonrecursive digital filter is defined  

 
1 1

0 0

( ) ( )
N N

n k
k

n k

H z h nT z a z
− −

− −

= =

= =∑ ∑      (2.6) 
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where h(nT) is the impulse response of the filter. The poles of a nonrecursive filter 

transfer function are fixed at the origin in the unit circle. 

 

The frequency response of the filter is given by  

 
1

( )

0

( ) ( ) ( )
N

jwT j w jwnT

n

H e M w e h nT eθ
−

−

=

= =∑     (2.7a) 

 
where ( )M w  and ( )wθ  are the amplitude and phase responses of the filter, 

respectively. They are described as 

 

( ) ( )jwTM w H e=       (2.7b) 

 

( ) arg ( )jwTw H eθ =        (2.7c) 

 
 
2.3.3 Linear-phase nonrecursive digital filters 

 
Nonrecursive filters can be designed to have linear or nonlinear phase responses. 

Linear phase digital filters allow all the frequency components of an input signal to 

pass through the filter with the same delay, which means that the group delay 

through the filter is a constant value independent of the frequency. Linear phase 

filters are useful in filtering applications in which you want to minimize signal 

spreading over time. 

  
In order for a nonrecursive filter to be linear phase, its impulse response must be 

symmetric about its center point. Table 2.1 summarizes the frequency responses of 

linear phase nonrecursive filters for four cases [2]. 

 

Table 2.1 Frequency responses of linear-phase nonrecursive digital filters for various cases 

Case h(nT) N H(ejwT) 

I Symmetrical Odd ( 1) / 2( 1) / 2

0
cos

Njw N T
kk

e a wkT
−− −

=∑  

II Symmetrical Even / 2( 1) / 2

1
cos[ ( 1/ 2) ]

Njw N T
kk

e b w k T− −

=
−∑  

III Antisymmetrical Odd ( 1) / 2[ ( 1) / 2 / 2]

0
sin

Nj w N T
kk

e a wkTπ −− − −

=∑  

IV Antisymmetrical Even / 2[ ( 1) / 2 / 2]

1
sin[ ( 1/ 2) ]

Nj w N T
kk

e b w k Tπ− − −

=
−∑  
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The coefficients in Table 2.1 are 

 

0

( 1)

2

N T
a h

− =   
,  

1
2

2k

N
a h k T

 −  = −    
,  2

2k

N
b h k T

  = −    
       (2.8) 

 
           According to the frequency responses given in Table 2.1, each case exhibit 

different properties with respect to the realizable filter characteristics. 

 

� Case-I : There is no restriction for this case. Lowpass, highpass, bandpass 

and bandstop filters can be realized. 

� Case-II: Only lowpass and bandpass filters can be realized. Since the 

frequency response at Nyquist frequency (π/T) is zero, highpass and 

bandstop filters cannot be realized for this case. 

� Case-III: Only bandpass filter can be realized. Since the frequency 

response at Nyquist and dc frequencies is zero, lowpass, highpass and 

bandstop filters cannot be realized for this case.    

� Case-IV: Only highpass and bandpass filters can be realized. Since the 

frequency response at dc frequency is zero, lowpass and bandstop filters 

cannot be realized for this case. 

 
2.4 Digital Filters Design Methods 

 
2.4.1 Recursive digital filters design methods 

 

The design methods for recursive filters can be classified as indirect or direct. 

Indirect design approaches are based on deriving the discrete-time transfer function 

from a continuous-time transfer function, i.e., converting analog filter into a digital 

filter. However, direct design methods generate the discrete-time transfer function 

directly in z-domain.  

 
In the indirect approach, first a continuous-time transfer function that satisfies 

certain specifications is obtained using one of the standard analog-filter 

approximations such as Butterworth and Chebyshev. Then a corresponding discrete-

time transfer function is obtained using one of the following methods [2]. 



 12 

� Invariant impulse-response method 

� Modified invariant impulse-response method 

� Matched-z transformation 

� Bilinear transformation 

 
The obtained discrete time transfer function must satisfy the following realisability 

constraints. 

 
� It must be a rational function of z with real coefficients 

� Its poles must lie within the unit circle of the z plane 

� The degree of the numerator polynomial must be equal to or less 

than that of the numerator polynomial. 

 
The first constraint is due to the fact that the signal is assumed to be real and the 

digital filter elements such as unit delays, adders and multipliers perform the real 

arithmetic. The second constraint is required to have stability. And, the last one is 

required for causality property.  

 
In the invariant impulse-response method, the objective is to design a recursive 

filter having unit sample response that is the sampled version of the impulse response 

of the analog filter. In order for this method to be sufficient the sampling period must 

be selected sufficiently small to completely avoid or at least minimize the effects of 

aliasing. Also, this method is inappropriate for designing highpass filters [28] and 

allpole filters-having only poles in the finite s plane due to spectrum aliasing that 

results from the sampling process [2].  

 

The modified invariant impulse-response method overcomes the problem of 

designing allpole filters, and also can be applied to filters that have zeros in the finite 

s plane. The main problem of this method is the increase in the filter order in order to 

solve the stability problem. This makes the method uneconomical.  

 
Matched-z transformation method is fairly simple to apply and gives reasonable 

results provided that a sufficiently large sampling frequency is used. Its main 

disadvantage is that it introduces a relatively large error in the passband loss. 
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Bilinear transformation method is one of the most important methods for the 

design of digital filters due to having some important advantages. This design 

method preserves the maxima and minima of the amplitude response and, as a 

consequence, passbands and stopbands in the analog filter translate into 

corresponding passbands and stopbands in the digital filter. Furthermore, the 

passband ripple and minimum stopband attenuation in the analog filter are preserved 

in the digital filter. And, the digital filter is stable if the analog filter is stable. The 

main problem of this method is warping effect which introduces frequency-scale 

distortion. Prewarping can be effected by choosing the parameters in the analog filter 

transformations appropriately [2]. 

 
An alternative approach for the design of recursive digital filters is the direct one. 

In this approach, optimization methods are generally used. In the optimization 

methods, a discrete-time transfer function is assumed and an error function is 

formulated on the basis of some desired amplitude and/or phase response. A norm of 

the error function is then minimized with respect to the transfer function coefficients. 

As the value of the norm approaches the zero, the resulting amplitude or phase 

response approaches the desired amplitude or phase response. These methods are 

iterative and, as a result, they usually involve a large amount of computation. 

However, unlike the indirect methods, they are suitable for the design of filters 

having arbitrary amplitude or phase responses. Furthermore, they often yield superior 

designs [2].  

 

2.4.2 Nonrecursive digital filters design methods 
 

Unlike the recursive filters, only direct methods are used for the design of 

nonrecursive digital filters. Four well-known methods are used. These methods are 

[2]: 

 
� Fourier series method using the window method 

� Numerical methods 

� Discrete Fourier transform method  

� Optimization methods 
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The first method provides closed form solutions and, as a result, it is easy to 

apply and involves only a minimal amount of computation. Unfortunately, the 

designs are suboptimal with respect to filter complexity whereby a filter design is 

said to be optimal if the filter order is the lowest that can be achieved for the required 

specifications [2]. The detailed explanation for this method is given in Chapter 3.  

 
Numerical methods use numerical formulas to design the nonrecursive filters 

that can perform interpolation, differentiation or integration. The most fundamental 

numerical formulas are the formulas for interpolation since they form the basis of 

many other formulas, including formulas for differentiation and integration. The 

most commonly used interpolation formulas are the Gregory-Newton, Bessel, 

Everret, Stirling, and Gauss interpolation formulas. A nonrecursive filter is obtained 

by expressing one of the above numerical formulas in the form of difference equation 

[2]. 

 
The discrete Fourier transform method, unlike the Fourier series method with the 

window method, can be used for any given magnitude response. It is useful for the 

design of non-prototype filters where the desired magnitude response can take any 

irregular shape. But, there are some disadvantages with this method. For example, 

the frequency response obtained this method is equal to the desired frequency 

response only at the sampled points. At the other points, there will be a finite error 

present [29]. 

 
Optimization methods provide optimal solutions for the design of nonrecursive 

filters. But they perform this work at the expense of a huge amount of computation. 

The basic idea in the optimization methods is to find the filter coefficients until the 

particular error is minimized. There are various optimization methods as [29] 

 
� Least squared error frequency domain design 

� Weighted Chebyshev approximation 

� Nonlinear equation solution for maximal ripple FIR filters 

� Polynomial interpolation solution for maximal ripple FIR filters 

 
For example, in weighted-Chebyshev method, an error function is formulated for the 

desired filter in terms of a linear combination of cosine functions and is then 
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minimized by using a very efficient multivariable optimization algorithm known as 

the Remez exchange algorithm. When convergence is achieved, the error function 

becomes equiripple as in other types of Chebyshev solutions [2]. The amplitude of 

the error in different frequency bands of interest is controlled by applying weighting 

to the error function. After the well-known McClellan-parks-Rabiner computer 

program [30] was provided for the design of nonrecursive filters, the optimization 

methods found widespread applications. Although the optimization methods yield 

optimum designs, they require a large amount of computation which makes them 

unsuitable for real time applications.   

 

2.5 Comparison of Recursive and Nonrecursive Digital Filters 
 

The main advantages of nonrecursive digital filters over the recursive filters can be 

listed as follows: 

 
� They are simple to design. 

� They are guaranteed to be stable. 

� They can be guaranteed to have perfect linear phase. This is a desirable 

property for many applications such as music and video processing. 

� They have a low sensitivity to filter coefficient quantization errors. This is an 

important property to have when implementing a filter on a DSP processor or 

on an integrated circuit. 

 

The main disadvantage of nonrecursive digital filters over the recursive filters can be 

listed as follows: 

 

� They require a higher order to perform the filtering. Higher order means more 

memory, more power and more processing time.  
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CHAPTER-3 
 

WINDOWING IN NONRECURSIVE FILTERS DESIGN 
 
 

3.1 Introduction 
 

This chapter explains the Fourier series method with windowing for the design 

of nonrecursive digital filters. The chapter begins by examining the use of the 

Fourier series as a tool in the design of nonrecursive digital filters. It turns out that 

due to the Gibbs’ phenomena Fourier series by itself does not yield good designs, but 

by applying the window technique in conjunction with the Fourier series some 

moderately successful approximations can be obtained. After the definition and 

spectral properties of window functions are introduced, the well known and mostly 

used windows in literature are given.   

 

3.2 Filter Design Using the Fourier Series 
 

The idea of using Fourier series in the design of filters comes from the fact that 

the frequency response of a nonrecursive filter is a periodic function of w with period 

ws. Therefore, applying Fourier series for the frequency-domain representation of 

filters, it can be written as [2] 

 

( ) ( )jwT jwnT

n

H e h nT e
∞

−

=−∞

= ∑     (3.1a) 

 
where 

 
/ 2

/ 2

1
( ) ( )

s

s

w jwT jwnT

w
s

h nT H e e dw
w −

= ∫  and 
2

sw
T
π

=    (3.1b) 

 
By letting jwTe z=  in Eq. (3.1a), the transfer function can be obtained as 

( ) ( ) n

n

H z h nT z
∞

−

=−∞

= ∑     (3.2) 
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For a given frequency spectrum, ( )jwTH e , a corresponding transfer function can be 

obtained using Eq. (3.1b) and Eq. (3.2). But, the obtained transfer function becomes 

noncausal and has an infinite order. In order to provide a finite order transfer 

function, the series in Eq. (3.2) can be truncated as 

 
( 1) / 2

( 1) / 2

( ) ( )
N

n

n N

H z h nT z
−

−

=− −

= ∑     (3.3) 

 

where ( ) 0h nT =  is defined for the range ( 1) / 2n N> − .  

By expanding Eq. (3.3), it can be written as 

 
( 1) / 2

1

( ) (0) ( ) ( )
N

n n

n

H z h h nT z h nT z
−

−

=

 = + − + ∑   (3.4) 

 
In order to make the transfer function causal, H(z) is multiplied by ( 1) / 2Nz− − . This 

multiplication changes the group delay by an amount of ( 1) / 2N T− , but does not 

affect the amplitude response of the obtained filter.  

 

3.3 Gibbs’ Phenomena 
 

Gibbs’ phenomena are the observation of oscillations, known as Gibbs’ 

oscillations, in the passband and stopband regions. These oscillations are resulted 

from the direct truncation of Fourier series for the design of nonrecursive filters. 

Figure 3.1 shows the amplitude responses of the lowpass filter designed by the 

Fourier series method for N = 11, 31 and 51.  

 

From Figure 3.1 it is observed that an increase in the window length results in a 

narrower transition width and an increase in the frequency of the passband and 

stopband oscillations. Also, the amplitudes of the oscillations are decreased at both 

low and high frequencies. But, the amplitudes of the last ripple in the passband and 

the first ripple in the stopband remain unchanged. Therefore, since the obtained filter 

characteristic is not good due to Gibbs’ oscillations, the quality of the filter must be 

improved by reduction of Gibbs’ oscillations.  
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 Figure 3.1 Amplitude responses of the lowpass filter for N = 11, 31, and 51 

 
 

3.4 Nonrecursive Digital Filters Design Using the Windowing Method 
 

In the previous section, it is observed that the Fourier series method with direct 

truncation introduces the undesired Gibbs’ oscillations in the amplitude response of 

the filters. To reduce these oscillations, the windowing method using the window 

functions is applied.  

 

The design of nonrecursive digital filters using the window functions involves 

four general steps as follows: 

� First, an idealized frequency response is assumed. Then, using Eq. (3.1) 

an idealized infinite-duration noncausal filter is obtained. 

� To achieve the desired filter specifications, a suitable window is selected.  

� The window function is constructed and applied.  

� As a last step, the resulting finite-duration noncausal filter is converted 

into causal filter. 
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An ideal lowpass filter has a frequency response with a cut-off frequency wct and 

sampling frequency ws as 

 
1

( )
/ 20

ctjwT
id

ct s

w wfor
H e

w w wfor
≤

= 
< ≤

    (3.5) 

 
The infinite-duration impulse response of the ideal noncausal lowpass filter is 

obtained by applying the Fourier series to Eq. (3.5). Straightforward analysis gives 

 
/

0
( ) sin

0

ct

id ct

w T
for n

h nT w nT
for n

n

π

π

 =
= 

≠

    (3.6) 

 
Then, a finite-duration noncausal impulse response is obtained by applying a window 

w(nT) 

 
( ) ( ) ( )nc idh nT w nT h nT=      (3.7) 

 
Note that the multiplication of two discrete functions in time domain corresponds to 

the convolution of their spectrums in frequency domain. Therefore the equation 

above can be written as 

 
( ) ( ) ( )jwT jwT jwT

nc idH e W e H e= ⊗      (3.8) 
 

As explained in Section 3.2, delaying the noncausal impulse response hnc(nT) by a 

duration (N-1)T/2, a causal filter with N-length can be obtained as 

 
      ( ) [( ( 1) / 2) ]c nch nT h n N T= − −   for 0 1n N≤ ≤ −     (3.9) 

 
 

3.5 Window Functions 
 

3.5.1 Definition of window function 
 
The windowing method is used to reduce Gibbs’ oscillations resulting from the 

truncation of a Fourier series by using a class of time-domain functions - known as 

window functions. A typical normalized window function in discrete time domain is 

shown in Figure 3.2. A window function (or simply window), w(nT), with an odd 

length of N is a time domain function which is nonzero for │n│≤ (N-1)/2 and zero 

for otherwise. Although the formalism in this thesis only report on odd length 

windows, the results can be generalized to even length windows.  
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Figure 3.2 A typical normalized window function plotted for N = 31 

 
 

3.5.2 Spectral characteristic of windows 
 
Windows are generally classified and compared in terms of their spectral 

characteristics. The frequency spectral representation of a window w(nT) of length N 

over the range │n│≤ (N-1)/2 is given by  

 
( 1) / 2

( 1) / 2

( ) ( )
N

jwT jwnT

n N

W e w nT e
−

−

=− −

= ∑     (3.10) 

 
Rearranging Eq. (3.10) for the symmetric windows, the frequency spectrum becomes 

 
( 1) / 2

( )

1

( ) ( ) (0) 2 ( ) cos
N

jwT j w

n
W e A w e w w nT wnTθ

−

=

= = + ∑     (3.11) 

 
where A(w) and θ(w) are the amplitude and phase spectrums of a window, 

respectively. And, T is the interval between samples. 

 
A typical window has a normalized amplitude spectrum in dB range as shown in 

Figure 3.3. 
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Figure 3.3 A typical window’s normalized logarithmic amplitude spectrum 

 
The normalized amplitude spectrum shown by Figure 3.3 can be obtained by the 

following equation 

 

10( ) 20 log ( ( ) / (0) )jwT
NW e A w A=                                             (3.12) 

 
The common spectral characteristic parameters to distinguish the windows 

performance are mainlobe width (wM), ripple ratio (R) and sidelobe roll-off ratio (S). 

From Figure 3.3, these parameters can be defined as 

wM = Two times half mainlobe width = 2wR 

R = Maximum sidelobe amplitude in dB - Mainlobe amplitude in dB = S1                                                

S = Maximum sidelobe amplitude in dB - Minimum sidelobe amplitude in dB 

   = S1-SL 

In spectrum analysis applications, the mainlobe width provides a resolution 

measure between adjacent signals while the ripple ratio determines the worst-case 

scenario for detecting weak signals in the presence of strong signals. And, the 

distribution of energy throughout the sidelobes is described by the sidelobe roll-off 
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ratio, which can be of importance if prior knowledge of the location of an interfering 

signal is known [19].  

As for the filter design applications; the mainlobe width affects the transition 

width between the passband and stopband, the ripple ratio causes the ripples in the 

passband and stopband.  And, the sidelobe roll-off ratio determines the distribution 

of stopband energy. 

 
Good windows have the following properties:  

� The mainlobe width should be narrow 

� Ripple ratio should be small  

� Sidelobe roll-off ratio should be large 

Unfortunately, the first two requirements are contradictory [2].  

Note that for the rest of the report, the sampling period (T) is considered as one.                                        

 
3.6 Well-Known Windows in Literature 

 
In literature, many windows have been proposed. They are classified as fixed or 

adjustable according to having number of independent parameters in their functions. 

Fixed windows have only one parameter, namely, the window length which controls 

the mainlobe width. Adjustable windows have two or more independent parameters, 

namely, the window length, as in fixed windows, and one or more additional 

parameters that can control other window characteristics. 

 
3.6.1 Fixed windows 

 
The most well-known and frequently used fixed windows are Rectangular, Von 

Hann, Hamming and Blackman. They are still in use for simple signal processing 

applications. 

 
3.6.1.1 Rectangular window 

 
The Rectangular window is the simplest one among all windows. As the name 

implies, it has a rectangular shape as shown in Figure 3.4. It is defined as [2] 

 

1
1

( ) 2
0

r

N
n

w n
otherwise

− ≤
= 


     (3.13) 
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Figure 3.4 Four common fixed windows in time domain for N = 51 

 
 

The frequency spectrum of the Rectangular window is 

 
sin( / 2)

( )
sin( / 2)

jwT
r

wNT
W e

wT
=                     (3.14) 

 
From Eq. (3.13) it is seen that the Rectangular window can be used for the direct 

truncation, but has no smoothing effect. The Rectangular window has the narrowest 

mainlobe width, but also has the largest ripple ratio among the windows.  

 

3.6.1.2 Von Hann window 
 

The Von Hann (or also known as Hanning) is proposed to have a better ripple ratio 

than the Rectangular window. It is plotted for N = 51 as shown in Figure 3.4 and 

defined by  

 

2 1
0.5 0.5cos

( ) 1 2
0

vh

n N
n

w n N
otherwise

π − + ≤
= −


     (3.15) 

And, the spectrum of Von Hann window is 
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The Von Hann window has better ripple ratio than the Rectangular window, but its 

mainlobe width is two times wider. 

 

3.6.1.3 Hamming window 
 

The Hamming window shown in Figure 3.4 is similar to the Von Hann window, 

but the coefficients of the terms are rearranged to have a better ripple ratio. It is 

defined as 

 

2 1
0.54 0.46cos

( ) 1 2
0

h

n N
n

w n N
otherwise

π − + ≤
= −
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   (3.17) 

 
Its spectrum can be found as 
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wNT N N wNT N N
wT N wT N

π π
π π
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  (3.18) 

 
The Hamming window provides better ripple ratio than the Von Hann window, and 

their mainlobe widths are almost the same. 

 

3.6.1.4 Blackman window 
 

The Blackman window shown in Figure 3.4 has an additional cosine term 

compared to the Von Hann and Hamming windows in order to have a better ripple 

ratio. It is defined as 
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2 4 1
0.42 0.5cos 0.08cos

( ) 1 1 2
0

b

n n N
n

w n N N
otherwise

π π − + + ≤
= − −


    (3.19) 

 
The frequency spectrum of the Blackman window can be found from  

 
[ 2 /( 1)] [ 2 /( 1)]( ) 0.42 ( ) 0.25 ( ) 0.25 ( )jwT jwT j wT N j wT N

b r r rW e W e W e W eπ π− − + −= + +   

 
          [ 2 /( 1)] [ 2 /( 1)]0.04 ( ) 0.04 ( )j wT N j wT N

r rW e W eπ π+ − − −+ +       (3.20) 

 
The Blackman window has better ripple ratio than the previous fixed windows at the 

expense of having widest mainlobe width. 

 
3.6.1.5 Spectral comparison of fixed windows 

 

To observe the spectral differences of the fixed windows in terms of the 

mainlobe width, ripple ratio and sidelobe roll-off ratio, their spectrums are plotted for 

N = 51 as shown in Figure 3.5. From Figure 3.5 and Table 3.1 which summarizes the 

figure, it is seen that the Rectangular window has the narrowest mainlobe width, but 

has also the largest ripple ratio and smallest sidelobe roll-off ratio. The Von Hann  
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Figure 3.5 Spectrums of four common fixed windows for N = 51 
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window has better ripple ratio and sidelobe roll-off ratio than the Rectangular 

window, but its mainlobe width is wider. Hamming window has better ripple ratio 

compared to the Von Hann window at the expense of having a little wider mainlobe 

width. From Figure 3.5 it is observed that the largest sidelobe amplitude occurs at the 

first sidelobe for each window except the Hamming window in which it happens at 

the third sidelobe. Since the sidelobe pattern of the Hamming window is not 

monotonic, it is not suitable to define the sidelobe roll-off ratio for that window. As 

for the Blackman window, it has the best ripple ratio, but has also the worst mainlobe 

width. This example demonstrates that having a narrower mainlobe width and 

smaller ripple ratio for a window is contradictory as mentioned in Section 3.5.  

 

Table 3.1 Comparison of four common fixed windows for N = 51 

Window N wR  R  S 
Rectangular 51 0.1001 -13.25 20.90 
Von Hann 51 0.2352 -31.47 79.32 
Hamming 51 0.2440 -42.31 - 
Blackman 51 0.3549 -58.11 60.16 

 
 

To see the effect of the window length on the fixed windows, a simulation example 

is given below.  It is observed that an increase in the window length results in a 

narrower mainlobe width for all fixed windows. Also, it is seen that the ripple ratio is 

almost independent from the window length.  

 

Table 3.2 Comparison of four fixed windows  
in terms of the ripple ratio and mainlobe width for N = 51 and 101 

Window type R for N = 51 R for N = 101 wR for N = 51 wR for N = 101 
Rectangular -13.25 -13.26 0.1001 0.0506 
Von Hann -31.47 -31.47 0.2352 0.1176 
Hamming -42.31 -42.58 0.2440 0.1212 
Blackman -58.11 -58.11 0.3549 0.1774 

 

3.6.2   Adjustable windows 
 
The most well-known and frequently used adjustable windows are Dolph-

Chebyshev, Kaiser, Saramaki and Ultraspherical. Only the Ultraspherical window 

has three independent parameters, while others have two. 
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3.6.2.1 Dolph-Chebyshev window 
 

This window based on the Chebyshev polynomials is proposed by Dolph [3]. 

The independent parameters are the window length and the ripple ratio. The Dolph-

Chebyshev window is defined as [2] 
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1 0
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for n = 0,1,2,……, (N-1)/2  where  
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Function )(xTk is the kth-order Chebyshev polynomial of the first kind and is 

described as 

 





≥

≤
= −

−

1)cosh(cosh

1)coscos(
)(

1

1

xx
xxk

xTk      (3.21c) 

 
 
 

0 0.5 1 1.5 2 2.5 3
-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

Normalized Frequency (rad/sample)

G
a
in
 (
d
B
)

R = -20

R = -40

R = -60

R = -80

 

Figure 3.6 Dolph-Chebyshev window spectrums for various R with N = 51 
The Dolph-Chebyshev window’s spectrum can be found from 
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Figure 3.6 shows the Dolph-Chebyshev window spectrums for different ripple ratio 

R = -20, -40, -60 and -80 dB for N = 51. It is obviously seen from the figure that the 

sidelobe pattern is fixed, that is, all sidelobes have the same amplitude for each 

window length. This window has an important property compared to the windows in 

literature that a minimum mainlobe width is achieved for a specified ripple ratio. 

Therefore, it is widely used for the beamforming applications in antenna theory.  

 

3.6.2.2  Kaiser window 
 

This window is proposed by Kaiser [20]. It has two independent parameters, 

namely the window length and the adjustable shape parameter αk. The Kaiser window 

is defined by 
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where αk is the adjustable parameter, and I0(x) is the modified Bessel function of the 

first kind of order zero. The function I0(x) can be described by the power series 

expansion as 
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The Kaiser window for αk = 0 corresponds to the rectangular window. While an 

approximation closed formula for the Kaiser window spectrum exists [2], the exact 

Kaiser window spectrum can be obtained using Eq. (3.11). 

        

Figure 3.7 shows the effect of the Kaiser window parameter, αk, on the ripple ratio 

characteristic for N = 51 and 101. It is clearly seen that as αk becomes larger, the 

ripple ratio becomes smaller. Also, it is observed that the ripple ratio remains almost 

the same for a change in the window length. As known from the fixed windows, 
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while the window length increases, the mainlobe width of the Kaiser window 

decreases. 
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Figure 3.7 Relation between αk and R for the Kaiser window with N = 51 and 101 

 

   Kaiser developed the relation between the shape parameter αk and the ripple ratio 

as [31]  
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3.6.2.3 Saramaki window 

 

This window is proposed by Saramaki [7] and like the Kaiser window it is a 

close approximation to the discrete prolate functions which minimize the sidelobe 

energy. In time domain, it is defined by the following recursive relations 
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And, its frequency spectrum is  
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It is demonstrated in [7] that the Saramaki window minimizes the sidelobe energy 

better than Kaiser window. The main advantage of the Saramaki window over the 

Kaiser window is that it has analytic expressions in both time and frequency domains 

and no power series expansions are required in evaluating window function. But, it 

has also a disadvantage that its time domain function is based on the recursive 

equations whereas the Kaiser window is not. 

 

3.6.2.4  Ultraspherical window 
 

The coefficients of the N-length Ultraspherical window can be calculated by [32] 
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This window has three independent parameters which are ,µ ,µx and N. With the 

appropriate selection of these parameters, Ultraspherical windows can be designed to 

achieve prescribed specifications for the sidelobe roll-off ratio, the ripple ratio and 

mainlobe width simultaneously. Parameter µ  alters the sidelobe roll-off ratio, µx  

provides a trade-off between the ripple ratio and a width characteristic, and N allows 

different ripple ratios to be obtained for a fixed width characteristic and vice versa. 

The relationship between Ultraspherical window parameters ,µ ,µx and N and the 

prescribed specifications for the sidelobe roll-off ratio, the ripple ratio, and the width 

characteristic can be found in [32]. 

 

A normalized window function is obtained as 
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The binomial coefficients in Eq. (3.27a) can be calculated as 
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The frequency spectrum of the Ultraspherical window is given by 
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where )(xCn

µ is the Ultraspherical polynomial which can be calculated using the 

recurrence relationship  
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 = + − − + −
 

                                           (3.30b) 
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For 2,3,...,r n= , where 0 ( ) 1C xµ = and 1 ( ) 2C x xµ µ=  

 

The Dolph-Chebyshev window is the special case for 0µ = , which results in 

 

( ) 1 0 cos
2

jwT
dc N

wT
W e T x−

  =   
  

                                                        (3.31) 

 
where 1( ) cos( cos )nT x n x−= is the Chebyshev polynomial of the first kind. 

 

The Saramaki window is the special case for 1µ = , which results in 

 

    ( ) 1 1 cos
2

jwT
s N

wT
W e U x−

  =   
  

                                                            (3.32a) 

 
where 

 

( )
1

1

sin ( 1)cos
( )

sin cos
n

n x
U x

x

−

−

 + =                                                                   (3.32b) 

 
is the Chebyshev polynomial of the second kind. 

 
Bergen and Antoniou showed in [14] that the Ultraspherical window yields 

lower order filters (improved cost) relative to other windows. And, alternatively, the 

Ultraspherical window gives reduced passband ripple and increased attenuation 

(better performance) relative to other windows for a fixed filter length. 
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CHAPTER-4 
 

PROPOSED WINDOW FUNCTIONS 
 
 

4.1 Introduction 
 

In this chapter, four proposed windows are introduced. Each window has been 

analyzed in detail. The spectrum design equations for the two-parameter proposed 

windows are obtained empirically with error analyses results. Moreover, the 

comparisons especially with the Kaiser and Ultraspherical windows are performed in 

terms of the spectral parameters.  

 

4.2 Exponential Window 
 

4.2.1 Definition 
 
The simplest proposed window is based on the exponential function using the 

Kaiser approach. From Figure 4.1, it is seen that the functions exp(x) and I0(x) have   
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Figure 4.1 Amplitude characteristics of the functions exp(x) and I0(x)  
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the same amplitude characteristic. Therefore, a new window - namely “Exponential 

window” for this report, is proposed as [33] 
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Like the Kaiser window, the Exponential window has two independent parameters, 

namely the window length (N) and the adjustable shape parameter (αe). Figure 4.2 

shows the time domain characteristic of the Exponential window for various values 

of the parameter αe with N = 51. It is seen that αe = 0 corresponds to the Rectangular 

window as in the case for the Kaiser window. For larger values of αe, the Exponential 

window becomes to have a Gaussian shape. 
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Figure 4.2 Exponential window in time domain for αe = 0, 2, 4, 6, and 8 with N = 51 

 
The spectrum of Exponential window can be found using Eq. (3.11). Figure 4.3 

shows the effect of αe on the Exponential window spectrum for a fixed value of 

length N = 51. And, Table 4.1 summarizes the numerical data in Figure 4.3. As it is 

seen from the figure and table, an increase in αe results in a wider mainlobe width 

and a smaller ripple ratio.   
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Figure 4.3 Exponential window spectrums in dB for αe = 0, 2, and 4 with N = 51 

 

Table 4.1 Data for the Exponential window spectrum for various αe with N = 51    

Window N αe wR R S 
Exponential-1 51 0 0.100 -13.25 20.90 

Exponential-2 51 2 0.145 -21.73 32.95 

Exponential-3 51 4 0.209 -31.84 44.54 

 
 
 

4.2.2 Spectrum design equations 
 

For some applications such as the spectrum analysis [2], the design equations 

which define the window parameters in terms of the spectral parameters are very 

useful to find the suitable window for given prescribed specifications. To obtain the 

spectrum design equations for the Exponential window, it is necessary to find the 

relations between the window parameters and spectral parameters empirically. Figure 

4.4 shows the relation between αe and the ripple ratio for the window lengths N = 51 

and 101.  
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Figure 4.4 Relation between αe and R for the Exponential window with N = 51 and 101 

 

It is seen from Figure 4.4 that the window length parameter doesn’t affect the 

relation between the adjustable parameter αe and the ripple ratio. Therefore, using the 

curve fitting method in MATLAB, the first design equation for αe in terms of the 

ripple ratio can be obtained as  

 

3 2
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e Appr
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   (4.2) 

 
The quadratic approximation model given by Eq. (4.2) for the adjustable parameter 

αe is plotted in Figure 4.5. It is seen that the proposed model provides a good 

approximation for N = 101. Moreover, the approximation error for the first design 

equation for N = 101 is plotted in Figure 4.6. It is observed that the amplitude of 

deviations in the alpha is lower than 0.06 which corresponds to very small error in 

the ripple ratio. More accurate results can be obtained by restricting the range or 

using higher order approximations, but the proposed model for the Exponential 

window is adequate for most applications like the Kaiser model.  
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Figure 4.5 Approximated model for αe of the Exponential window with N = 101 
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Figure 4.6 Error curve of approximated αe versus R for N = 101 
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The second design equation is the relation between the window length and the 

ripple ratio. To predict the window length for a given quantities R and wR, the 

normalized width parameter Dw = 2wR(N-1) is used [32]. The relation between Dw 

and R for the Exponential window with N = 51 and 101 is plotted in Figure 4.7.     

 

10 20 30 40 50 60 70
-120

-100

-80

-60

-40

-20

0

Normalized Width, D
w

R
ip
p
le
 R
a
ti
o
, 
R
 (
d
B
)

N = 51

N = 101

 
Figure 4.7  Relation between Dw and R for the Exponential window with N = 51 and 101 

 
 
It is seen from Figure 4.7 that as the ripple ratio becomes smaller the mainlobe width 

becomes wider. Also, it is observed from the same figure that the window length has 

no effect on the relation between the ripple ratio and normalized mainlobe width. By 

using the curve fitting method, an approximate design relationship between the 

normalized width (Dw) and the ripple ratio (R) can be established as 
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       (4.3) 

 
The approximation model given by Eq. (4.3) for the normalized mainlobe width is 

plotted in Figure 4.8. It is seen that the proposed model provides a good 

approximation for N = 101.  



 39 

10 20 30 40 50 60 70
-120

-100

-80

-60

-40

-20

0

Normalized Width, D
w

R
ip
p
le
 R
a
ti
o
, 
R
 (
d
B
)

Exponential

Model

 
Figure 4.8 Approximated model for Dw of the Exponential window with N = 101 
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Figure 4.9   Relative error of approximated Dw for the Exponential window in percent versus 
R with N = 101 

The relative error of approximated normalized width in percent versus the ripple 

ratio for N = 101 is plotted in Figure 4.9. The percentage error in the model changes 
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between 0.065 and -0.086. This error range satisfies the error criterion in [32] which 

states that the predicted error in the normalized width must be smaller than 1 %.  

An integer value of the window length N can be predicted from [32] 

 

,
1

2

w Appr

R

D
N

w
≥ +                            (4.4) 

 
Using the equations (4.2) through (4.4), an Exponential window can be designed for 

satisfying the given prescribed values of the ripple ratio and mainlobe width. 

 

In some applications [34], larger sidelobe roll-off ratio may be desired. Figure 

4.10 shows the change in the sidelobe-roll off ratio in terms of the normalized 

mainlobe width parameter for N = 51 and 101. From the figure it can be seen that the 

sidelobe roll off ratio becomes larger as normalized width increases until one of the 

sidelobes is dropped due to higher value of alpha. Unlike in the case of ripple ratio, a 

change in the window length affects significantly the sidelobe roll-off ratio 

characteristic of the Exponential window.     
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Figure 4.10   Relation between Dw and S for the Exponential window with N = 51 and 101 
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4.2.3 Spectrum comparisons 
 
4.2.3.1 Comparisons with Kaiser window 
 

To be able to make a comparison between the Exponential and Kaiser windows, 

it is necessary to plot their spectrums and compare their spectral characteristic 

parameters in terms of the ripple ratio, mainlobe width and sidelobe roll-off ratio. 

Figure 4.11 shows the comparison of the Exponential and Kaiser windows in terms 

of the ripple ratio versus normalized mainlobe width for N = 101. The figure can be 

read as follows: Kaiser window provides smaller ripple ratio than the Exponential 

window for the same mainlobe width, and the difference becomes larger as 

normalized width increases. Or, the Kaiser window yields narrower mainlobe width 

for the same ripple ratio.  
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Figure 4.11 Ripple ratio comparison between the Exponential and Kaiser windows 

for N = 101 
 

As for the sidelobe roll-off ratio comparison between the Exponential and Kaiser 

windows, the simulation result for N = 101 is given in Figure 4.12. It is seen that the 

Exponential window performs higher sidelobe roll-off ratio than the Kaiser window 

for the same mainlobe width until one sidelobe is lost where the peak values occur.   
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Figure 4.12 Sidelobe roll-off ratio comparison between the Exponential and Kaiser windows 
for N = 101 

 

4.2.3.2 Comparisons with Ultraspherical window 
 

Two specific examples are given for the comparison between the Exponential 

and Ultraspherical windows. The first comparison example is performed for the 

narrower mainlobe width and larger sidelobe roll-off ratio with N = 51. The 

simulation result given in Figure 4.13 and Table 4.2 which summarizes the figure 

shows that the three-parameter Ultraspherical window provides a better ripple ratio 

than the Exponential window for the same window length, mainlobe width and 

sidelobe roll-off ratio. The Ultraspherical window parameters for this example are µ 

= 1.99999 and xµ = 1.00039. The Matlab programs to find the parameters of the 

Ultraspherical window can be seen at Appendix. 

 

Table 4.2 Data for the Exponential and Ultraspherical 
windows used in the first comparison example 

Window N    αe wR S R 
Exponential 51  2.5 0.164 37.81 -24.10 

Ultraspherical 51    - 0.164 37.81 -23.02 
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Figure 4.13 Comparison of the Exponential and Ultraspherical windows for narrower 

mainlobe width and larger sidelobe roll-off ratio with N = 51 

 

The second comparison example is given for the wider mainlobe width and 

smaller sidelobe roll-off ratio for N = 51. The simulation result given in Figure 4.14 

and Table 4.3 shows that the Exponential window provides a better ripple ratio than 

the Ultraspherical window in this case. The Ultraspherical window parameters for 

this example are µ = 1.66635 and xµ = 1.00973. 

 

From Figures 4.13 and 4.14, the ripples between the maximum and the minimum 

sidelobe amplitudes can also be observed to be higher for the Exponential window. 

 

Table 4.3 Data for the Exponential and Ultraspherical 
windows used in the second comparison example 

Window N αe wR S R 
Exponential 51 7 0.31 32.48 -50.53 

Ultraspherical 51 - 0.31 32.48 -51.75 
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Figure 4.14 Comparison of the Exponential and Ultraspherical windows for wider mainlobe 

width and smaller sidelobe roll-off ratio with N = 51 

 
4.3 Cosh Window 
 
4.3.1 Definition 
 

In Section 4.2, by using the Kaiser approach a simple window based on the 

exponential function is proposed. In this section, using the same approach, another 

window based on the cosine hyperbolic function is proposed. The hyperbolic cosine 

of a variable x is expressed as 
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From Figure 4.15, like the exponential function it is seen that the cosine hyperbolic 

function has the same amplitude characteristic with the function I0(x). Therefore, a 

new window - namely “Cosh window” for this report, can be proposed as [35] 
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Figure 4.15 Amplitude characteristics of the functions cosh(x), exp(x) and I0(x) 
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Figure 4.16 Cosh window in time domain for αc = 0, 2, 4, 6, and 8 with N = 51 
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Figure 4.16 shows the time domain characteristic of the Cosh window for various 

values of the parameter αc for N = 51. It is seen from the figure that αc = 0 

corresponds to the Rectangular window. The exact spectrum of the Cosh window can 

be obtained using Eq. (3.11). 

 

Like the Kaiser and Exponential windows, the Cosh window has two 

independent parameters, namely the window length (N) and the adjustable parameter 

(αc). As an advantage like the Exponential window, the Cosh window does not have 

any power series expansion as the Kaiser window does.  

 

Figure 4.17 shows the time required to compute the window coefficients for the 

Cosh and Kaiser windows. The elapsed time for the Cosh window changes from 0.04 

to 0.48 ms, while it changes from 28 to 124 ms for the Kaiser window. As it is 

obvious from this figure, the Cosh window is computationally efficient compared to 

the Kaiser window due to having no power series expansion in its time domain 

representation.  
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Figure 4.17 Computation time comparison between the Cosh and Kaiser windows 

for various window length 
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Figure 4.18 shows the frequency domain plots of the Cosh window for various 

values of αc and N = 51. As it is seen from this figure and Table 4.4, which 

summarizes the numerical data in Figure 4.18, that an increase in αc results in a wider 

mainlobe width and a smaller ripple ratio.    
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Figure 4.18 Cosh window spectrums in dB for αc = 0, 2, and 4 with N = 51 

 

Table 4.4 Data for the Cosh window spectrum for various αc with N = 51 

Window N αc wR R S 
Cosh-1 51 0 0.1 -13.25 20.9 

Cosh-2 51 2 0.145 -21.63 21.9 

Cosh-3 51 4 0.209 -32.6 28.49 

 
 
 
4.3.2 Spectrum design equations 
 

Figure 4.19 shows the relation between αc and the ripple ratio for the Cosh window 

for N = 51 and 101. As seen from this figure, the ripple ratio remains almost constant 

for a change in the window length. Therefore, using curve fitting method an 
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approximate design equation for the adjustable parameter αc in terms of the ripple 

ratio can be obtained as [36] 
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Figure 4.19 Relation between αc and R for the Cosh window with N = 51 and 101 

 

The approximation model given by Eq. (4.7) for the adjustable parameter αc is 

plotted in Figure 4.20. It is seen that the proposed model provides a good fitting for 

N = 101. Moreover, the approximation error for N = 101 is plotted in Figure 4.21. It 

is observed that the largest deviation in alpha is 0.1 which corresponds to an error of 

0.4 dB in actual ripple ratio. As for the Kaiser model given in [31], the largest 

deviation in alpha is 0.07, but this corresponds to an error of 0.44 dB in actual ripple 

ratio. More accurate results can be obtained by restricting the range or using higher 

order approximations, but the proposed model for the Cosh window is adequate for 

most applications like the Kaiser model.  
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Figure 4.20 Approximated model for αc of the Cosh window with N = 101 
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Figure 4.21 Error curve of approximated αc versus R for N = 101 
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The relation between Dw and R for the Cosh window for N = 51 and 101 is 

plotted in Figure 4.22. It is seen that the ripple ratio becomes smaller as the mainlobe 

becomes wider. Also, it is observed from the same figure that the window length has 

no effect on the relation between the ripple ratio and normalized mainlobe width. By 

using the curve fitting method, an approximate design relationship between the 

normalized width and the ripple ratio can be established as [36] 
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Figure 4.22 Relation between Dw and R for the Cosh window with N = 51 and 101 

 

The approximation model given by Eq. (4.8) for the normalized width is plotted in 

Figure 4.23. It is seen that the proposed model for Dw of the Cosh window provides a 

good approximation for N = 101. The relative error of approximated normalized 

width in percent versus the ripple ratio for N = 101 is plotted in Figure 4.24. The 

percentage error in the model changes between 0.204 and -0.234. This error range 

satisfies the error criterion in [32] which states that the predicted error in the 

normalized width must be smaller than 1 %. 
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Figure 4.23 Approximated model for Dw of the Cosh window with N = 101 
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Figure 4.24 Relative error of approximated Dw for the Cosh window in percent versus R with 

N = 101 
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Figure 4.25 shows the change in the sidelobe-roll off ratio versus the normalized 

width for N = 51 and 101. It can be concluded that the sidelobe roll-off ratio 

increases as the normalized width increases until one of the sidelobes is dropped due 

to higher value of alpha. Unlike in the case of ripple ratio, a change in the window 

length affects significantly the sidelobe roll-off ratio.  
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Figure 4.25 Relation between Dw and S for the Cosh window with N = 51 and 101 

4.3.3 Spectrum comparisons 

4.3.3.1 Comparisons with Exponential and Kaiser windows 
 

Figure 4.26 shows a general comparison of the Cosh window in a wide range 

with the Exponential and Kaiser windows in terms of the ripple ratio versus 

normalized mainlobe width for N = 101. The figure demonstrates that the Kaiser 

window provides smaller ripple ratio than the others for the same mainlobe width. 

For the range Dw < 25, the Cosh window produces smaller ripple ratio than the 

Exponential window. And, for the range 25 < Dw the Cosh and Exponential windows 

perform the same ripple ratio characteristic.  

 
The simulation results for the sidelobe roll-off ratio comparison is given for N = 

101 in Figure 4.27. It is seen that the Cosh window performs better than the Kaiser 
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window but worse than the Exponential window in terms of the sidelobe roll-off ratio 

for the same mainlobe width until one sidelobe is lost where the peak values occur.   
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Figure 4.26 Ripple ratio comparison between the Cosh, Exponential and Kaiser windows  

for N = 101 
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Figure 4.27 Sidelobe roll-off ratio comparison between the Cosh, Exponential 

and Kaiser windows for N = 101 
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4.3.3.2 Comparisons with Ultraspherical window 

 

As for the comparison with Ultraspherical window, two examples for N = 51 are 

given below. For fixed values of wR and S, the ripple ratio characteristic of the Cosh 

and Ultraspherical windows is compared.  

 

The first comparison example is performed for the narrower mainlobe width and 

smaller sidelobe roll-off ratio. The simulation result is shown in Figure 4.28 and the 

data is summarized in Table 4.5. The results show that the Ultraspherical window 

provides a better ripple ratio than the Cosh window for the same window length, 

mainlobe width and sidelobe roll-off ratio. The Ultraspherical window parameters for 

this example are µ = 1.99997 and xµ = 1.00039. 
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Figure 4.28 Comparison of the Cosh and Ultraspherical windows for narrower 
mainlobe width and smaller sidelobe roll-off ratio with N = 51 

 

 

Table 4.5 Data for the Cosh and Ultraspherical 
windows used in the first comparison example 

Window N αc wR S R 

Cosh 51 2.2 0.1515 22.242 -22.81 

Ultraspherical 51  - 0.1515 22.242 -22.95 
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Figure 4.29 Comparison of the Cosh and Ultraspherical windows for wider mainlobe 
width and larger sidelobe roll-off ratio with N = 51 

The second comparison example is performed for the wider mainlobe width and 

larger sidelobe roll-off ratio. The simulation result is shown in Figure 4.29 and the 

data is summarized in Table 4.6. The results show that the Cosh window provides 

significantly better ripple ratio than the Ultraspherical window for the same window 

length, mainlobe width and sidelobe roll-off ratio. The ultraspherical window 

parameters for this example are µ = 3.65266 and xµ = 1.00547. 

 
Table 4.6. Data for the Cosh and Ultraspherical  

windows used in the second comparison example 
Window N αc wR S R 

Cosh 51 7 0.3095 60.35 -50.35 

Ultraspherical 51 - 0.3095 60.35 -45.53 

 

From two specific examples above, we can conclude that for narrower mainlobe 

width and smaller sidelobe roll-off ratio the Ultraspherical window is better, for 

wider mainlobe width and larger sidelobe roll-off ratio the Cosh window performs 

better results in terms of the ripple ratio.   
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4.3.3.3 Comparison with the combinational windows including Hamming 
window 

The aim to combine windows is to provide a better window spectral 

characteristic than that of each window used in the combination. From the previous 

sections, it is observed that the Cosh window has a worse ripple ratio than the Kaiser 

window. To improve its ripple ratio, the combination with the Hamming window [1] 

is suggested. 

 

Figure 4.30 shows the comparison of the Cosh, Kaiser and combinational 

windows including the Hamming window for a fixed window length and mainlobe 

width. In this figure, it should be noticed that the highest sidelobe amplitude - which 

gives the ripple ratio, for the Cosh and Kaiser windows occurs in the first sidelobe 

but it occurs in the third sidelobe for the combinational windows. The numerical 

results of Figure 4.30 with the additional information for the Hamming window are 

summarized in Table 4.7 
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Figure 4.30 Comparison of the Cosh, Kaiser and combinational windows with the Hamming 
window for N = 51 and wR = 0.272 rad/sample 
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From Table 4.7, it is seen that the combination of the Cosh and Hamming windows 

has the smallest ripple ratio. But this improved ripple ratio comes at the expense of 

reduced sidelobe roll-off ratio. 

Table 4.7 Data for the comparison of the Cosh, Kaiser and 
combinational windows with the Hamming window for N = 51 

Window N   wR   α     R    S 
Cosh + Hamming 51 0.272 6.17 -48.98 50.59 

Kaiser + Hamming 51 0.272 6.66 -48.38 55.93 

Kaiser 51 0.272 6.295 -45.98 71.02 

Cosh 51 0.272 5.931 -43.47 83.54 

Hamming 51 0.244     - -42.31 55.59 

 
 

This example shows that the Cosh window can perform better results than the 

Kaiser window in terms of the ripple ratio if it can be used with a suitable window 

such as the Hamming window. 

 

4.4 Modified Cosh Window 

 
4.4.1 Definition          
 

In Section 4.3, it is demonstrated that the Cosh window with two independent 

parameters - N and αc, doesn’t give the satisfactory results compared to the Kaiser 

window in terms of the ripple ratio. To improve its ripple ratio characteristic, a third 

parameter - denoted as ρmc is proposed. The new three parameter window - which is 

called “modified Cosh window” through this report, is defined as [37] 
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                                 (4.9) 

 
From Eq. (4.9) it is seen that the modified Cosh windows for ρmc = 0 and ρmc = 1 

correspond to the Rectangular and Cosh windows, respectively. Therefore, this 

modified window can provide good sidelobe roll-off ratio characteristic of the Cosh 

window if necessary.  
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To observe the effect of the new parameter on the window spectrum, a simulation 

example for various ρmc with N = 51 and αmc = 2 is given below. The exact spectrum 

for the modified Cosh window can be obtained using Eq. (3.11). The effect of the 

new parameter on the window spectrum can be observed from Figure 4.31 with the 

data summarized in Table 4.8. As seen from the figure and table, an increase in the 

proposed window parameter ρmc results in a wider mainlobe width and a smaller 

ripple ratio. Therefore, it can be concluded that ρmc has the same effect like the 

parameter α of the Cosh and Kaiser windows.   

 
Table 4.8 Data for the effect of ρmc 

on the modified Cosh window with αmc = 2 and N = 51 
 

Window αmc ρmc wR R S 
Cosh 2 1 0.145 -21.63 21.87 

Mod.Cosh-1 2 2 0.205 -34.04 19.75 

Mod.Cosh-2 2 3 0.284 -52.70 12.00 
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Figure 4.31 Effect of ρmc on the modified Cosh window for N = 51 and αmc = 2 

 
4.4.2 Spectrum design equations  

 

      Figure 4.32 shows the comparison of the Cosh and modified Cosh windows in 

terms of the ripple ratio for a wide range of the normalized width for N = 51. The 
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plots in Figure 4.32 are obtained as follows: The first plot in blue line is drawn for 

the Cosh window, and it is found by changing its adjustable parameter αc from 0 to 

9.45 for N = 51. The second plot in green line is drawn for the modified Cosh 

window for αmc= 1, and it is found by changing its adjustable parameter ρmc from 0 

through 10.75. The data for obtaining other plots can be found in Table 4.9. 

Table 4.9 Data for the effect of adjustable parameters 
 on the modified Cosh window for N = 51 

Window N αmc ρmc 

Cosh 51 0-9.45 1 

Mod. Cosh-1 51 1 from 0 to 10.75 

Mod. Cosh-2 51 1.5 from 0 to 6.25 

Mod. Cosh-3 51 2 from 0 to 4.65 

Mod. Cosh-4 51 3 from 0 to 3.15 

Mod. Cosh-5 51 4 from 0 to 2.40 
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Figure 4.32 Effect of the adjustable parameters on the modified Cosh window for N = 51 
 

It can be observed from Figure 4.32 that the new parameter makes the modified Cosh 

window more flexible than the two-parameter Cosh window. While the Cosh 

window provides only one ripple ratio for a fixed window length and mainlobe 

width, the modified Cosh window can yield many ripple ratio. From the figure, it is 

seen that the modified Cosh window for αmc = 1 in green line  provides better ripple 
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ratio than the others for the range Dw < 21, but also worse ripple ratio than the others 

for the range Dw > 27. The modified Cosh window for αmc = 1.5 in red line provides 

best ripple ratio values for the range 21 < Dw < 26, but this window provides the 

second worst ripple ratio values for the range Dw > 34.83.  

 
Since many modified Cosh windows with the combinations of αmc and ρmc can be 

designed to satisfy a given mainlobe width for a fixed window length, it is important 

to be able to find the optimum window which yields the minimum ripple ratio. It is 

observed from many simulation examples that the minimum ripple ratio for a fixed N 

value occurs when two sidelobes including the first one in the spectrum have equal 

amplitude. Figure 4.33 shows the ripple ratio characteristics of the optimum modified 

Cosh window for N = 51 and 101. As opposed to the Cosh window, it can be seen 

that a change in the window length affects the ripple ratio for the same normalized 

mainlobe width. 
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Figure 4.33 Optimum modified Cosh windows for N = 51 and 101 

 

Figure 4.34 gives the optimum combinations of αmc and ρmc to provide the minimum 

ripple ratio for N = 51 and 101. 
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Figure 4.34 Relation between αmc and ρmc of the optimum modified Cosh windows 

 for N = 51 and 101 
 
The design equations for the optimum modified Cosh window for N = 51 are 

found by using curve fitting method in MATLAB 
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Note that the above result is valid only for N = 51.  

 

And, the same relations for the optimum modified Cosh window for N = 101 can 

be found   
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Using Eq. (4.10) and Eq. (4.11), the modified Cosh window which yields the 

narrowest mainlobe width can be designed for a given ripple ratio for N = 51 and 

101. For other window lengths, the design equations can be found by obtaining the 

optimum combinations of αmc and ρmc empirically with applying the same procedure 

above. Then, applying the suitable curve fitting polynomial, the desired relations can 

be obtained.                  
 
 
 
4.4.3 Spectrum comparisons with Cosh and Kaiser windows    

 
The ripple ratio comparisons between the optimum modified Cosh, Kaiser and 

Cosh windows for N = 51 and 101 are shown in Figure 4.35 and Figure 4.36, 

respectively. In both figures, it can be observed that the proposed modified cosh 

window provides a significantly better ripple ratio than the Kaiser and cosh windows. 

And, the difference in the ripple ratio becomes larger for higher values of the 

normalized width parameter. From figures, it can also be observed that as the 

window length increases, the ripple ratio difference between modified cosh windows 

and the other two windows decreases. It can be concluded that as the window length 

increases, the optimum modified Cosh window approaches to 2-parameter Cosh 

window.  
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Figure 4.35 Ripple ratio comparison between the optimum modified Cosh, Kaiser and Cosh 

windows for N = 51 
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Figure 4.36 Ripple ratio comparison between the optimum modified Cosh, Kaiser and Cosh 

windows for N = 101 
 
 

The number of window length is important for the practical applications. It is 

desired for a window to satisfy a given prescribed specifications with the minimum 

number of the window coefficients for the computational efficiency. 

 

Figure 4.37 shows the spectrums of the modified Cosh, Kaiser and Cosh windows 

for R = -60 dB and wR = 0.158 rad/sample. From Table 4.10, it is seen that the 

minimum window length to satisfy the given ripple ratio and mainlobe width is 

obtained by the proposed modified Cosh window. And, the worst case occurs for 2-

parameter Cosh window which also provides a wider width with an amount of 0.001 

rad/sample compared to other windows.  

 
Table 4.10 Data for the window length comparison between Kaiser, Cosh 

and the modified Cosh windows for R = -60 dB and wR = 0.158 rad/sample 
 

 

 

Window N ρmc α wR R 
Mod. Cosh 101 3.3166 2.0407 0.158 -60.00 
Kaiser 109 - 8.2164 0.158 -60.00 
Cosh 115 1 8.3662 0.159 -60.00 
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Figure 4.37 Spectrums of the modified Cosh, Kaiser and Cosh windows for R = -60 dB and 

wR = 0.158 rad/sample with enlarged figure around the first sidelobe 
 

 
Contrast ratio (CR) in an image is defined as the difference in light intensity 

between the darkest black and brightest white shades within an image. A high CR 

value is desired since it provides to discern detailed differences between colors 

producing a crisp and sharp image [2].  

 

The contrast ratio is defined as  
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where the sidelobe and main-lobe energies are given by 
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Without computing form the window spectrum, CR value can also be calculated 

from 
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where w is the window coefficient vector, and the elements of matrix Q can be found 

from [2] 
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A comparison example for several windows in terms of the ripple ratio and 

contrast ratio parameters for N = 101 and wR = 0.121 rad/sample is given with the 

results summarized in Table 4.11. It is seen that while the best ripple ratio is obtained 

from the Dolph-Chebyshev window, it provides the worst CR value. As for two-

parameter Cosh window, it provides worse results than the Kaiser window for both 

the ripple ratio and contrast ratio. But it performs better results than the Hamming 

and Dolph-Chebyshev windows in terms of the contrast ratio. Using the suitable 

adjustable parameters, the proposed modified Cosh window can perform good results 

in terms of the ripple ratio and contrast ratio compared to other windows. 

 

 

Table 4.11 Data for the comparison of the windows in terms of the ripple 
                        ratio and contrast ratio with N = 101 and wR = 0.121 rad/sample 

Window α ρmc R CR 
Hamming - - -34.30 34.38 
Cosh 5.04 - -38.16 39.31 
Dolph-Chebyshev - - -46.70 31.17 
Kaiser 5.48 - -40.33 40.09 
Modified Cosh-1 2.65 1.88 -40.00 40.10 
Modified Cosh-2 1.81 2.8 -43.49 38.78 
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4.5 Modified Kaiser Window 

4.5.1 Definition          

In Section 4.4, it is demonstrated that with the proposed additional parameter 

( mcρ ) the spectral characteristic of two-parameter Cosh window is improved 

significantly in terms of the ripple ratio. Since the Cosh window is derived in the 

same way as the Kaiser window, it is expected that proposing a similar parameter to 

the Kaiser window as a third parameter will improve its spectral characteristic. 

Therefore, by introducing a new parameter ( mkρ ) to the Kaiser window, a new three-

parameter window, which is called “modified Kaiser window” through this report, is 

defined as [38]  
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From Eq. (4.12) it is seen that the modified Kaiser windows for ρmk = 0 and ρmk = 1 

correspond to the Rectangular and Kaiser windows, respectively. Therefore, this 

modified window covers good spectral properties of the Kaiser window.  

 

To observe the effect of mkρ  on the modified Kaiser window spectrum, a 

simulation example for various mkρ  with N = 51 and αmk = 2 is given below. It is 

seen from Figure 4.38 with the data summarized in Table 4.12 that when the 

parameter mkρ  increases the mainlobe width increases and the ripple ratio decreases. 

Therefore, it can be concluded that ρmk has the same effect as the parameter ρmc of the 

modified Cosh window.   

Table 4.12 Data for the effect of ρmk  

on the modified Kaiser window with αmk = 2 and N = 51 

Window αmk ρmk wR R S 
Kaiser 2 1 0.129 -18.69 20.91 

Mod. Kaiser-1 2 2 0.166 -26.50 18.99 

Mod. Kaiser-2 2 3 0.215 -37.63 14.11 
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Figure 4.38 Effect of ρmk on the modified Kaiser window for N = 51 and αmk = 2 

4.5.2 Spectrum design equations  
 
     Figure 4.39 shows the comparison of the Kaiser and modified Kaiser windows in 

terms of the ripple ratio for a wide range of the normalized width for N = 51.  The 

plots in Figure 4.39 are found in the same way as the plots in Figure 4.32 in Section 

4.4.2. The first plot in blue line is drawn for the Kaiser window, and it is found by 

changing its adjustable parameter αk from 0 to 9.70 for N = 51. The second plot in 

green line is drawn for the modified Kaiser window for αmk = 1, and it is found by 

changing its adjustable parameter ρmk from 0 through 18.25. The data for obtaining 

all plots in Figure 4.39 can be found in Table 4.13. 

 
Table 4.13 Data for the effect of adjustable parameters 

 on the modified Kaiser window for N = 51 
 

Window N αmk ρmk 

Kaiser 51 0-9.70 1 

Mod. Kaiser-1 51 1 from 0 to 18.25 

Mod. Kaiser-2 51 1.5 from 0 to 9.10 

Mod. Kaiser-3 51 2 from 0 to 5.86 

Mod. Kaiser-4 51 3 from 0 to 3.44 

Mod. Kaiser-5 51 4 from 0 to 2.50 
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Figure 4.39 Effect of the adjustable parameters on the modified Kaiser window for N = 51 

 
It can be observed from Figure 4.39 that the new parameter makes the modified 

Kaiser window more flexible than the Kaiser window. While two parameter Kaiser 

window provides only one ripple ratio for a fixed window length and mainlobe 

width, the modified Kaiser window can yield many ripple ratio like the modified 

Cosh window. From the figure, it is seen that the modified Kaiser window for αmk = 1 

in green line  provides better ripple ratio than the others for the range Dw < 18.46, but 

also worse ripple ratio than the others for the range Dw > 21.85. The modified Kaiser 

window for αmk = 1.5 in red line provides best ripple ratio values for the range 18.46 

< Dw < 19.96, but this window provides the second worst ripple ratio values for the 

range Dw > 20.43.  
 

Since many windows with the combinations of αmk and ρmk can be designed to satisfy 

a given mainlobe width for a fixed window length, it is important to be able to find 

the optimum window which yields the minimum ripple ratio. It is observed from 

many simulation examples that the minimum ripple ratio for modified Kaiser 

window for a fixed N value occurs when two sidelobes including the first one in the 

spectrum have equal amplitude. Figure 4.40 shows the ripple ratio characteristics of 

the optimum modified Kaiser window for N = 51 and 101. As opposed to the Kaiser 

window, it can be seen that a change in the window length affects the ripple ratio for 
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the same normalized mainlobe width. And, Figure 4.41 gives the optimum 

combinations of αmk and ρmk to provide the minimum ripple ratio for N = 51 and 101. 
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Figure 4.40 Optimum modified Kaiser windows for N = 51 and 101 
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Figure 4.41 Relation between mkα and mkρ  of the optimum modified Kaiser window 

 for N = 51 and 101 



 70 

The design equations for the optimum modified Kaiser window for N = 51 are found 

by using curve fitting method in MATLAB  
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And, the same relations can be found for N = 101 as   
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Using Eq.(4.13) and Eq.(4.14), the modified Kaiser window which yields the 

narrowest mainlobe width can be designed for a given ripple ratio for N = 51 and 

101. For other window lengths, the design equations can be found by obtaining the 

optimum combinations of αmk and ρmk empirically with applying the same procedure 

above. Then, applying the suitable curve fitting polynomial, the desired relations can 

be obtained.                  

            

4.5.3 Spectrum comparisons  
 
4.5.3.1 Comparisons with modified Cosh and Kaiser windows    
 

The ripple ratio comparisons between the modified Kaiser, modified Cosh and 

two-parameter Kaiser windows for N = 51 and 101 are shown in Figure 4.42 and 

Figure 4.43, respectively. In both figures, it can be observed that the proposed 

modified Kaiser window provides a significantly better ripple ratio than the Kaiser 

windows. And, the difference in the ripple ratio becomes larger for higher values of 

the normalized width parameter. As for the comparison with the modified Cosh 

window, the modified Kaiser window provides worse results for 21 ≤ Dw ≤ 28, and 

better results for Dw > 28. 
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Figure 4.42 Ripple ratio comparison between the optimum modified Kaiser, modified Cosh 

and Kaiser windows for N = 51 
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Figure 4.43 Ripple ratio comparison between the optimum modified Kaiser, modified Cosh 

and Kaiser windows for N = 101 
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4.5.3.2 Comparison with Ultraspherical window 
 

The proposed modified Kaiser window with its optimum values and other three-

parameter window known as the Ultraspherical is compared in terms of the ripple 

ratio for the same mainlobe width and sidelobe roll-off ratio with N = 51 [39]. The 

simulation result of the comparison is shown in Figure 4.44. The left y-axis gives the 

difference between the ripple ratio of the modified Kaiser window (Rmk) and that of 

Ultraspherical window (Ru). And, the right y-axis gives the sidelobe roll-off ratio. It 

can be observed that as the mainlobe width increases, the sidelobe roll-off ratio of the 

proposed window decreases. For wider normalized mainlobe width than Dw = 33 

rad/sample, the sidelobe roll-off of the proposed modified window looses its 

monotonicity. From this figure, it is seen that for the given normalized width the 

proposed modified Kaiser window provides better ripple ratio than the Ultraspherical 

window with an amount between 1.19 dB and 1.62 dB.  
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Figure 4.44 Ripple ratio comparison between the modified Kaiser and Ultraspherical 
windows for the same mainlobe width and sidelobe roll-off ratio  with N = 51 
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CHAPTER-5 
 

NONRECURSIVE FILTERS DESIGN USING THE PROPOSED WINDOW 
FUNCTIONS 

 
 

5.1 Introduction  
 

In this section, the use of four adjustable proposed windows is studied for the 

design of nonrecursive digital filters. First, the use of two-parameter Exponential and 

Cosh windows is analyzed, and the filter design equations are obtained with the error 

analyses. Then, three parameter modified Cosh and modified Kaiser windows are 

investigated for filter design. In the next part, two examples are given to demonstrate 

that our proposed windows provide low order and high quality filters compared to 

the other well known windows such as the Ultraspherical, Saramaki, Kaiser and 

Dolph-Chebyshev.         

 

5.2 Nonrecursive Filters Design Using the Exponential Window  
 

In Section 4.2 the Exponential window is introduced, and the simulation results 

demonstrate that it provides worse ripple ratio but has superior sidelobe roll-off ratio 

characteristic than the Kaiser window. Therefore, it may be useful for some filter 

applications [40] since the sidelobe roll-off ratio has a correlation with the far end 

attenuation.  

 

Figure 5.1 shows the effect of the adjustable shape parameter, eα , on the filter 

spectrum. From Figure 5.1 and Table 5.1 it is seen that an increase in the parameter 

eα  results in a wider transition width and a larger minimum stopband attenuation. 

This is an expected result because the transition width and minimum stopband 

attenuation are determined by the mainlobe width and ripple ratio parameters, 

respectively.  
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Figure 5.1 Lowpass filters designed by the Exponential window for αe = 0, 2, and 4 
with N = 51 

 
 

Table 5.1 Data for the lowpass filters designed 
                                by the Exponential window for various αe with N = 51 

Window N αe ∆w As Ams 
Exponential-1 51 0 0.1235 20.98 40.53 

Exponential-2 51 2 0.2333 32.96 55.99 

Exponential-3 51 4 0.3627 46.38 72.61 

 
 

5.2.1 Filter design equations 
 

To obtain the filter design equations for the Exponential window, it is necessary 

to find the relations between the window parameters and filter spectral parameters. 

Figure 5.2 shows the relation between αe and the minimum stopband attenuation for 

N = 127. Therefore, using the curve fitting method in MATLAB a design equation 

for the adjustable parameter (αe) in terms of the minimum stopband attenuation can 

be obtained as [41] 

 

, 6 3 3 2
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4.053 10 1.11 10 0.2161 4.047 20.8 120

s
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s s s s

A

x A x A A A
α − −

>
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− + − ≤ ≤
  (5.1)    
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Figure 5.2 Relation between αe and As for the Exponential window with N = 51 and 127 
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Figure 5.3 Approximated model for αe of the Exponential window with N = 127 
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The approximation model for the adjustable shape parameter given by Eq. (5.1) 

is plotted in Fig. 5.3. It is seen that the proposed model provides a good 

approximation for N = 127. Also, the approximation error for N = 127 is plotted in 

Figure 5.4. The largest deviation in alpha is lower than 0.03 which results in a very 

small error in stopband attenuation.  
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Figure 5.4 Error curve of approximated αe versus As for N = 127 

 
The second filter design equation is the relation between the filter length and the 

ripple ratio. To predict the filter length (N) for a given quantities As and ∆w, the 

normalized transition width Df = 2 ∆w(N-1)/ws is used [14]. The relation between Df 

and As for the Exponential window is found empirically and plotted in Figure 5.5. By 

using the curve fitting method, an approximate design relationship between the 

normalized transition width (Df) and the minimum stopband attenuation (As) can be 

established as [41] 

5 2 3
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Figure 5.5 Relation between Df and As for the Exponential window with N = 51 and 127 
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Figure 5.6 Approximated model for Df of the Exponential window with N = 127 
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The approximation model for the normalized transition width given by Eq. (5.2) 

is plotted in Figure 5.6. It is seen that the proposed model provides a good 

approximation for N = 127. The relative error of approximated normalized transition 

width in percent versus the minimum stopband attenuation for N = 127 is plotted in 

Figure 5.7. The percentage error in the model changes between 0.65 and -0.30. This 

error range satisfies the error criterion in [2] which states that the predicted error in 

the normalized width must be smaller than 1 %.  
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Figure 5.7 Relative error of approximated Df for the Exponential window in percent versus 

As with N = 127 
 

By using Eq. (5.2), the minimum odd integer filter length required for satisfying a 

given minimum stopband attenuation (As) and transition width (∆w) can be 

determined from [14] 

 

    ,
1

f Appr sD w
N

w
≥ +

∆
                   (5.3) 

 
As a result, using the filter design equations given by Eq. (5.1) through (5.3), an 

Exponential window can be designed to satisfy the prescribed filter characteristic 

given in terms of As and ∆w. 
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Figure 5.8   Relation between Df and Ams for the Exponential window with N = 51 and 127 

 

Figure 5.8 shows the effect of the filter length on the relation between the maximum 

stopband attenuation and the normalized transition width for the filters designed by 

the Exponential window for N = 51 and 127. 

 

5.2.2 Filter spectrum comparisons with Kaiser window 
 

Figure 5.9 shows the comparison of the filters designed by the Exponential and 

Kaiser windows in terms of the minimum stopband attenuation versus the normalized 

transition width for N = 127. It is observed that the filters designed by the Kaiser 

window perform better minimum stopband attenuation for the same filter length and 

transition width. 

For the sake of another comparison with the Kaiser window, the far end 

stopband attenuation, which also gives the maximum stopband attenuation (Ams) for 

the filters designed by the Exponential window, is taken as a figure of merit. The 

attenuation of the far end in stopband is important for some applications [40]. The 

comparison result is shown in Figure 5.10. It is seen that as the transition width 

becomes wider, the filters designed by the Exponential window performs better far 

end suppression than the filters designed by the Kaiser window. 



 80 

1 2 3 4 5 6 7 8 9
20

30

40

50

60

70

80

90

100

110

120

Normalized Transition Width, D
f

M
in
im

u
m
 S
to
p
b
a
n
d
 A
tt
e
n
u
a
ti
o
n
, 
A
s
 (
d
B
)

Exponential

Kaiser

 
Figure 5.9 Minimum stopband attenuation comparison of the filters designed by the 

Exponential and Kaiser windows for N = 127 
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Figure 5.10 Maximum stopband attenuation comparison of the filters designed by the 
Exponential and Kaiser windows for N = 127 
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5.3 Nonrecursive Filters Design Using the Cosh Window  
 

In Section 4.4 the Cosh window is introduced, and the simulation results 

demonstrate that it provides worse ripple ratio but better sidelobe roll-off ratio 

compared to the Kaiser window. As for the comparison with the Exponential 

window, the Cosh window provides better ripple ratio for narrow mainlobe width but 

worse sidelobe roll-off ratio. Therefore, it is expected for the filters designed by the 

Cosh window to provide better minimum stopband attenuation than the filters 

designed by the Exponential window for narrow transition widths.  

 

Figure 5.11 shows the effect of the adjustable shape parameter, cα , on the filters 

designed by the Cosh window. From Figure 5.11 and Table 5.2 which summarizes 

the figure, it is seen that an increase in the adjustable shape parameter cα  results in a 

wider transition width and a larger minimum stopband attenuation as in the case for 

eα of the Exponential window. 
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Figure 5.11 Lowpass filters designed by the Cosh window for αc = 0, 2, and 4 with N = 51 
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Table 5.2 Data for the lowpass filters designed 
by the Cosh window for various αc with N = 51 

Window N αc ∆w As Ams 
Cosh-1 51 0 0.1235 20.98 40.53 

Cosh-2 51 2 0.2262 32.96 52.21 

Cosh-3 51 4 0.3643 46.81 69.96 

 
 
5.3.1 Filter design equations 
 

The relation between the adjustable shape parameter αc and the minimum 

stopband attenuation for N = 127 is empirically obtained, and the numerical result is 

shown in Figure 5.12. Therefore, using the curve fitting method in MATLAB a 

design equation for the parameter αc in terms of the minimum stopband attenuation 

can be obtained as [36] 
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Figure 5.12 Relation between αc and As for the Cosh window with N = 51 and 127 
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The approximation model for the adjustable shape parameter given by Eq. (5.4) 

is plotted in Fig. 5.13. It is seen that the proposed model provides a good 

approximation for N = 127. Also, the approximation error for N = 127 is plotted in 

Figure 5.14. The largest deviation in alpha is lower than 0.1 which results in a very 

small error in stopband attenuation.  

20 30 40 50 60 70 80 90 100 110 120
0

2

4

6

8

10

12

14

Minimum Stopband Attenuation, A
s
 (dB)

A
lp
h
a
c

Cosh

Model

 
Figure 5.13 Approximated model for αc of the Cosh window with N = 127 

 

To provide the second filter design equation, the relation between Df and As for 

the Cosh window is found empirically and plotted in Figure 5.15. By using the curve 

fitting method, an approximate design relationship for the Cosh window between the 

normalized transition width (Df) and the minimum stopband attenuation (As) can be 

established as [36] 
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Figure 5.14 Error curve of approximated αc versus As for N = 127 
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Figure 5.15   Relation between Df and As for the Cosh window with N = 51 and 127 
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The approximation model for the normalized transition width of the Cosh 

window given by Eq. (5.5) is plotted with the actual normalized transition width in 

Figure 5.16. It is seen that the proposed model provides a good approximation for N 

= 127. The relative error of approximated normalized transition width in percent 

versus the minimum stopband attenuation for N = 127 is plotted in Figure 5.17. The 

percentage error in the model changes between 0.48 and -0.58. This error range 

satisfies the error criterion in [32] which states that the predicted error in the 

normalized width must be smaller than 1 %.  As a result, using the filter design 

equations given by Eq. (5.3) through (5.5), a Cosh window can be designed to satisfy 

the prescribed filter characteristic given in terms of As and ∆w. 
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Figure 5.16   Approximated model for Df of the Cosh window with N = 127 

 

Figure 5.18 shows the effect of the filter length on the relation between the maximum 

stopband attenuation and the normalized transition width for the filters designed by 

the Cosh window for N = 51 and 127. 
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Figure 5.17   Relative error of approximated Df for the Cosh window in percent versus As 

with N = 127 
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Figure 5.18   Relation between Df and Ams for the Cosh window with N = 51 and 127 
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5.3.2 Filter spectrum comparisons with Exponential and Kaiser windows 
 

Figure 5.19 shows the comparison of the filters designed by the Cosh, 

Exponential and Kaiser windows in terms of the minimum stopband attenuation 

versus the normalized transition width for N = 127. It is observed that the filters 

designed by the Kaiser window perform better minimum stopband attenuation for the 

same filter length and transition width. Also, it is seen that the filters designed by the 

Cosh window provide a little better minimum stopband attenuation than the filters 

designed by the Exponential window for narrower transition width as expected.  

 

As for the maximum stopband attenuation comparison of the filters designed by 

Cosh, Exponential and Kaiser windows for N = 127 is shown in Figure 5.20. It is 

seen that as the transition width becomes wider, the filters designed by the Cosh 

window performs better far end suppression than the filters designed by the Kaiser 

window, but perform worse results compared to the filters designed by the 

Exponential window until one ripple in the stopband is lost where the peak values 

occur.   
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Figure 5.19 Minimum stopband attenuation comparison of the filters designed by the Cosh, 

Exponential and Kaiser windows for N = 127 
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Figure 5.20 Maximum stopband attenuation comparison of the filters designed by the Cosh, 

Exponential and Kaiser windows for N = 127 

 

5.4 Nonrecursive Filters Design Using the Modified Cosh Window  
 

In Section 4.4, a third parameter is introduced for the Cosh window, and the 

simulation results demonstrate that the spectral characteristic of the modified Cosh 

window in terms of the ripple ratio is significantly improved compared to the Cosh 

and Kaiser windows. Therefore, it is expected for the modified Cosh window to 

provide better minimum stopband attenuation than the Cosh and Kaiser windows.  

 
Figure 5.21 shows the effect of the adjustable shape parameter, mcρ , on the filter 

spectrum. From Figure 5.21 and Table 5.3 it is seen that an increase in the parameter 

mcρ  results in a wider transition width and a larger minimum stopband attenuation. 

Table 5.3 Data for the lowpass filters designed 
by the modified Cosh window for various ρmc with mcα = 2 and N = 51 

Window N ρmc ∆w As Ams 

Modified Cosh-1 51 1 0.2262 32.96 52.21 

Modified Cosh-2 51 2 0.3619 
 

49.60 63.70 

Modified Cosh-3 51 3 0.5298 70.60 76.26 
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Figure 5.21 Lowpass filters designed by the modified Cosh window for various ρmc with 

mcα = 2 and N = 51 

 

 
5.4.1 Optimum filter design by the modified Cosh window 

 

      Figure 5.22 shows the comparison of the lowpass filters designed by the two-

parameter Cosh and modified Cosh windows in terms of the minimum stopband 

attenuation for a wide range of the normalized transition width for N = 127. The 

plots in Figure 5.22 are obtained as follows: The first plot in blue line is drawn for 

the Cosh window – which is also a special case of the modified Cosh window for ρmc 

= 1, and it is found by changing its adjustable parameter αc from 0 to 13 for N = 127. 

The second plot in green line is drawn for the modified Cosh window for ρmc = 1.5, 

and it is found by changing its adjustable parameter αmc from 0 through 9. The data 

for obtaining other plots can be found in Table 5.4. 

Table 5.4 Data for the effect of adjustable parameters on the lowpass 
filters designed by the modified Cosh window with N = 127 

Window N wct ρmc αmc 
Mod. Cosh-1 127 0.4π 1 from 0 to13 
Mod. Cosh-2 127 0.4π 1.5 from 0 to 9 
Mod. Cosh-3 127 0.4π 2 from 0 to 6.5 
Mod. Cosh-4 127 0.4π 3 from 0 to 4.5 
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Figure 5.22 Effect of the adjustable parameters on the lowpass filters designed by the 

modified Cosh window for N = 127 

 
Due to its flexibility property, it can be observed from Figure 5.22 that the 

modified Cosh window has many possibilities for the minimum stopband attenuation 

for a fixed filter length and transition width while the Cosh window drawn with blue 

line provides only one possibility. From the figure, it is seen that the modified Cosh 

window for ρmc = 1.5  in green line  provides better minimum stopband attenuation 

than the others for the range Df < 4.98, but also worst minimum stopband attenuation 

for the range Df > 5.16. The modified Cosh window for ρmc = 2 in red line provides 

the second best minimum stopband attenuation for the range Df < 4.47, the second 

worst one for the range 5.16 < Df < 6.61, and the best one for Df > 6.78.  

 
Since many filters using the modified Cosh windows with the combinations of 

αmc and ρmc can be designed to satisfy a given transition width for a fixed filter 

length, it is important to be able to find the optimum filters which yield the largest 

minimum stopband attenuation. It is observed from many simulation examples that 

the optimum minimum stopband attenuation for a fixed N value occurs when two 

ripples including the first one in the stopband have equal amplitude. Figure 5.23 

shows the minimum stopband characteristic of the optimum filters designed by the 

modified Cosh window for N = 127. And, Figure 5.24 gives the optimum 
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combinations of αmc and ρmc to provide the minimum stopband characteristic for N = 

127. 
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Figure 5.23 Minimum stopband attenuation characteristic of the optimum filters designed by 
the modified Cosh window for N = 51 and 127 
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Figure 5.24 Relation between αmc and ρmc of the modified Cosh window for the optimum 

filters with N = 51 and 127 
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5.4.2 Filter spectrum comparisons with Cosh, Exponential and Kaiser     
               windows 
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Figure 5.25 Minimum stopband attenuation comparison of the filters designed by the 

optimum modified Cosh, two-parameter Cosh, Exponential and Kaiser windows for N = 127 
 
 

Figure 5.25 shows the comparison of the filters designed by the optimum 

modified Cosh, two-parameter Cosh, Exponential and Kaiser windows in terms of 

the minimum stopband attenuation for N = 127. It is seen that the additional 

parameter ρmc brings a superior minimum stopband attenuation improvement to the 

Cosh window. While the filters designed by the Cosh and Exponential windows 

performed worse results than the filters designed by the Kaiser window, the filters 

designed by the modified Cosh window can achieve better results in terms of the 

minimum stopband attenuation.   

 

5.5 Nonrecursive Filters Design Using the Modified Kaiser Window  

In Section 4.5, a third parameter is introduced for the Kaiser window, and the 

simulation results demonstrate that the spectral characteristic of the modified Kaiser 

window in terms of the ripple ratio is significantly improved compared to the Kaiser 

window. Therefore, like the modified Cosh window in Section 5.4 it is expected for 
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the modified Kaiser window to provide better minimum stopband attenuation than 

the Kaiser window.  

 

Figure 5.26 shows the effect of the adjustable shape parameter, ρmk , on the filter 

spectrum. From Figure 5.26 and Table 5.5 it is seen that an increase in the parameter 

ρmk results in a wider transition width and a larger minimum stopband attenuation. 

Table 5.5 Data for the lowpass filters designed by the modified 
Kaiser window for various ρmk with αmk = 2 and N = 51 

Window N ρm ∆w As Ams 

Mod. Kaiser-1 51 1 0.1911 29.26 47.80 

Mod. Kaiser-2 51 2 0.2784 40.97 55.06 

Mod. Kaiser-3 51 3 0.3960 52.01 62.34 
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Figure 5.26 Lowpass filters designed by the modified Kaiser window  

for various ρmk with mkα = 2 and N = 51 
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5.5.1 Optimum filter design by the modified Kaiser window 
 

      Figure 5.27 shows the comparison of the lowpass filters designed by the two-

parameter Kaiser and modified Kaiser windows in terms of the minimum stopband 

attenuation for a wide range of the normalized transition width for N = 127. The 

plots in Figure 5.27 are obtained as follows: The first plot in blue line is drawn for 

the Kaiser window – which is also a special case of the modified Kaiser window for 

ρmk = 1, and it is found by changing its adjustable parameter αk from 0 to 12.6 for N 

= 127. The second plot in green line is drawn for the modified Kaiser window for ρmk 

= 1.5, and it is found by changing its adjustable parameter αmk from 0 through 8.5. 

The data for obtaining other plots can be found in Table 5.6. 
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Figure 5.27 Effect of the adjustable parameters on the lowpass filters designed by the 

modified Kaiser window for N = 127 

 
Table 5.6 Data for the effect of the adjustable parameters on the lowpass 

filters designed by the modified Kaiser window with N = 127 

Window N wct ρmk αmk 
Mod. Kaiser-1 127 0.4π 1 from 0 to12.6 
Mod. Kaiser-2 127 0.4π 1.5 from 0 to 8.5 
Mod. Kaiser-3 127 0.4π 2 from 0 to 6.5 
Mod. Kaiser-4 127 0.4π 3 from 0 to 4.7 
Mod. Kaiser-5 127 0.4π 4 from 0 to 4.0 
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Like the modified Cosh window, it can be observed from Figure 5.27 that the 

modified Kaiser window has many possibilities for the minimum stopband 

attenuation for a fixed filter length and transition width while the Kaiser window 

drawn with blue line provides only one possibility. Therefore, it is important to be 

able to find the optimum filters which yield the highest minimum stopband 

attenuation. It is observed from many simulation examples that the optimum 

minimum stopband attenuation for a fixed N value occurs when two ripples including 

the first one in the stopband have equal amplitude. Figure 5.28 shows the minimum 

stopband characteristic of the optimum filters designed by the modified Kaiser 

window for N = 127. And, Figure 5.29 gives the optimum combinations of αmk and 

ρmk to provide the minimum stopband characteristic for N = 127. 
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Figure 5.28 Minimum stopband attenuation characteristic of the optimum filters designed by 

the modified Kaiser window for N = 51 and 127 
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Figure 5.29 Relation between αmk and ρmk of the modified Kaiser window for the optimum 

filters with N = 51 and 127 
 

 

5.5.2 Filter spectrum comparisons with modified Cosh, Cosh, Exponential and 
Kaiser windows 
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Figure 5.30 Minimum stopband attenuation comparison of the filters designed by the four 

proposed windows and Kaiser window for N = 127 
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Figure 5.30 shows the comparison of the filters designed by the optimum 

modified Kaiser, optimum modified Cosh, two-parameter Cosh, Exponential and 

Kaiser windows in terms of the minimum stopband attenuation for N = 127. It is seen 

that the additional parameter ρmk brings a superior minimum stopband attenuation 

improvement to the Kaiser window. While the filters designed by the modified Cosh 

windows perform a little better results than the filters designed by the modified 

Kaiser window for Df < 4, the modified Kaiser window achieves better results in 

terms of the minimum stopband attenuation for Df > 4.   

 
 

5.5.3 Filter length comparison with modified Cosh, Cosh, Exponential and 
Kaiser windows 

The performance of the four proposed windows with the Kaiser window is 

compared in terms of the required filter length to achieve a fixed transition width ∆w 

= 0.2 rad/sample.  Figure 5.31 shows the simulation results, and can be commented as 

follows:  

For fixed filter length, three-parameter proposed windows provide better minimum 

stopband characteristics than the Kaiser, Cosh and Exponential windows. The 

modified Cosh window provides the best results until the length N = 141, but then 

the modified Kaiser window achieves better performance. The similar observation 

can be seen from Figure 5.30 in which the modified Cosh window has the best 

performance until As = 68 dB. 

As for the filter length comparison, three-parameter proposed windows provide 

lower length to achieve fixed minimum stopband attenuation. For example, the filter 

lengths required to achieve minimum stopband attenuation around 72 dB for ∆w = 

0.2 rad/sample are N = 135 for the modified Cosh and modified Kaiser windows, N = 

141 for the Kaiser window, and N = 151 for the Cosh and Exponential windows. But, 

for higher minimum stopband attenuations, the modified Cosh window requires more 

filter length compared to the modified Kaiser window. For example, the filter lengths 

required to achieve minimum stopband attenuation around 76.50 dB for ∆w = 0.2 

rad/sample are N = 145 for the modified Kaiser window and N = 151 for the 

modified Cosh window.   
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Figure 5.31 Minimum stopband attenuation comparison of the filters designed by 
the four proposed windows and Kaiser window with various filter length N and 

∆w = 0.2 rad/sample 
 

 

5.6 Comparison Examples for the Filters Designed by the Proposed and  Well-
Known Windows  

 
In the previous sections of this chapter, the filters designed by the proposed 

windows are compared with the filters designed by the well-known Kaiser window. 

In this section, the comparisons are extended to other well-known windows such as 

the Ultraspherical, Saramaki and Dolph-Chebyshev windows in order to demonstrate 

that the proposed windows can achieve better results than the windows in literature.    

 

5.6.1 Comparison example for minimum stopband attenuation quality  
 

The quality of nonrecursive digital filters for a fixed filter length can be 

measured in two ways. By fixing the transition width, the resultant minimum 

stopband attenuations are compared. Or, the transition widths are compared for fixed 

minimum stopband attenuations. The filter which has the largest minimum stopband 

attenuation for the first case or the narrowest transition width for the second case can 
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be said to be the best one. Generally, in literature the first case has been chosen to 

measure the quality of a filter. 

 

The quality example is chosen from Bergen and Antoniou’s paper [14]. They 

also used the first case for the quality comparison.  The nonrecursive digital filters 

are designed to satisfy the given prescribed filter specifications of a transition width 

∆w = 0.248 rad/sample and a filter length N = 101. The simulation results are given 

in Figure 5.32 and Table 5.7. [42, 43] 

Table 5.7 Data for the minimum stopband attenuation comparison of the filters 
 designed by the proposed and well-known windows with wct = 0.5π rad/sample and N = 101 

Window Type N   α    ρ   ∆w   As 

Modified Cosh 101 2.112 2.653 0.2479 67.54 
Modified Kaiser 101 4.774 1.300 0.2480 67.06 
Ultraspherical 101 - - 0.2480 66.92 
Saramaki 101 - - 0.2479 65.51 
Kaiser 101 6.160 - 0.2480 64.50 
Dolph-Chebyshev 101 - - 0.2484 63.87 
Exponential 101 5.880 - 0.2482 60.61 
Cosh 101 5.880 - 0.2484 60.59 
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(c) 

Figure 5.32 Amplitude responses of the filters designed by (a) modified Cosh, modified 
Kaiser, and Ultraspherical windows, (b) Saramaki, Kaiser and Dolph-Chebyshev windows, 
(c) Cosh and Exponential windows for wct = 0.5π rad/sample, ∆w = 0.248 rad/sample and N 

= 101 
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From Table 5.7, it can be seen that the best filter is achieved by the modified 

Cosh window although it has narrower transition width. As seen from Figure 5.32, 

this optimum filter is obtained by making two ripples (first and third ones) in equal 

amplitude by proper selection of mcα  and mcρ . The second best filter is obtained by 

the modified Kaiser window by making two ripples (first and second ones) in equal 

amplitude by proper selection of mkα  and mkρ . The filters designed by two proposed 

modified windows perform higher quality than the filter designed by the 

Ultraspherical window - obtained by making two ripples (first and second ones) in 

equal amplitude by proper selection of µ  and xµ  for this example. The filter 

designed by the Saramaki window is better than the one designed by the Kaiser 

window as expected from [7]. The filters designed by the Exponential and Cosh 

windows performed the worst results. From the table, it is seen that the filter 

designed by Exponential window has a little better than the filter by the Cosh 

window since it has a little bit narrower transition width.  

 

Interesting result is obtained for the filter designed by the Dolph-Chebyshev 

window. It is shown in Figure 3.6 that Dolph-Chebyshev window spectrum has 

sidelobes in equal amplitude. But, it is shown in Figure 5.32b that the filter designed 

by it has not equal ripples. This is due to the fact that there is a nonlinear relation 

between the window spectrum and filter spectrum. The other interesting result about 

the Dolph-Chebyshev window is that the filter designed by it is not the best one 

although it gives the smallest ripple ratio for a specified mainlobe width. This is due 

to that Dolph-Chebyshev has more energy under the sidelobes compared to other 

windows. This large unwanted sidelobe energy makes it perform worse results in 

filter design compared to the other windows such as Kaiser, Saramaki and 

Ultraspherical. 

 

The above simulation results for the Ultraspherical, Saramaki and Dolph-

Chebyshev windows are obtained by the following parameters. 

 
Ultraspherical window: µ = 0.862 and xµ = 1.00194. 

Saramaki window: µ = 1 and xµ = 1.0019. 

Dolph-Chebyshev window: R = 52.5 dB in magnitude. 
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Additional information for the windows used in the filter design above is given 

in Table 5.8. In this table, wR and wN are the half mainlobe width and null-to-null 

half mainlobe width, respectively. In literature, it is observed that wR or wN are 

chosen as the reference point. 

 
 

Table 5.8 Data for the spectrums of the windows used in the filter comparison example 

Window Type N    wR    wN     R STR-1 (%) 
  (x10-3) 

STR-2 (%) 
  (x10-3) 

Modified Cosh 101 0.1330 0.1375 -47.32 3.737 3.684 
Modified Kaiser 101 0.1327 0.1370 -46.07 4.446 3.219 
Ultraspherical 101 0.1328 0.1375 -45.99 3.263 3.188 
Saramaki 101 0.1332 0.1380 -45.43 3.019 2.931 
Kaiser 101 0.1335 0.1385 -45.03 2.918 2.864 
Dolph-Chebyshev 101 0.1344 0.1380 -52.42 19.290 19.275 
Cosh 101 0.1352 0.1410 -43.17 3.270 3.102 
Exponential 101 0.1350 0.1410 -43.08 3.490 3.317 

 
 

As said in the previous page, the interesting results are obtained for the filter 

designed by the Dolph-Chebyshev window. Although it provides the best ripple ratio 

as shown in the table, it can not perform the best minimum stopband attenuation for 

the filter design example. This is due to that the Dolph-Chebyshev window has more 

energy under the sidelobes compared to other windows. This more energy is 

obviously seen in Table 5.8 from the sidelobe energy (ES)-to-total energy (ET) ratio 

(STR-1) parameter for wR - which can be calculated from the following equation 
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∫
                                                                     (5.6) 

Note that the results in the table are obtained for T = 1. The parameter STR-2 can 

be calculated from Eq. (5.6) by substituting wn instead of wR. The Kaiser window has 

the lower sidelobe energy than the Saramaki window in Table 5.8 because its 

mainlobe width is wider. Kaiser window for N = 101 and αk = 6.13 provides R = -

44.82 dB and 2.969x10-3 % in terms of STR-2 for wn=0.138 rad/sample which 

confirms that the Saramaki window (2.931x10-3 %) minimizes the sidelobe energy 

better than the Kaiser window as resulted in [7].     
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5.6.2 Comparison example for filter order  
 

The filter order comparison example is also chosen from Bergen and Antoniou’s 

paper [14]. The nonrecursive digital filters are designed to satisfy the given 

prescribed filter specifications of a passband frequency wp = 1 rad/sample, a 

stopband frequency wst = 1.2 rad/sample, and a minimum stopband attenuation As = 

80dB. The simulation results are given in Table 5.9 with the some simulation plots in 

Figure 5.33 [43]. 

Table 5.9 Data for the filter order comparison of the filters designed by proposed and well-
known windows for wp = 1 rad/sample, wst = 1.2 rad/sample, and As = 80 dB 

Window Type N     α     ρ    As    ∆w 

Modified Kaiser 151 5.0307 1.497 80.00 0.2001 
Ultraspherical 153     -     - 80.00 0.1996 
Saramaki 159     -     - 80.00 0.1988 
Kaiser 159 7.9210     - 80.00 0.2006 
Dolph-Chebyshev 165     -     - 80.00 0.1918 
Exponential 169 8.2010     - 80.00 0.2003 
Cosh 169 8.2230     - 80.00 0.2007 
Modified Cosh 169 7.8317 1.050 80.00 0.2007 
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(e) 

Figure 5.33 Comparison of the filters designed by (a) modified Kaiser window, (b) 
Ultraspherical window, (c) Saramaki window, (d) Kaiser window, (e) Dolph-Chebyshev 

window for wp = 1 rad/sample, wst = 1.2 rad/sample and As = 80 dB 
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The desired filter orders (N-1) are given in Table 5.9. It is seen that the lowest 

order filter is obtained by using the modified Kaiser window. The Saramaki and 

Kaiser windows produce the same order, but the Saramaki window is better in terms 

of the transition width. The Dolph-Chebyshev window provides worse order than the 

Kaiser window because it has large sidelobe energy as explained in the example 

given in Section 5.6.1. The filters designed by the Exponential and Cosh windows 

performed the same results but the filter designed by the Exponential window has a 

little better transition width. Interesting result is obtained for the filter designed by 

the modified Cosh window. While it performed the best result in the first example, 

now it provides the worst order result. This is due to that the cosh function includes 

the terms of xe  and xe− , and when analyzing for this example it is observed that only 

the term of xe is dominant for the given filter specification. Therefore, the modified 

Cosh and two-parameter Cosh windows performed the same result with the 

Exponential window. And also, due to this reason, two equal ripples in the stopband 

couldn’t be obtained for the modified Cosh window. This causes the modified Cosh 

window not to be able to perform the same good performance in the first example. 

 

The above simulation results for the Ultraspherical, Saramaki and Dolph-

Chebyshev windows are obtained by the following parameters. 

 

Ultraspherical window: µ = 0.684 and xµ = 1.00128. 

Saramaki window: µ = 1 and xµ = 1.00123. 

Dolph-Chebyshev window: R = 66.69 dB in magnitude. 
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CHAPTER-6 
 

CONCLUSIONS AND FUTURE WORKS 
 
 

This thesis study presents four proposed window functions - namely 

Exponential, Cosh, modified Cosh and modified Kaiser - with their applications in 

the design of nonrecursive digital filters. In this chapter, a brief summary for the 

results of thesis work is presented. In addition, some future directions are mentioned 

in the base of the results found.  

 

6.1 Conclusions to Spectrum Analysis of the Proposed Windows  
 

It is known from the literature that smaller mainlobe width of a window’s 

spectrum causes smaller transition width between the passband and stopband regions 

in a filter; and smaller ripple ratio causes smaller ripples in the passband and 

stopband regions. Therefore, the window spectral characteristic parameters give 

important information for the resultant filter design characteristic. 

 

Before applying the proposed windows directly to the nonrecursive digital filter 

design, their spectral characteristics are analyzed and their spectrum design equations 

which are also useful for some applications such as the spectrum estimation are 

established.  

 

The first proposed window is the two-parameter Exponential window. This 

window is derived by replacing the modified Bessel function of first kind of order 

zero in the Kaiser window with the exponential function. But, the Exponential 

window has advantage that it has no power series expansion in its time domain 

representation. After analyzing the effect of the window adjustable parameters, the 

spectrum design equations - which define the window independent parameters in 

terms of the spectral parameters such as the ripple ratio and mainlobe width, for the 

Exponential window are established. The simulation results show that compared to 
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the Kaiser window for the same window length and mainlobe width, the Exponential 

window provides very good sidelobe roll-off ratio characteristic-which may be useful 

for some applications. In terms of the ripple ratio, the Kaiser window performs better 

results. As for comparison with the three-parameter Ultraspherical window, the 

Exponential window performs better in ripple ratio characteristic for narrower 

mainlobe width and larger sidelobe roll-off ratio with fixing the window length, 

mainlobe width and sidelobe roll-off ratio. For wider mainlobe width and smaller 

sidelobe roll-off ratio, the Ultraspherical window provides better ripple ratio. 

 

The second proposed window is the two-parameter Cosh window. Like the 

Exponential window, this window based on the cosine hyperbolic function is also 

derived using the Kaiser approach, and has no power series expansion in its time 

domain representation. From the simulation results, it is demonstrated that having no 

power series expansion in the Cosh window results in computationally cost 

efficiency of calculating the window coefficients compared to the Kaiser window. 

Then, the spectrum design equations for the Cosh window are found. The simulation 

results show that the Cosh window provides a little bit better ripple ratio for smaller 

mainlobe width, but then almost the same results for the rest of the mainlobe width 

compared to the Exponential window. Its sidelobe roll-off ratio characteristic is 

better than the Kaiser window, but its ripple ratio characteristic is worse. To improve 

its spectral characteristic in terms of the ripple ratio, the combination with the 

Hamming window is suggested. The results show that the Cosh window with the 

combination of Hamming window provides better ripple ratio than the Kaiser 

window and its combination with the Hamming window. The comparisons with the 

Ultraspherical window demonstrate that the Cosh window provides significantly 

better results in terms of ripple ratio for wider mainlobe width and larger sidelobe 

roll-off ratio, but a little bit worse ripple ratio results for narrower mainlobe width 

and smaller sidelobe roll-off ratio. 

 

Third window function is the modified Cosh window, which is derived by 

proposing an additional parameter to the two-parameter Cosh window. The 

simulation results show that an increase in the additional parameter results in a wider 

mainlobe width and a smaller ripple ratio. Since the modified Cosh window can 

provide many ripple ratio for a fix length, its optimum values are found for N = 51 
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and 101. Comparison examples for N = 51 and 101 demonstrate that the three-

parameter modified Cosh window provides superior ripple ratio characteristic 

compared to the Kaiser and Cosh windows. 

 

The last proposed window is the modified Kaiser window, which is derived by 

proposing the same additional parameter in the modified Cosh window to the two-

parameter Kaiser window. The simulation results show that the three-parameter 

modified Kaiser window also provides superior ripple ratio characteristic compared 

to the Kaiser and Cosh windows. Moreover, the advantage of the modified Kaiser 

window is that it provides better ripple ratio characteristics than the modified Cosh 

window for wider mainlobe width. The comparison of the modified Kaiser window 

with the Ultraspherical window shows that the proposed window performs better 

ripple ratio for the same window length, mainlobe width and sidelobe roll-off ratio.   

 

6.2 Conclusions to Nonrecursive Filters Design Using Proposed Windows  
 

The first task in the design of nonrecursive filters using the Exponential window 

is to find the filter design equations. The error analyses show that the proposed 

models perform good approximations with the actual values. The comparison results 

with the filters designed by the Kaiser window show that the filters designed by the 

Exponential window performs superior maximum stopband attenuations- which may 

be useful for some applications, but also worse minimum stopband attenuations. 

 

The filter design equations for the Cosh window are established, and the 

corresponding error analyses for the proposed models are carried out. The simulation 

results show that the Cosh window provides better results compared to the 

Exponential window in terms of the minimum stopband attenuation for narrower 

transition widths. For wider transition widths, they perform almost the same results. 

Comparison results with the Kaiser window show that the Cosh window provides 

better maximum stopband attenuations, but also worse minimum stopband 

attenuation. 

 

 The filter design by the modified Cosh window is started with analyzing the 

effect of the third parameter on the amplitude response of the filter. Simulation 
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example shows that an increase in the adjustable parameter ρmc results in a wider 

transition width and a larger minimum stopband attenuation. Since the modified 

Cosh window has many possibilities to provide the minimum stopband attenuation 

for a fixed filter length and transition width, the optimum solutions for N = 51 and 

127 are found from the observation that the minimum stopband attenuation occurs 

when two ripples including the first one in the stopband have equal amplitude. The 

comparison simulations show that the modified Cosh window performs better 

minimum attenuation than the Kaiser, Cosh and Exponential windows.  

 

The filter design by the modified Kaiser window is also started with analyzing 

the effect of the third parameter on the amplitude response of the filter. It is observed 

that an increase in the adjustable parameter ρmk results in a wider transition width and 

a larger minimum stopband attenuation like in the modified Cosh window. Since the 

modified Kaiser window has also many possibilities to provide the minimum 

stopband attenuation for a fixed filter length and transition width, the optimum 

solutions for N = 51 and 127 are found from the same observation in the case for the 

modified Cosh window. The comparison simulations show that the modified Kaiser 

window performs better minimum stopband attenuation and requires lower order 

than the Kaiser, Cosh and Exponential windows. As for the comparison with the 

modified Cosh window, the simulations results show that the modified Kaiser 

window performs better minimum stopband attenuation and requires lower order for 

wider transition widths.   

 

Since the ultimate aim of the thesis is to provide better results in the filter design 

compared to the other windows, the proposed windows are compared with the well-

known and best windows in the literature. Two comparison examples are chosen 

from [14]. 

    

In the first example, the filters designed by eight windows are analyzed for the 

quality comparison. Four windows are the proposed ones, and the other four ones are 

the Ultraspherical, Saramaki, Kaiser and Dolph-Chebyshev windows. Since the filter 

length and the transition width are fixed for all ones, the quality comparison is 

carried out in terms of the minimum stopband attenuation. The results show that the 
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filters designed by the modified Cosh and modified Kaiser windows perform better 

stopband attenuation than the filters designed by other six windows. 

 

In the second example, the filters designed by eight windows are analyzed for the 

filter order comparison to satisfy a given stopband attenuation and transition width. 

The results show that the lowest filter order is obtained by the modified Kaiser 

window. But, the modified Cosh window performs worst result although it has three 

parameters. This is due to fact that it performs worse results for wider transition 

width and larger stopband attenuation. 

 

It is shown in [14] that the best window which produces the optimum filter is the 

Ultraspherical window. But, in this thesis it is demonstrated with two examples that 

the proposed windows can achieve better results than the Ultraspherical window for 

filter design applications. 

 

6.3 Recommendations for Future Work  
 

The study is open to further developments. Future work can be the following: 

 
� In Sections 4.2 and 4.3, two windows using the Kaiser approach are 

proposed since the exponential and cosine hyperbolic functions have the 

same amplitude characteristic with the modified Bessel function of first kind 

of order zero in the Kaiser window. From Figure 4.15, new functions that 

will have the same amplitude characteristic with smaller amplitude 

compared to the modified Bessel function of first kind of order zero can be 

obtained and then they can be used to provide new windows using the Kaiser 

approach. The resultant two-parameter windows are expected to perform 

better ripple ratio and minimum stopband attenuation characteristics than the 

Kaiser window. Also, proposing the parameter ρ like in the modified Cosh 

and modified Kaiser windows as a third independent parameter to those 

obtained two-parameter windows, the resultant three-parameter windows are 

expected to perform better results than the Ultraspherical window. 
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� It is shown that the Cosh window with the combination of Hamming 

window can provide better ripple ratio than the Kaiser window. This is due 

to that the first ripple of the Hamming window is smaller than the ripple 

ratio. Other suitable windows that have the same characteristic with the 

Hamming can be combined with the Cosh window, and the resultant 

combinational window may perform better results. Also, the same 

combinations can be obtained for filter design. It is shown in Chapter-5 that 

the first ripple in the filter designed by the Dolph-Chebyshev window is 

smaller than the maximum ripple. A combination of proposed windows with 

the Dolph-Chebyshev window is expected to perform better minimum 

stopband attenuation results. 

 

� Nonrecursive filter design using the Fourier series method is suffered 

from the Gibbs’ phenomena. Another suitable series can be found which 

does not produce such undesirable oscillations.  
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APPENDIX-A    
 

MATLAB PROGRAMS  
 

In this section, some MATLAB programs used in this thesis are given. The 

program in the first section (A.1) calculates and plots the window spectrums and 

filter amplitude responses for the Modified Kaiser, Modified Cosh, Kaiser, Cosh and 

Exponential windows. To execute a desired command, the prompt % before that 

command should be removed. The programs in the second section (A.2) calculate the 

Ultraspherical coefficients and its adjustable parameters for prescribed specifications. 

 

A.1 MATLAB Program for the Proposed Windows 
 
clc; clear all; close all; format short 
ws=2*pi; % Normalized sampling frequency  
T=(2*pi/ws); % Sampling period 
wc=0.4*pi; % Cut-off frequency 
 
% Length of the windows or filters 
Na=input('odd Na = '); N1a=(Na+1)/2; 
Nb=input('odd Nb = '); N1b=(Nb+1)/2; 
Nc=input('odd Nc = '); N1c=(Nc+1)/2; 
Nd=input('odd Nd = '); N1d=(Nd+1)/2; 
Ne=input('odd Ne = '); N1e=(Ne+1)/2; 
Nf=input('odd Nf = '); N1f=(Nf+1)/2; 
Ng=input('odd Ng = '); N1g=(Ng+1)/2; 
 
% Second adjustable parameter for the windows 
alpha1=input('Alpha1 = '); alpha2=input('Alpha2 = '); alpha3=input('Alpha3 = '); 
alpha4=input('Alpha4 = '); alpha5=input('Alpha5 = '); alpha6=input('Alpha6 = '); 
alpha7=input('Alpha7 = '); 
 
% Third adjustable parameter for the windows 
a1=input('rho1 = '); a2=input('rho2 = '); a3=input('rho3 = '); a4=input('rho4 = ');  
a5=input('rho5 = '); a6=input('rho6 = '); a7=input('rho7 = ');  
 
m1=0; 
%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 1 X (Length+1)/2 window coefficients 
%%%%%%%%%%%%%%%%%%%%%%%%%% 
for n=0:(Na-1)/2; 
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beta1 = alpha1*sqrt(1-(2*n/(Na-1))^2) ; 
% w1(n+1)=(cosh(beta1)/cosh(alpha1))^a1; 
w1(n+1)=(BESSELI(m1,beta1)/BESSELI(m1,alpha1))^a1; 
% w1(n+1)=(exp(beta1)/exp(alpha1))^a1; 
end 
for n=0:(Nb-1)/2; 
beta2 = alpha2*sqrt(1-(2*n/(Nb-1))^2) ; 
w2(n+1)=(BESSELI(m1,beta2)/BESSELI(m1,alpha2))^a2; 
% w2(n+1)=(cosh(beta2)/cosh(alpha2))^a2; 
% w2(n+1)=(exp(beta2)/exp(alpha2))^a2; 
end 
for n=0:(Nc-1)/2; 
beta3 = alpha3*sqrt(1-(2*n/(Nc-1))^2) ; 
w3(n+1)=(BESSELI(m1,beta3)/BESSELI(m1,alpha3))^a3; 
% w3(n+1)=(cosh(beta3)/cosh(alpha3))^a3; 
% w3(n+1)=(exp(beta3)/exp(alpha3))^a3; 
end 
for n=0:(Nd-1)/2; 
beta4 = alpha4*sqrt(1-(2*n/(Nd-1))^2); 
w4(n+1)=(BESSELI(m1,beta4)/BESSELI(m1,alpha4))^a4; 
% w4(n+1)=(cosh(beta4)/cosh(alpha4))^a4; 
% w4(n+1)=(exp(beta4)/exp(alpha4))^a4; 
end 
for n=0:(Ne-1)/2; 
beta5 = alpha5*sqrt(1-(2*n/(Ne-1))^2) ; 
w5(n+1)=(BESSELI(m1,beta5)/BESSELI(m1,alpha5))^a5; 
% w5(n+1)=(cosh(beta5)/cosh(alpha5))^a5; 
% w5(n+1)=(exp(beta5)/exp(alpha5))^a5; 
end 
for n=0:(Nf-1)/2; 
beta6 = alpha6*sqrt(1-(2*n/(Nf-1))^2) ; 
w6(n+1)=(BESSELI(m1,beta6)/BESSELI(m1,alpha6))^a6; 
% w6(n+1)=(cosh(beta6)/cosh(alpha6))^a6; 
% w6(n+1)=(exp(beta6)/exp(alpha6))^a6; 
end 
for n=0:(Ng-1)/2; 
beta7 = alpha7*sqrt(1-(2*n/(Ng-1))^2) ; 
w7(n+1)=(BESSELI(m1,beta7)/BESSELI(m1,alpha7))^a7; 
%  w7(n+1)=(cosh(beta7)/cosh(alpha7))^a7; 
%  w7(n+1)=(exp(beta7)/exp(alpha7))^a7; 
end 
 
% the first elements of the ideal impulse responses 
h1(1)=(2*wc/ws); h2(1)=h1(1); h3(1)=h1(1); h4(1)=h1(1); h5(1)=h1(1);  
h6(1)=h1(1); h7(1)=h1(1); 
 
% the second to (Length+1)/2'th elements of the ideal impulse responses 
for n=1:N1a-1; h1(n+1)= (1/(n*pi))*sin(wc*n*T); end 
for n=1:N1b-1; h2(n+1)= (1/(n*pi))*sin(wc*n*T); end 
for n=1:N1c-1; h3(n+1)= (1/(n*pi))*sin(wc*n*T); end 
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for n=1:N1d-1; h4(n+1)= (1/(n*pi))*sin(wc*n*T); end 
for n=1:N1e-1; h5(n+1)= (1/(n*pi))*sin(wc*n*T); end 
for n=1:N1f-1; h6(n+1)= (1/(n*pi))*sin(wc*n*T); end 
for n=1:N1g-1; h7(n+1)= (1/(n*pi))*sin(wc*n*T); end 
 
% 1 x (Length+1)/2 windowed impulse responses 
b1=w1.*h1; b2=w2.*h2; b3=w3.*h3; b4=w4.*h4; b5=w5.*h5; b6=w6.*h6; 
b7=w7.*h7;  
%% 1 x (Length+1)/2 window coefficients 
% b1=w1; b2=w2; b3=w3; b4=w4; b5=w5; b6=w6; b7=w7; 
 
%%%%%%%%%%%%%%%%%%%%%%%%%% 
% 1 X Length symmetric window or filter coefficients 
%%%%%%%%%%%%%%%%%%%%%%%%%% 
for p1=1:N1a-1; d1(p1)=b1(N1a+1-p1); end; f1=[d1 b1]; e1=f1; 
for p2=1:N1b-1; d2(p2)=b2(N1b+1-p2); end; f2=[d2 b2]; e2=f2; 
for p3=1:N1c-1; d3(p3)=b3(N1c+1-p3); end; f3=[d3 b3]; e3=f3; 
for p4=1:N1d-1; d4(p4)=b4(N1d+1-p4); end; f4=[d4 b4]; e4=f4; 
for p5=1:N1e-1; d5(p5)=b5(N1e+1-p5); end; f5=[d5 b5]; e5=f5; 
for p6=1:N1f-1; d6(p6)=b6(N1f+1-p6); end; f6=[d6 b6];  e6=f6; 
for p7=1:N1g-1; d7(p7)=b7(N1g+1-p7); end; f7=[d7 b7]; e7=f7; 
 
z1=0; z2=0; z3=0; z4=0; z5=0; z6=0; z7=0; 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Fourier transform of the window or filter coefficients 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
for w=0:0.001:ws/2; 
for n=1:Na; HAa=(exp(-j*w*T*(n-1))); HFa(n)=HAa;  
for n=1:Nb; HAb=(exp(-j*w*T*(n-1))); HFb(n)=HAb;   
for n=1:Nc; HAc=(exp(-j*w*T*(n-1))); HFc(n)=HAc;   
for n=1:Nd; HAd=(exp(-j*w*T*(n-1))); HFd(n)=HAd;   
for n=1:Ne; HAe=(exp(-j*w*T*(n-1))); HFe(n)=HAe;   
for n=1:Nf; HAf=(exp(-j*w*T*(n-1))); HFf(n)=HAf;   
for n=1:Ng; HAg=(exp(-j*w*T*(n-1))); HFg(n)=HAg;   
end 
%%%%%%%%%%%%%% 
c1=e1*HFa'; MA1=abs(c1); z1=z1+1; M1(z1)=MA1; 
c2=e2*HFb'; MA2=abs(c2); z2=z2+1; M2(z2)=MA2; 
c3=e3*HFc'; MA3=abs(c3); z3=z3+1; M3(z3)=MA3; 
c4=e4*HFd'; MA4=abs(c4); z4=z4+1; M4(z4)=MA4; 
c5=e5*HFe'; MA5=abs(c5); z5=z5+1; M5(z5)=MA5; 
c6=e6*HFf'; MA6=abs(c6); z6=z6+1; M6(z6)=MA6; 
c7=e7*HFg'; MA7=abs(c7); z7=z7+1; M7(z7)=MA7;  
end 
plot(0:0.001:ws/2,20*log10(M1/M1(1)),0:0.001:ws/2,20*log10(M2/M2(1)),0:0.001:
ws/2,20*log10(M3/M3(1)),0:0.001:ws/2,20*log10(M4/M4(1)),0:0.001:ws/2,20*log1
0(M5/M5(1)),0:0.001:ws/2,20*log10(M6/M6(1)),0:0.001:ws/2,20*log10(M7/M7(1))
) 
legend('Kaiser-1','Kaiser-2','Kaiser-3','Kaiser-4','Kaiser-5','Kaiser-6','Kaiser-7'); 
xlabel('Normalized Frequency (rad/sample)'); ylabel('Gain (dB)') 
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A.2 MATLAB Programs for the Ultraspherical Window 
 

To find the Ultraspherical coefficients, ultra.m file should be executed. The 

adjustable parameters µ and xµ for given sidelobe roll-off ratio (S) and mainlobe 

width (wR) for fixed window length can be found by using seven m-files as follows:  

 

� Put N and S for myubound.m. Then, find µ by executing myu.m 

� Put N, wr and µ for xmyuforab.m. Then, execute it to find a and b 

� Put N, µ, a and b for xmyuforxa.m. Then, execute it to find xa 

� Put N, µ, wr and xa for xmyu.m. Then, execute it to find xµ 

� The subroutines largestZero.m and smallestZero.m are used by the programs 

myubound.m and xmyuforab.m 

 

A.2.1 ultra.m 
 
function w = ultra(N, mu, par, partype) 
error(nargchk(4,4,nargin)); 
% Check window length N 
N = ceil(N); 
if N < 1, error('The window length N must be >= 1.'); end 
if N == 1, w=1; return; end % Trivial window 
% Check parameter MU 
if mu <= -1.5 | mu == -1, error('MU must be > -1.5 and ~= -1.'); end 
% Check parameter BETA/XMU 
partypelength = length(partype); 
if partypelength == 4, 
    if partype == 'beta', 
        if par < 1, error('BETA must be >= 1.'); end 
        xmu = largestZero(N-1,mu)/cos(pi*par/N); % calculate xmu from beta 
    else 
        error('PARTYPE must be ''beta'' or ''xmu''.'); 
    end 
elseif partypelength == 3, 
    if partype == 'xmu', 
        if par < 1, error('XMU must be >= 1.'); end 
        xmu = par; % par supplied is xmu 
    else 
        error('PARTYPE must be ''beta'' or ''xmu''.'); 
    end 
else 
    error('PARTYPE must be ''beta'' or ''xmu''.'); 
end 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Calculate window coefficients 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Calculate constants. 
isodd=mod(N,2); if isodd, A=(N-1)/2; else A=N/2-1; end 
p=N-1; Cval=1-xmu^-2; 
if mu==0, B=xmu^p; else B=mu*xmu^p; end % Limiting value for Chebyshev 
polynomial. 
% Working vector initalizations. 
v0(1,A+1)=0; v1(1,A+1)=0; v2(1,A+1)=0; C(1,A+1)=0;  
ww(1,A+1)=0; w(1:N)=0; 
% Generate fixed v0(n+1) and C(n+1)^n for n=0,1,...,A.  
a0=mu+p-1; b0=p-1; v0(1)=1; C(1)=1;  
for g=0:b0-1, v0(1)=(a0-g)/(b0-g)*v0(1); end % v0(1)=binomial(a0,b0). 
for n=1:A, nl=n+1; v0(nl)=(b0-n+1)/(a0-n+1)*v0(nl-1); C(nl)=Cval*C(nl-1); end 
% Calculate 'half' the window coefficients ww(n+1) for n=0,1,...,A. 
for n=0:A, nl=n+1; 
% Generate v1(g+1) for g=n,n-1,...,0 and v2(g+1) for g=0,1,...,n. 
v1(nl)=1; v2(1)=1; alpha2=p-n; 
for g=1:n, gl=g+1; m=n-g; ml=m+1; 
v1(ml)=(mu+m)/(n-m)*v1(ml+1); v2(gl)=(alpha2-g+1)/g*v2(gl-1); 
end 
sum1=sum((v1(1:nl).*v2(1:nl)).*C(1:nl)); % Perform sumation. 
ww(nl)=B/alpha2*v0(nl)*sum1; % Window coefficients. 
end 
% Obtain symmetrical normalized window coefficients. 
ww=ww/ww(end); 
if isodd, w=[ww ww(end-1:-1:1)]'; 
else w=[ww fliplr(ww)]'; end 
return 
 
A.2.2 myubound.m  
 
function f=myubound(mu) 
N= input(' Odd window length N = '); 
S= input('Sidelobe roll-off ratio S = '); 
s=10^(S/20); 
xl = largestZero(N-2,mu+1); 
xs = smallestZero(N-2,mu+1); 
alpha=mu; 
n=N-1; 
 C1(1)=2*alpha.*xl; C1(2)=-alpha+2*alpha*(1+alpha).*(xl.^2); 
 for ii=3:n, 
     C1(ii)=2*(ii+alpha-1)/(ii).*xl.*C1(ii-1)-(ii+2*alpha-2)/(ii).*C1(ii-2);  
    end  
   C2(1)=2*alpha.*xs; C2(2)=-alpha+2*alpha*(1+alpha).*(xs.^2); 
 for ii=3:n, 
     C2(ii)=2*(ii+alpha-1)/(ii).*xs.*C2(ii-1)-(ii+2*alpha-2)/(ii).*C2(ii-2);  
    end  
   f=(s-abs(C1(n)/C2(n)))^2; 
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A.2.3 myu.m  
 
format long 
clc; 
clear all; 
mu = fminbnd(@myubound,0,10) 
 
A.2.4 xmuforab.m  
format long 
N= input(' Odd window length N = '); 
wr= input(' Mainlobe width wr = '); 
xl2 = largestZero(N-2,mu+1); 
xs2 = smallestZero(N-2,mu+1); 
alpha= input(' myu = '); 
n=N-1; 
C11(1)=2*alpha.*xl2; C11(2)=-alpha+2*alpha*(1+alpha).*(xl2.^2); 
for ii=3:n, 
C11(ii)=2*(ii+alpha-1)/(ii).*xl2.*C11(ii-1)-(ii+2*alpha-2)/(ii).*C11(ii-2);  
end  
a=abs(C11(n)) 
C22(1)=2*alpha.*xs2; C22(2)=-alpha+2*alpha*(1+alpha).*(xs2.^2); 
for ii=3:n, 
C22(ii)=2*(ii+alpha-1)/(ii).*xs2.*C22(ii-1)-(ii+2*alpha-2)/(ii).*C22(ii-2);  
end  
b=abs(C22(n)) 
 
A.2.5 xmuforxa.m  
 
% Check bounds for parameters. 
if (floor(n)~=n) | (n<=1), error('N should be a positive integer > 1'); xstar=NAN; 
return; end 
if alpha<=-1.5, error('ALPHA should be >= -1.5'); xstar=NAN; return; 
elseif alpha==-1 error('ALPHA cannot be -1'); xstar=NAN; return; end 
 
% Check for special instances of the ultraspherical polynomial where  
% analytical expressions for the zeros exist. 
if alpha==0, xstar=cos(pi/(2*n)); return; % Chebyshev polynomial of the first kind, 
Tn(x). 
elseif alpha==1, xstar=cos(pi/(n+1)); return; % Chebyshev polynomial of the second 
kind, Un(x). 
elseif alpha==-0.5, xstar=1; return; end % Always 1.   
 
% Step 1 
N= input(' Odd window length N = '); 
a= input(' a = '); 
b= input(' b = '); 
alpha= input(' myu = '); 
epsilon=10^-6; ktol=20; C3(1,n)=0; y(1,ktol+1)=0; 
% y1(1)=1;; % Upper bound 
y1(1)=sqrt(n*n+2*(n-1)*alpha-1)/(n+alpha); 
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% Step 2 
for k=1:ktol 
x=y1(k); C3(1)=2*alpha.*x; C3(2)=-alpha+2*alpha*(1+alpha).*(x.^2); 
for ii=3:n, 
 C3(ii)=2*(ii+alpha-1)/(ii).*x.*C3(ii-1)-(ii+2*alpha-2)/(ii).*C3(ii-2);  
 end  
den=(1/(1-x^2))*((2*alpha+n-1)*C3(n-1)-(n*x)*C3(n)); % derivative. 
y1(k+1)=y1(k)-(C3(n)-((sign(alpha)*max(a,b))))/den; % Newton-Raphson iteration. 
% Step 3 
if abs(y1(k+1)-y1(k))<epsilon, xstar=y1(k+1); break; end 
end 
if k==ktol, error('Algorithm did not converge within ten iterations - stopping.'); end 
return 
 
A.2.6 xmyu.m  
 
format long 
N= input(' Odd window length N = '); 
mu= input(' myu = '); 
wr= input(' Mainlobe width wr = '); 
xa=xmyuforxa(N-1,mu); 
xmu=xa/cos(wr/(2)) 
 
A.2.7 largestZero.m  
 
function xstar = largestZero(n,alpha) 
% Check bounds for parameters. 
if (floor(n)~=n) | (n<=1), error('N should be a positive integer > 1'); xstar=NAN; 
return; end 
if alpha<=-1.5, error('ALPHA should be >= -1.5'); xstar=NAN; return; 
elseif alpha==-1 error('ALPHA cannot be -1'); xstar=NAN; return; end 
 
% Check for special instances of the ultraspherical polynomial where  
% analytical expressions for the zeros exist. 
if alpha==0, xstar=cos(pi/(2*n)); return; % Chebyshev polynomial of the first kind, 
Tn(x). 
elseif alpha==1, xstar=cos(pi/(n+1)); return; % Chebyshev polynomial of the second 
kind, Un(x). 
elseif alpha==-0.5, xstar=1; return; end % Always 1.   
 
% Step 1 
epsilon=10^-6; ktol=20; C(1,n)=0; y(1,ktol+1)=0; 
y(1)=sqrt(n*n+2*n*alpha-2*alpha-1)/(n+alpha); % Upper bound 
 
% Step 2 
for k=1:ktol 
 x=y(k); C(1)=2*alpha.*x; C(2)=-alpha+2*alpha*(1+alpha).*(x.^2); 
 for ii=3:n, 
     C(ii)=2*(ii+alpha-1)/(ii).*x.*C(ii-1)-(ii+2*alpha-2)/(ii).*C(ii-2);  
    end  
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 den=1/(1-x^2)*((2*alpha+n-1)*C(n-1)-(n*x)*C(n)); % derivative. 
 y(k+1)=y(k)-C(n)/den; % Newton-Raphson iteration. 
  
% Step 3 
 if abs(y(k+1)-y(k))<epsilon, xstar=y(k+1); break; end 
end 
if k==ktol, error('Algorithm did not converge within ten iterations - stopping.'); end 
return 
 
A.2.8 smallestZero.m  
 
function xstar = smallestZero(n,alpha) 
l=round((n-2)/2); 
% Check bounds for parameters. 
if (floor(n)~=n) | (n<=1), error('N should be a positive integer > 1'); xstar=NAN; 
return; end 
if alpha<=-1.5, error('ALPHA should be >= -1.5'); xstar=NAN; return; 
elseif alpha==-1 error('ALPHA cannot be -1'); xstar=NAN; return; end 
 
% Check for special instances of the ultraspherical polynomial where  
% analytical expressions for the zeros exist. 
if alpha==0, xstar=cos(pi(l-1/2)/(n)); return; % Chebyshev polynomial of the first 
kind, Tn(x). 
elseif alpha==1, xstar=cos(l.*pi/(n+1)); return; % Chebyshev polynomial of the 
second kind, Un(x). 
elseif alpha==-0.5, xstar=1; return; end % Always 1.   
 
% Step 1 
epsilon=10^-6; ktol=20; C(1,n)=0; y(1,ktol+1)=0; 
y(1)=(sqrt(n*n+2*n*alpha-2*alpha-1)/(n+alpha))*cos((l-1)*pi/(n-1)); % Upper 
bound 
 
% Step 2 
for k=1:ktol 
 x=y(k); C(1)=2*alpha.*x; C(2)=-alpha+2*alpha*(1+alpha).*(x.^2); 
 for ii=3:n, 
     C(ii)=2*(ii+alpha-1)/(ii).*x.*C(ii-1)-(ii+2*alpha-2)/(ii).*C(ii-2);  
    end  
 den=1/(1-x^2)*((2*alpha+n-1)*C(n-1)-(n*x)*C(n)); % derivative. 
 y(k+1)=y(k)-C(n)/den; % Newton-Raphson iteration. 
  
% Step 3 
 if abs(y(k+1)-y(k))<epsilon, xstar=y(k+1); break; end 
end 
if k==ktol, error('Algorithm did not converge within ten iterations - stopping.'); end 
return 
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