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ABSTRACT 

 

ANALYSIS OF LAMINAR-TURBULENT TRANSITION IN  

TIME-DEPENDENT PIPE FLOWS 

 

ÖZAHĠ, Emrah 

Ph.D. in Mechanical Engineering 

Supervisor: Prof. Dr. Melda Ö. ÇARPINLIOĞLU 

Co-Supervisor: Prof. Dr. M. YaĢar GÜNDOĞDU 

October 2011, 299 pages 

 

 The detection of transition to turbulence in sinusoidal pulsatile pipe flow and 

the flow dynamics at the onset of transition are analyzed in this study. The 

experimental study is conducted in the ranges of the time averaged and oscillating 

Reynolds numbers of 1019≤ taRe ≤4817 and 107≤ osRe ≤4261. The velocity amplitude 

ratio of 0.05≤ 1A ≤0.96 and oscillation frequency of 0.1 Hz≤ f ≤14 Hz corresponding 

to Womersley numbers of 2.72≤  ≤32.21 cover the so-called intermediate region 

of pulsatile flow. The generation and control of the pulsatile flow, the acquisition and 

processing of the measured data and the analyses of the flow dynamics are carried 

out by means of the devised program, TDFC.vi in LabView 2009-SP1 environment. 

 

 

An original detection method is devised in TDFC.vi instead of the transition 

detection by visual observation in velocity waveforms, cited in the literature. Two 

dimensionless, dynamic turbulence detection parameters, TDP , of 

   22
),( νωUdttrdUR ta  for f ≤1 Hz and    222

),( ωUdttrdU ta  for f >1 Hz are 

defined. Moreover, two dimensionless, dynamic threshold parameters, TP , of 

 nω1 ( fn  ) for f≤1 Hz and  41  for f>1 Hz are defined as a function of 

 . The detection is based on the comparison of the magnitudes of TDP  and TP . 

 

 

It is concluded that there is a distinct difference in flow dynamics for 

 ≤8.61 and  >8.61. Namely, at the onset of transition, despite of the 

noticeable influence of 1A  on taRe  for  ≤8.61, no effect of 1A  is observed for 

 >8.61. There is no effect of   on taRe  for 1A =0.10 and 1A =0.20 although 

the significant effect of   on taRe  is observed for 1A >0.30 at the onset of 

transition. 

 

Key Words: Pulsatile flow, laminar to turbulent transition, time averaged Reynolds 

number, oscillating Reynolds number, Womersley number, velocity amplitude ratio, 

oscillation frequency. 
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ÖZET 

ZAMANA BAĞIMLI BORU AKIMLARINDA LAMINAR-TURBULENT 

GEÇİŞ ANALİZİ 

ÖZAHĠ, Emrah 

Doktora Tezi, Makine Müh. Bölümü 

Tez Yöneticisi: Prof. Dr. Melda Ö. ÇARPINLIOĞLU 

Yardımcı Tez Yönetici: Prof. Dr. M. YaĢar GÜNDOĞDU 

Ekim 2011, 299 sayfa 

 

Bu çalıĢmada, sinüzoidal darbeli boru akımında türbülansa geçiĢin tespiti ve 

geçiĢ baĢlangıcındaki akım dinamiği incelenmiĢtir. Deneysel çalıĢma 

1019≤ taRe ≤4817 ve 107≤ osRe ≤4261 zaman ortalamalı Reynolds sayısı ve salınımlı 

Reynolds sayısı aralıklarında yapılmıĢtır. 0.05≤ 1A ≤0.96 aralığındaki hız genliği 

oranı ve 2.72≤  ≤32.21 aralığındaki Womersley sayısına denk düĢen 0.1 

Hz≤ f ≤14 Hz aralığındaki salınım frekansı darbeli akıĢın “intermediate” bölgesini 

kapsamaktadır. Darbeli akıĢın üretimi ve kontrolü, ölçülen verinin toplanması ve 

iĢlenmesi, ve akım dinamiğinin analizleri LabView 2009-SP1 yazılım programı 

içerisinde tasarlanmıĢ program, TDFC.vi ile gerçekleĢtirilmiĢtir.  

 

Literatürde bahsedilen hız dalga profilleri üzerinden görsel gözlemler ile 

türbülansa geçiĢin tespiti yerine özgün bir türbülansa geçiĢ tespit metodu TDFC.vi 

içerisinde tasarlanmıĢtır. Ġki boyutsuz, dinamik türbülans tespit parametresi, TDP , f 

≤1 Hz için    22
),( νωUdttrdUR ta  ve f >1 Hz için    222

),( ωUdttrdU ta  

tanımlanmıĢtır. Bundan baĢka, iki boyutsuz, dinamik eĢik değiĢkeni, TP , f ≤1 Hz 

için   nω1  ( fn  ) ve f >1 Hz için  41  ,   parametresinin fonksiyonu 

Ģeklinde tanımlanmıĢtır. Türbülansa geçiĢin baĢlangıcının tespiti TDP  ve TP  

değiĢkenlerinin kıyaslanması esasına dayalıdır. 

 

 ≤8.61 ve  >8.61 için akım dinamiklerinde belirgin bir farkın olduğu 

sonucu çıkarılmıĢtır. ġöyle ki, türbülansa geçiĢin baĢlangıcında,  ≤8.61 için 

1A ’in taRe  üzerinde fark edilir etkisinin olmasına rağmen,  >8.61 için 1A ’in 

taRe  üzerinde etkisi gözlemlenmemiĢtir. Türbülansa geçiĢ baĢlangıcında 1A >0.30 

için  ’nın taRe  üzerinde kayda değer etkisinin gözlemlenmesine rağmen, 

1A =0.10 ve 1A =0.20 için taRe  üzerinde  ’nın etkisi yoktur. 

 

Anahtar Kelimeler: Darbeli akıĢ, laminardan türbülansa geçiĢ, zaman ortalamalı 

Reynolds sayısı, salınımlı Reynolds sayısı, Womersley sayısı, hız genliği oranı, 

salınım frekansı.  
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CHAPTER 1 

 

INTRODUCTION 

 

1.1. Background and Motivation 

Transition to turbulence in time dependent pipe flows is one of the major 

research areas by the start of 1950’s to nowadays. Time dependent flow is expressed 

simply as a state in which the flow parameters change with time. The understanding 

of the onset of transition to turbulence and the subsequent fluid interactions that lead 

to transition to turbulence are still the gaps in this research area. Laminar to turbulent 

transition starts firstly in the decelerating phase of the time dependent waveforms as 

turbulent bursts.  

Until now, the visual observation of velocity waveforms is a preferred 

inspection method since transition to turbulence is described by the presence of the 

disturbed flow with small amplitude perturbations and the growth of turbulent bursts. 

The observation of the first turbulent bursts in the decelerating phase and covering 

the whole cycle of oscillation are used to define the critical states of the onset and the 

end of transition, respectively. 

 Although, the attention to time-dependent laminar pipe flows can be extended 

to the early studies of Sexl (1930), Szymanski (1932), Ito (1952), Kusama (1952) 

and Womersley (1955), transition of laminar periodic flows has been considered as a 

separate research topic in 1980’s (Ohmi et al., 1981; Ohmi and Iguchi, 1982; Ohmi et 

al., 1980’s (Ohmi et al., 1981; Ohmi and Iguchi, 1982; Ohmi et al., 1982; Iguchi and 

Ohmi, 1982, 1984) as reviewed in (Gündoğdu and Çarpınlıoğlu, 1999). In the time 

period of 1999 to 2010, there are a few number of experimental studies conducted on 

transition to turbulence in pulsatile pipe flows, major part belonging to earlier studies 

such as (Sarpkaya, 1966), (Yellin, 1966),  (Hershey and Im, 1968),   (Gerrard, 1971), 
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(Nerem et al., 1972), (Mizushina et al., 1973), (Clamen and Minton, 1977), (Ohmi et 

al., 1982), (Iguchi and Ohmi, 1984), (Shemer and Kit, 1984), (Shemer, 1985), 

(Stettler and Hussain, 1986), (Einav and Sokolov, 1993), (Peacock et al., 1998). 

Therefore, the need of updated information on the manner, the need for investigation 

of the flow physics effects on laminar to turbulent transition and the need of 

comprehensive research study in which the effects of time dependent flow 

parameters of Womersley number,   and velocity amplitude ratio, 1A on flow 

dynamics at the onset of transition are forming the motivation of this thesis.  

 

1.2. Objects 

The detection of laminar to turbulent transition in sinusoidal pulsatile pipe 

flow and the analysis of the flow dynamics at the onset of transition are mainly 

aimed in this thesis. The pulsatile pipe flow in the laminar intermediate region in the 

ranges of 2.72≤  ≤32.21 (0.1 Hz≤ f ≤14 Hz) and 0.05≤ 1A ≤0.96 is generated and 

controlled by means of a devised program named as TDFC.vi (Time Dependent Flow 

Control) in LabView 2009 SP1 environment, with utilizing a 1 MHz, 16 bit IOtech 

Personaldaq 3001 A/D converter card and a desktop personal computer. The 

acquisition and processing of the signal is performed by the devised program, 

TDFC.vi. All the analysis of flow dynamics is also carried out by TDFC.vi.  

The major aim of this study is to detect the onset of laminar to turbulent 

transition in pulsatile pipe flow by means of a detection method devised in LabView 

environment; instead of the conventional visual observation of velocity waveforms. 

In this method, two dimensionless and dynamic turbulence detection parameters and 

two dimensionless dynamic threshold parameters are defined for the oscillation 

frequency ranges of  f ≤1 Hz and f >1 Hz. The transition to turbulence is 

automatically detected by TDFC.vi if the dynamic turbulence parameter exceeds the 

dynamics threshold parameter at any instant and at any radial position. 

 

 

1.3. Outline of the Thesis 

 The main body of the thesis is divided into the chapters as follows: 
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In chapter 2, the literature survey is presented. The basic terminology and 

relationships are given. The fundamental experimental studies related to laminar to 

turbulent transition in pulsatile and oscillating pipe flows are presented.  

 In chapter 3, the design and layout of the experimental set-up and its 

components are introduced in details. Each component of the set-up is presented with 

its technical specification in details. The measuring devices of Constant Temperature 

Anemometer (CTA) and pressure transmitter, their working principles and their 

calibration techniques are presented. 

 In chapter 4, the experimental procedure, the data acquisition and processing 

techniques are given. The devised program, TDFC.vi in LabView 2009SP1 and the 

methodology used in TDFC.vi for data acquisition and processing are presented in 

details including some sample plots.   

In chapter 5, the preliminary tests on characteristics of flow field are given. 

The symmetry of the velocity field and the hydrodynamic development of velocity 

profile are discussed. The uncertainty analyses of the measurement chains are carried 

out and presented in this chapter.  

 In chapter 6, the control of the laminar steady flow through the pipeline is 

introduced. Velocity and turbulence intensity profiles over the pipe cross-section are 

presented at some different axial locations along the pipeline for the cases of with 

and without flow conditioners. Also, the performance characteristics of the flow 

conditioners in terms of pressure drop, P are presented.  

 In chapter 7, the methodology used in the sub-program embedded into 

TDFC.vi for the detection of onset of transition in pulsatile pipe flow is introduced in 

detail. The verification of the effectiveness and success of the turbulence detection 

method and the devised program are shown here by some samples.  

 In chapter 8, the pulsatile flow dynamics in terms of velocity and pressure 

waveforms, cross-sectional and mean velocity profiles, instantaneous pressure drop, 
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wall shear stress and friction factor profiles which are calculated/evaluated and 

plotted are commented. The verification of the turbulence detection method is 

performed for sample runs both in laminar regime and at the onset of transition.   

In chapter 9, the influences of the oscillation frequency, f  in other words 

 and the velocity amplitude ratio, 1A on the critical Reynolds numbers at the 

onset of transition are presented. Some correlations are proposed in the end of the 

chapter.   

 In chapter 10, the crucial points as a result of conclusions and the suggestions 

for the further studies are given.     
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CHAPTER 2 

 

LITERATURE SURVEY 

 

2.1. Introduction 

 Laminar to turbulent transition in pipe flows is one of the fundamental 

problems in fluid mechanics, which has attracted the interest of investigators for 

more than 100 years. There are still gaps in the understanding of the onset of 

instability and the subsequent fluid interactions that lead to transition to turbulence. 

Moreover, this phenomenon also becomes important in time dependent flows. This 

section presents the state of art on laminar to turbulent transition focused on 

experimental studies of periodic pipe flows, i.e. pulsatile and oscillating, covering the 

time period by the start of 1950’s to nowadays, pointing out the gaps to be filled in 

future, and giving recent contributions of the experimental studies drawing attention 

to critical aspects. 

 The process by which a laminar flow changes to a turbulent one is called 

transition. In many cases, real flows in pipes diverge considerably from laminar to 

turbulent regime after laminar flow initially breakdown because of amplification of 

small disturbances (Schlichting and Gersten, 2000). The flow goes through a 

complex sequence of changes finally resulting in the chaotic, which is known as 

turbulence. The process of transition is greatly as a result of fluctuation intensity of 

the free stream, roughness of the surfaces, and shape of the flow entrance conditions. 

 Laminar to turbulent transition in steady pipe flow was studied by many 

scientists in early times (Hagen, 1839), (Poiseuille, 1840), (Hagen, 1854), (Reynolds, 

1883), (Ekman, 1883), (Schiller, 1934), (Pfenniger, 1961). The first systematic           
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investigations on steady pipe flows were carried out by Reynolds (1883). He 

discovered the similarity principle introducing a non-dimensional parameter as mean 

Reynolds number, DU mm Re . In pipe flows, it certainly is not obvious what the 

critical mean Reynolds number is, critm,Re . Barnes and Coker (1905) obtained 

experimentally critm,Re =20000.  

The oldest investigations into the mechanics of transition called the K-regime 

were performed at the U.S. National Bureau of Standards by Schubauer (1957), 

Klebanoff and Tidstrom (1959), and Klebanoff et al. (1962). Schubauer and 

Klebanoff (1956) showed transition to be a process involving the formation of 

turbulent spots, as had been postulated earlier by Emmons (1951). Experimental 

investigations by Hama et al. (1957), Kovasznay et al. (1962), and Hama and 

Nautant (1963) utilizing dye techniques in water demonstrated the occurrence of 

characteristic 3-D dye configurations before transition occurs. The three main stages 

were identified both experimentally and theoretically as receptivity, linear stability 

and nonlinear breakdown.  

Detailed experimental studies for laminar to turbulent transition in steady 

pipe flows show that the flow has an “intermittent character” in a certain region of 

Reynolds numbers close to the critical value. The physical character of the flow is 

given by the intermittency factor, γ. This factor is the fraction of time for flow being 

fully turbulent, i.e., γ=0 means continuous laminar flow and γ=1 means continuous 

turbulent flow.  

For both steady and time dependent pipe flows, some turbulent structures 

occur during the period of laminar to turbulent transition. For the intermediate mRe , a 

localized perturbation induces turbulence in localized sections of the pipe only, 

named as puff, slug and equilibrium puff (Wygnanski and Champagne, 1973), 

(Wygnanski et al., 1975). In Fig. 2.1 and Fig. 2.2, typical centerline velocity time 

records (Durst and Ünsal, 2006) and numerical flow visualization (Shan et al., 1999) 

of puff and slug-type turbulent structures are given as their definitions, respectively. 

A slug in the transition has similar characteristics to the corresponding fully 
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developed turbulent flow having definite interfaces at their heads and tails while puff 

has not a clear interface at their head and their mean velocities are roughly the same 

as the mean flow velocity of the pipe flow. The slugs are generated at supercritical 

Re by the instabilities of the flow at the inlet. Puff may be considered as a natural 

minimal flow unit for turbulence in a pipe and the smallest volume in which a 

chaotic flow can be sustained. Equilibrium puff is defined as that the length of the 

puff is maintained at a constant rate while the puff propagates downstream, being 

found to neither grow, nor shrink and observed to travel downstream through the 

pipe (Wygnanski et al., 1975). As the slugs form and grow, the increased friction due 

to the turbulent flow in them produces a reduction in mass flux (Sreenivasan and 

Ramshankar, 1986).  

 

 

Figure 2.1 Centerline velocity time records of puff and slug type turbulent structures 

(Durst and Ünsal, 2006) 

 

 

 

 

Figure 2.2 Typical numerical flow visualizations of puff and slug type turbulent 

structures (Shan et al., 1999) 
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Time dependent flow is expressed simply as a state in which the flow 

parameters change with time. Classification sketch of time dependent flows is shown 

in Fig. 2.3. Periodic flows have regular flow pattern with respect to time, i.e., in form 

of sinusoidal, triangular, rectangular or saw toothed waves, etc. They can be 

classified as pulsatile/pulsating and oscillatory/oscillating flows. Pulsatile flow is 

composed of a steady component and a superimposed periodical time varying 

component called oscillation. Oscillating flow itself is a special type of pulsatile flow 

which is governed by an oscillation only, with a zero steady flow component.  

 

 

 

Figure 2.3 Classifications of time dependent flows 

 

 

 

 

 

Figure 2.4 Methods used for production of oscillation 
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The studies of a periodic oscillation mostly in the form of a sinusoidal wave 

in the literature were preferred due to the simplicity in its production, control and 

analytical treatment. The methods used for the generation of oscillation are given in 

Fig. 2.4. In most of the experimental studies, pressure gradient controlling was used 

as a method for generation of oscillation. Currently new technologies are in use for 

generation and control of oscillations (Durst et al., 2003). 

Let us recall the basic relations for time dependent viscous compressible pipe 

flow in cylindrical coordinates. The general governing equations for transitional 

pulsatile flows are; 

a)Momentum equations:  
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b) Continuity equation: 
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c) Compressibility relation: 
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In the case of turbulent flow, instantaneous values of velocities and pressure 

are written as; 

 

 

PPP  ;   uuu  ;   vvv                                   (2.5) 

 

 

For pulsatile flow, ensemble-averaged value has a long time averaged value 

and an oscillatory component due to the pulsation, which are denoted by subscripts 

“ta” and “os”, respectively. Therefore, the instantaneous values in Eq. (2.5) can be 

rewritten for pulsatile flows as; 
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U  is the phase averaged value, u is the fluctuating component due to turbulent 

motion. The phase averaged value, U  is obtained from the data for N periods as 

follows; 
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 The root mean square of the turbulent fluctuation velocity in axial direction 

rmsu  can be calculated as follows; 
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The measured values of rmsu are approximated by the following finite Fourier 

series as follows; 
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Neglecting the radial component of motion, the axial one is approximated, as 

was previously done in the literature, for slightly compressible pulsatile flows as; 
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The sub-steps and details of these relations for time dependent compressible 

viscous flows are given in the Ph. D. thesis of Gündoğdu (2000), and in Gündoğdu 

and Çarpınlıoğlu (1999, Part1 & 2). The final form of the general momentum-

integral equation valid for turbulent pipe flows is given as: 
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The experimental values of mU  and LP are approximated by the finite 

Fourier expansion as given by Ohmi et al. (1982): 

 

 

 nosm

N

n

nosmtamm UtnUUU ,,

1

,,, sin  


                       (2.17) 

 

 

 nos

N

n

nosta PtnLPLPLP ,

1

, sin  


                                (2.18) 

 

 

The measured values are generally approximated by the first harmonics of the 

wave as follows;  
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Time average velocity can be defined as;  
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where the instantaneous velocity at a point in the flow direction is; uUU m
 . 

As a result of the substitution of Eqs. (2.17) and (2.18) into Eq. (2.16), the 

following two momentum balance equations are obtained as; 
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2.2. Laminar to Turbulent Transition in Pulsatile Pipe Flows 

 The studies related to transitional pulsatile pipe flows are based mainly on the 

observations of velocity waveforms and detection of disturbance growth. Until the 

early 1960’s there were no detailed studies. The essential studies conducted from 

then till now on transitional pulsatile pipe flow with their critical numbers and 

validity ranges are given in Table 2.1. The experimental ranges of the studies 

conducted on transitional pulsatile pipe flow in the literature are given in Appendix 

1. 

 

Table 2.1. Pulsatile pipe flow studies with critical values of proposed parameters; 

utilized validity ranges of  and comments 

 

Author Critical number Validity range Comment 

Sarpkaya (1966) critm,Re =6500 5.82    
Onset of 

transition 

Yellin (1966) e)R̂(Re
2

,2
 critm

time

R


  134    

Neither mRe  nor 

eR̂  was sufficient 

for determination 

of transition alone 

Hershey and Im 

(1968)  
2100Re , critta   24.40    

Onset of 

transition 

Gerrard (1971) mRe =3770  4.14  
mRe =3770 lies in 

the turbulent 

transition range  

Nerem et al. 

(1972)  

 250Re ,

N

critpeak  for 

descending aorta 

150Re ,

N

critpeak  

for ascending aorta 

 

64    
Onset of 

transition 

Mizushina et al. 

(1973)  

critTT  Profile I 

critTT   Profile II 
32Re19.0DUT mcrit  

78.2762.8    

sTs 9.776.0   

Profile I: Velocity 

profile is similar 

to the steady state 

Profile II: 

Velocity profile is 

different from 

steady state 

Clamen and 

Minton (1977) 

critm,Re =1500 and up to 

 =16.6 
342.11    

Onset of 

transition 

Clamen and 

Minton (1977) 
394

2
, 




R

X
A A

critCM


 342.11    

Onset of 

transition 
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Table 2.1. (Cont.) 

Ohmi et al. 

(1982) critta,Re > 2240 
93.8  

48.16  

Onset of 

transition 

Ohmi et al. 

(1982) critta,Re = 4830  93.8  

Turbulent 

bursts in 

decelerating 

phase 

Ohmi et al. 

(1982) critta,Re = 9690  93.8  

Turbulent 

bursts over 

one cycle 

Ohmi et al. 

(1982) critta,Re = 12300  48.16  

Turbulence in 

decelerating 

phase  

Ohmi et al. 

(1982) critta,Re = 24200  48.16  
Turbulence 

over one cycle 

Iguchi and 

Ohmi (1984) 
7106  xK crit  13.2316.4    

Limit for 

occurrence of 

bursts in 

conditionally 

turbulent 

Shemer and 

Kit (1984) mm UfSt /2Re  <0.018 4.1455.4    
Quasi-steady 

flow behavior 

Shemer 

(1985) critm,Re >3000  =6.5 

Fully 

turbulent for 

whole pipe 

Stettler and 

Hussain 

(1986) 
critm,Re <2540 701    Fully laminar 

Stettler and 

Hussain 

(1986) 

 

2330Re , critm   =6.25 
Onset of 

transition 

Stettler and 

Hussain 

(1986) 

2000Re , critm  70  
Onset of 

transition 

Einav and 

Sokolov 

(1993) 

critm,Re =1700 and 

critos,Re =1385  
2.2189.9    

Onset of 

transition 

during 

decelerating 

phase 

Peacock et al. 

(1998) 
27.0

83.0

, 169Re  StP

critpeak   555.1    
Onset of 

transition 

Çarpınlıoğlu 

(2003) 
2000Re , critos 17929Re , critta   287    

Onset of 

transition 

Çarpınlıoğlu 

(2003) 
23763Re , critta   287    

End of 

transition 
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The first study conducted on laminar to turbulent transition in a pulsatile pipe 

flow by means of flow visualization is one by Gilbrech and Combs (1963). Later, 

Sarpkaya (1966) carried out an experimental study on determination of critm,Re  for 

pulsatile Poiseuille flow of aero hydraulic oil. The flow remained laminar up to 

mRe =6500 above which random 3-D bursts of turbulence were observed. Moreover, 

critm,Re  for the pulsatile flow was found to be higher than critm,Re for steady pipe 

flow for the same mean pressure gradient clarifying that pulsatile flow was more 

stable than the steady flow.  

 Yellin (1966) investigated the development of turbulence by analyzing the 

dynamic characteristic parameters of the transition such as the velocity and 

intermittency in the case of a simple sinusoidal pulsatile pipe flow of dilute aqueous 

dispersion of bentonite in the range of 0≤ mRe ≤3500, ∞≤ QQ /ˆ ≤2.2 and 

1600≤ eR̂ ≤11200. The flow was classified by means of visual observations as 

laminar, disturbed and turbulent flow. It was speculated that arterial blood flow was 

probably disturbed but not truly turbulent. Neither mRe  nor the instantaneous 

Reynolds number, insRe  was found to be a sufficient criterion to determine the onset 

of transition in a pulsatile flow. A new parameter called the relaxation time was 

introduced to interpret the effect of periodic flow component as: 

 eR̂Re
2

,2
 critm

time

R


                            (2.24) 

 

where time  is the real time spent by the fluid below critm,Re . It was emphasized that 

the relaxation time varied inversely with  and mRe , and directly with )/ˆ( QQ  

where Q̂ is the amplitude of the periodic component of volume flow and Q is the 

steady component of volume flow. The turbulence was found to persist when  was 

nearly lower than 35. The disturbances were restricted to the core when transition 

occurred. Yellin (1966) also reported on the basis of the visual observations by photo 

cell the existence of three types of flows such as; 

Region (i) : laminar flow 
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Region (ii) : disturbed flow 

Region (iii) : turbulent flow. 

However, Nerem et al. (1972) classified the types of flows into three regions with 

respect to Reynolds number as; 

Region (1) : undisturbed flow 

Region (2) : disturbed flow 

Region (3) : highly disturbed flow. 

Besides, Ohmi et al. (1979) investigated the transition to turbulence in a 

pulsatile flow with zero time averaged Reynolds number and classified the types of 

flows into five regions based on the observation of waveforms as follows; 

Region (I) : laminar flow 

Region (II) : small amplitude perturbations appear in the early stage of 

accelerating phase at the central portion of a pipe 

Region (III) : small amplitude perturbations exist in the phase of higher velocity 

Region (IV) : turbulent bursts occur in the decelerating phase 

Region (V) : turbulent bursts occur in the accelerating phase as well as in the 

decelerating phase. 

 Later, Ohmi et al. (1982) investigated the velocity waveforms in pulsatile 

flows in a pipe in the experimental range of  =8.93 and 16.48, 0.0636≤A1≤1.81, 

0≤Reta≤24200 and 1310≤Reos≤19700. They have classified pulsatile flows based on 

the observation of velocity waveforms into three types with regard to parameters; 

 , Reta, and A1. Velocity perturbation was observed in the phase of lower velocity 

above Reta=2240. Turbulent bursts were seen only in the decelerating phase at 

Reta=4830 and over one cycle at Reta=9690 for pulsatile flow based on the oscillatory 

laminar flow. Turbulence was first observed with higher frequency in the 

decelerating phase at Reta=12300 and then appeared over one cycle at Reta=24200. 

Relaminarization was also observed in the accelerating phase. Their classification of 

the flows near the transition region is as follows;  

i) laminar, 
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ii) disturbed with small amplitude perturbation in the early acceleration phase of the 

velocity waveform, 

iii) turbulent flow with turbulent bursts occurring in the decelerating phase and over 

the full oscillation cycle. 

Another study for sinusoidal pipe flow was performed by Hershey and Im 

(1968). The experimental friction factor and theoretical Fanning friction factor for 

laminar pulsatile flow were calculated from the following equations, respectively; 

 

 

 
LUρ

RP
λ

ta

ave
p 2


                                (2.25) 

 

 

 

tap Re16                               (2.26) 

 

Comparison of the experimental friction factors with theoretical ones has shown an 

excellent agreement between them. The departure from the theory was accepted as 

the onset of the transition from laminar to turbulence just after Reta=2100. 

critta,Re was seen to increase when   decreased as stated before by Sarpkaya (1966) 

and Gilbrech and Combs (1963).  

Gerrard (1971) investigated relaminarization effects in pulsatile water pipe 

flow at mRe =3770 defining three principal parameters as mRe ,  and non-

dimensional amplitude of oscillation, tamUx ,00 /  . He observed that the 

turbulence intensity tended to decrease in the acceleration phase, known as 

relaminarization, and it increased in the deceleration phase. Closer to the wall, the 

oscillating profile was well represented by 
n

tamos RyUU /1

,1, )/(/   in the turbulent 

phase.  

Nerem et al. (1972) classified pulsatile flows as undisturbed, disturbed and 

highly disturbed utilizing velocity waveforms on dog’s aorta through the definition 
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of  /ˆRe b

N

peak U . They observed different linear relationships between 
N

peakRe  and 

mRe  in descending and ascending aorta as shown in Table 2.1. 

Mizushina et al. (1973) measured turbulence intensity and velocity profiles 

for pulsatile pipe flow and classified the flow by means of a critical period of 

pulsation Tcrit, which was defined to be the maximum time between bursts and 

introduced a parameter of 
3/2

Re19.0/ mmcrit DUT   valid in the range of 

2300< mRe <10
5 

and 0.76 sec≤T≤7.9 sec. In Profiles I series (T>Tcrit) the velocity 

profiles with pulsation were found to be similar to the steady-state profile. However, 

in Profiles II series (T<Tcrit) it was found that the pulsation did not affect the mean 

time between bursts, and so the turbulence intensity did not pulsate but the velocity 

pulsated smoothly.  

Clamen and Minton (1977) measured the velocities and the intermittency of 

the periodic bursts of pulsatile water flow in the range of 1275≤ mRe ≤2900, 

0.5≤ ratioV ≤6.5 and XA/R=5.8 by means of the hydrogen-bubble technique and defined 

Reynolds number of the harmonic flow and the stability parameter, respectively as: 

RXRX AAh /2/2Re
2

                               (2.27) 

 

 

RXA ACM /2                         (2.28) 

 

 

 From the visual observation, the pulsatile flow was found to be undisturbed, 

disturbed or highly disturbed. The velocity distribution was found to correspond to 

laminar flow theory up to mRe =1500,  =10 and ACM=394 with no mean flow. An 

increase in mRe  or amplitude of oscillation increased the intermittency, while an 

increase in frequency of oscillation decreased the intermittency at constant mRe and 

constant amplitude of oscillation.  
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Two series of LDA experiments were carried out on fully developed pulsatile 

pipe oil flow in the range of 3.76≤  ≤22.29 at mRe =2900 by Ramaprian and Tu 

(1980). When f=1.75 Hz, the flow became fully turbulent. The intermittency factor, 

γ, was found γ=0.2 for the mean quasi-steady flow, γ=0.65 for turbulent puffs of 

oscillating flow at f=0.4 Hz.  During the second half of the experiment, the unsteady 

flow remained nearly laminar and this half was named as laminarized unsteady flow. 

The structure in the flow strongly looked like the puff-type transitional structure. 

After this flow was oscillated at whatever frequency, laminarization was observed 

with the intermittency of puffs dropping almost to zero. Yellin (1966) stated that the 

disturbances were restricted to the core when transition occurred in pulsatile flows. 

However, no explanation was provided about this phenomenon by Ramaprian and Tu 

(1980). They concluded that periodic oscillation caused to increase in critm,Re of puff-

type transitional pipe flow. The extent of relaminarization was found to be dependent 

on the intermittency of puffs in the quasi-steady mean flow, the oscillation frequency 

and the residence time of the puffs in the pipe. It was suggested to perform further 

experiments, preferably at much higher 
mRe , in order to corroborate the effects of 

oscillations on the time mean properties of the flow. 

The instantaneous velocity distributions on flow reversal of pulsatile and 

oscillating pipe flows were investigated in the range of 4.29≤  ≤16.48, 

1.06≤A1≤1.81, 9850≤Reos≤21,800, and 0≤Reta≤17,600 by Iguchi and Ohmi (1982). 

When a flow relaminarization occurred, the time averaged distribution of axial 

velocity components was seen to be neither the parabolic nor one-seventh power law 

velocity distribution. The propagation of turbulence was seen to be starting from the 

vicinity of wall to the core region and the eddy viscosity, ε, influenced the whole 

flow field over the cross-section of the pipe. The turbulence with higher frequency 

decayed out when the flow changed its direction and the flow returned back to 

laminar. The occurrence of turbulent bursts was observed in the decelerating phase. 

It was declared that the velocity profile obeyed one-seventh power law in the phase 

when turbulence appeared and the pressure drop could be calculated readily from the 

momentum equation and the wall shear stress for turbulent quasi-steady flow is given 

by following equations: 
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8/0, mmtqw UUρλτ                            (2.29) 

 

 
4/1

Re3164.0 mqT                       (2.30) 

 

 

Iguchi and Ohmi (1984) have studied the transition in a pulsatile pipe flow in 

the range of 4.16 ≤  ≤ 23.13, 0.0685 Hz ≤ f ≤ 2.083 Hz, Reta<10
5
 and Reos<10

5
. 

They have classified pulsatile pipe flows into four categories such as; laminar, 

transitional, conditionally turbulent and fully turbulent flows by specifying limits 

between them in terms of  , Reta and Reos. It was declared that the limit between 

the conditionally turbulent and the fully turbulent flow existed even at the lowest 

value of instantaneous Reynolds number, insRe  of about 7000 when f=2.083 Hz or 

 =23.13. They have introduced an acceleration parameter, K  as a criterion for 

the relaminarization in a pulsatile pipe flow such as;  

 














 2,

3
Re

2
sinRe4

Re

545.0 tq

os tK


   where   Re=Reta+Reossin ωt.          (2.31) 

 

 

They have claimed that the limit between the conditionally turbulent and fully 

turbulent flow could be described by critK =4.5x10
-6

. The critical limit of K  for the 

occurrence of bursting in the conditionally turbulent flow without flow reversal was 

found to be critK =6x10
-7

. They emphasized that further experimental studies on the 

applicability of K  is necessary and that a greater range of experimental variables 

should be examined to analyze the transitional pulsatile flows.  

 Laminar to turbulent transition in a pulsatile pipe flow was also investigated 

in quasi-steady regime by Shemer (1985). The steady flow was kept laminar up to 

mRe =20,000. Instantaneous waveforms in transitional pulsatile flow at mRe =4150 

were investigated. The intermittency coefficient was minimum at the beginning of 

the acceleration phase at all radial positions. When the instantaneous Reynolds 

number, insRe  increased and exceeded 3000, intermittency coefficient grew and 

reached to the maximum value close to unity. It was expressed that the turbulent 
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slugs, once generated, were convected downstream by the mean flow. The 

propagation velocity of the leading edge of the slug was higher than that of the 

trailing edge at 
mRe >3000. So, the flow became fully turbulent.  

Stettler and Hussain (1986) studied the pulsatile transitional water pipe flow 

using LDA in a wide frequency range of 1<  <70. They have characterized the 

follow non-dimensional parameters such as modulation Reynolds number, 

mRe and cRe , modulation velocity amplitude, mm Re/Re   and dimensionless 

plug passage frequency, Fp that are given in Table 1. Their experimentally obtained 

 cm Re/Re versus   curve showed that  cm Re/Re  was strongly  -

dependent only for 3<  <10 as shown before by Uchida (1956). critm,Re  was 

observed first to increase rapidly and reach to a maximum value at  =5, and then 

decrease to the steady flow value of 2000 at very high frequencies. It was 

emphasized that increasing pulsation amplitude destabilized the flow at high or low 

frequencies but stabilized the flow at intermediate frequencies. They have also found 

that decreasing   progressively stabilized the flow until  =5, below which the 

flow was unstable again. In pulsatile pipe flow, no plugs were observed and the flow 

was detected to be fully laminar at all times for mRe =1110 and mRe <2540. 

Increase in mean Reynolds number, mRe , resulted in the occurrence of small 

disturbances. Plugs were seen for 
mRe >2540. For pulsatile pipe flow, critm,Re was 

found as 2000 for mRe =0, 250, 450 and 674, while critm,Re =2450 for mRe >674, 

and critm,Re =2330 at  =6.25. Increase of   from 1 to 5 also observed to result 

in a rapid increase in critm,Re for high mRe  and , but more gradual increase for low 

mRe  and . More details can be found in their paper such as neutral stability curves 

separating laminar-transition regions in the ( critm,Re -  ) plane for constant mRe  

and variable   and vice versa.  

Another experimental study on transitional pulsatile water pipe flow was 

carried out by Einav and Sokolov (1993) in the range of 0< mRe <4000, 
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0<
osRe <4000 and 7<St<15. They have used following relations for the average 

velocity as: 

)sin(1, tUUU osmave                    (2.32) 

 

 

and the momentum conservation as: 

 

 

02 

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


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dx

dP
RxRdVU

t
                (2.33) 

 

 

where V denotes the control volume. They have emphasized that for slowly 

oscillating flows w  could be expressed as: 

 

 

  8/
2

mw Uf       where    tfuncf Re                 (2.34) 

Combining the three equations given above, the following relation can be obtained 

as: 
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Then, the average friction coefficient was defined as; 
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where  
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Einav and Sokolov (1993) investigated the relationships between the experimental 

and theoretical results of the average friction coefficient and Reos for different mRe  

and St. The transition process was seen during the deceleration phase at mRe =1700 

and Reos=1385. They have emphasized that an increase in the frequency parameter at 

a given 
mRe  stabilized the flow. It was stated that the higher mRe  was, the lower 

Reos was required for transition while at higher St it was more stable.  

In the study of Peacock et al. (1998), an empirical correlation for the onset of 

turbulence in physiological pulsatile flow was presented in the range of 

450<
mRe <4200, 1500< P

peakRe <9500, 1.5<  <55 and 0.002<St<0.5. They defined 

a function which was a power law in order to obtain a correlation for the onset of 

transition in pulsatile flow as: 

 

c
b

P

critpeak Sta




 ,Re                   (2.39) 

 

 

where a=169, b=0.83 and c =-0.27. 

They also found that the oscillatory component stabilized pulsatile flow at higher 

values of   and lower values of St. It was seen that an increase in   tended to 

stabilize the flow when  >10.  

Laminar and transitional flow regime on pulsatile flow was also reviewed by 

Gündoğdu and Çarpınlıoğlu (1999) and Çarpınlıoğlu and Gündoğdu (2001). In their 

paper, they presented the basic terminology and relationships for pulsatile pipe flows, 

and also theoretical and experimental investigations in the literature related on 

laminar and transitional pipe flows. They discussed and compared the studies in the 

literature and pointed out the important fields to be fulfilled.  

A test system for pulsatile pipe flow was presented by Çarpınlıoğlu and 

Gündoğdu (2001) and Çarpınlıoğlu (2003). The basics of test system and conducted 

experiments were introduced for pulsatile flow characteristics in the transition from 
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laminar to turbulent regime in the range of 1800≤Reta≤60,000; 5≤  ≤28; and 

0.0035≤A1≤ 0.7113. The flow reversal was observed at  =7 and  =12.5. They 

introduced a relationship between the Reta and Reos. When Reos increased, Reta 

increased linearly as given in the following relationship with a maximum deviation 

of the experimental data in the order of ±8%: 

 

 

44.738Re126.0Re  taos                    (2.40) 

 

 

They suggested that Reos=738 seemed to be the critical value for flow reversal. They 

stated that oscillation superimposed to steady pipe flow resulted in a stable pulsatile 

flow by delaying the transition from laminar to turbulent regime.  

In the study of Çarpınlıoğlu (2003), an approach which consists of attempts to 

correlate the governing flow parameters was presented to reveal the transition 

process on frictional field in the range of 7≤  ≤28 and 0.05≤ A1≤0.8, respectively. 

The proposed correlations and determined approximate critical limits of transition 

were only valid in the corresponding ranges of 2000≤Reta≤60000 and 

620≤Reos≤18800. Çarpınlıoğlu (2003) estimated critta,Re =17929 and critos,Re =23763 

for their pulsatile pipe flow in the given experimental ranges as critical limit for the 

onset and end of transition, respectively. It was also detected that critta,Re =2000 was 

the determined critical limit for the onset of transition of pulsatile flow in the range 

of 7≤  ≤28. Besides, Ohmi et al. (1982) found critical limit for the end of 

transition, critta,Re =8330 for  =8.93 and  =16.48. However, with a similar 

range of 7≤  ≤28 in the study of Çarpınlıoğlu (2003), critta,Re =8330 was found to 

be questionable.  This phenomenon can be investigated experimentally. However, 

there is no more available information regarding critos,Re at the onset of transition and 

the influence of  and A1 on the limiting parameters Reta and Reos.  

The periodic pulsatile laminar pipe flows, non-periodic transient and periodic 

pulsatile transitional flows generated by means of mass flow control (MFC) unit 
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were investigated by Ertunç et al. (2003). Generally, laminar to turbulent transition 

was divided into two stages. The first stage is the disturbed flow with small-

amplitude perturbations in the early accelerating phase of the velocity waveform and 

the second stage is the turbulent bursts occurring in the decelerating phase and over 

the full oscillation cycle. However, they observed additional types of transition 

scenarios in periodic pipe flows. They observed laminar to turbulent and turbulent to 

laminar transitions in both accelerating and decelerating phases of the velocity. They 

have emphasized that, the turbulent burst disappeared by keeping the mean flow rate 

and pulsation frequency constant, and increasing the pulsation amplitude. They have 

expressed that various pulsation amplitudes should be investigated in order to 

observe transition process at different mean flow rate and pulsation frequency in the 

future investigations.  

In recent years, Ünsal et al. (2005) and Ünsal and Durst (2006) studied fully 

developed pulsatile laminar, non-periodic transient and transitional pulsatile pipe 

flows generated by MFC unit. They observed that acceleration delays the laminar to 

turbulent transition for the same starting Reynolds number. Also, it was observed 

that transition Reynolds number did not depend on the starting Reynolds number. 

Turbulent to laminar transition was delayed down to lower Reynolds numbers when 

the deceleration rate increased. They have essentially found that the turbulent bursts 

that found in the acceleration phase of sinusoidal pulsation disappeared by keeping 

the mean flow rate and pulsation frequency constant, and increasing the pulsation 

amplitude. More detailed researches such as in velocity profile, pressure drop and 

friction factor field may be carried out in this respect.  

 

2.3. Laminar to Turbulent Transition in Oscillating Pipe Flows 

 The referred studies of transitional oscillating pipe flows are given in Table 

2.2.  The summary of the studies conducted on transitional oscillating pipe flow is 

given in detail in Appendix 2. 

Sergeev (1966) studied on transition in oscillating cold and heated water flow 

in the range of 4≤  ≤40, 4000≤ *Re ≤30,000, 0.3cm≤ *a ≤30cm, 
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4rad/s≤ ≤25rad/s and 2.8≤S≤28. Sergeev (1966) observed that   had a 

significant effect on the nature of the fluid flow and laminar to turbulent transition 

defining the Reynolds number, amplitude number and Reynolds number based on the 

Stokes layer thickness for oscillating flow respectively as; 
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By means of observations, critical values for the onset of transition corresponding to 

the first occurrence of turbulent bursts were found to be approximately: 

 700Re*
crit , 700* critA  and 495Re , critS

.  

     

Table 2.2. Oscillating pipe flow studies with critical values of proposed parameters; 

utilized validity ranges of   and comments 

 

Author Critical number Validity range Comment 

Sergeev (1966) 

 700Re*

crit    

500Re , critS
 for 

 >5 

404    Onset of transition  

Hino and Takasu 

(1974) 
550Re , critS

 75.891.1    Onset of transition 

Merkli and 

Thomann (1975) 

280Re , critS
   

 400Re ,critos   
7142    Onset of transition 
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Table 2.2. (Cont.) 

Hino et al. (1976) 
550Re , critS

 

 780Re ,critos  
75.891.1    Onset of transition 

Ohmi et al. (1982)  800Re ,critos  416.2    Onset of transition 

Ohmi and Iguchi 

(1982) 

2450Re , critos   

 882Re ,critos   

for  ≤1 

for  ≥7 
Onset of transition 

Ohmi and Iguchi 

(1982) 

1800Re , critos  

78

, )211(Re critos   

for  <5.02 

for  >7  
End of transition 

Fishler and 

Brodkey (1991) 
1000Re650 ,  F

critS
 6.166.6    

No turbulent 

events were 

observed 

Akhavan et al. 

(1991) 
critS ,Re 500~550  147    

Onset of 

Transition 

Eckmann and 

Grotberg (1991) 

 

500Re , E

critS
  

 

339    Onset of transition 

Eckmann and 

Grotberg (1991) 
1310Re500 ,  E

critS
 339    

Conditionally 

turbulent in which 

the core flow is 

laminar whereas 

Stokes layer is 

unstable during 

decelerating phase 

Das and Arakeri 

(1998) 
300Re , critS

  =10 
Onset of 

Transition 

 

 

Merkli and Thomann (1975) investigated transition in a Stokes layer for air 

flow through a pipe in the range of the amplitude of the piston, 2.85mm ≤ l ≤13.8 

mm, 30≤ S ≤50 and 0≤ f ≤130 Hz. Turbulent bursts which are always followed by 

relaminarization were observed during the deceleration phase of the cycle. They have 

defined the amplitude as; 
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 Transition in a Stokes layer was investigated and the critical number 

AM,crit=400 was found. The transitions were observed to take place for f=86-88 Hz by 

means of flow visualization and f=82-84 Hz measured with the hot-wire probe. They 
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found the critical 
S

Re =280 using the disappearance of the vortices as the criterion 

of transition to turbulence. They defined the critical Reynolds number, 

 400Re ,critos . 

Another experiment on transition in a purely oscillating pipe flow was carried 

out by Hino et al. (1976) in ranges of 1.35≤ S ≤6.19, 19≤ 
S

Re  ≤1530, and 1/6 Hz≤ f 

≤1 Hz. They have defined three types of turbulent flow regimes as; 

Regime (I) : weakly turbulent flow 

Regime (II) : conditionally turbulent flow in only decelerating phase 

Regime (III) : fully turbulent flow. 

They have also classified the flows into four types with respect to Reynolds number 

as follows; 

Region (I) : laminar flow 

Region (II) : small amplitude perturbations appear in the early stage of 

accelerating phase at the central portion of a pipe 

Region (III) : small amplitude perturbations exist in the phase of higher velocity 

Region (IV) : turbulent bursts occur in the decelerating phase. 

In weakly turbulent flow regime, 
S

Re =128 at S=2.76, the velocity distribution 

profiles began to deviate slightly from the laminar theoretical profile at the central 

position of the pipe. The same type of transition was observed at 
S

Re  of 180 when 

S=3.9. In conditionally turbulent flow, when the value of 
S

Re  was increased further 

to 
S

Re =568, a different type of turbulence was observed. They have identified the 

critical 
S

Re  as a value of 550 for S>1.6. The critical Reynolds number 

critos,Re specifying the limit between Region (II).(III) and Region (IV) was given as 

 780Re ,critos  in the range of 2.3≤  ≤8.8.  

Ohmi et al. (1982) studied experimentally on transition to turbulence in an 

oscillating pipe flow over ranges of 600≤ osRe ≤65,000, 0.0527 Hz≤f≤6.24 Hz and 
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2.6≤  ≤41. In addition to the classification of Hino et al., 1976, a fifth region was 

observed as; 

Region (V) : turbulent bursts occur in the accelerating phase as well as in the 

decelerating phase.  

The critical value was found as critos,Re =800   when the occurrence of turbulent 

bursts was firstly seen. The limit between Region (I) and Region (II).(III) agreed well 

with derived from experiments of Merkli and Thomann (1975) (  400Re ,critos ).  

An evaluation method of the proposed critical Reynolds number was 

performed by Ohmi and Iguchi (1982) by assuming that the generation region of 

turbulence was the same as that in a steady flow. By means of velocity waveforms, 

turbulence was observed in most phases in a cycle except the early stage of 

accelerating and the latest stage of decelerating phases. Their assumption for 

oscillating pipe flow resulted in critos,Re =2450 for  ≤1 and critos,Re =882   for 

 ≥7 when the generation region of turbulence was built up as a criteria of the 

occurrence of first turbulent bursts. They have also numerically found the critical 

value of Reos at which generation region of turbulence disappeared such as; 

1800Re , critos  for  <5.026; and   7/8

, 211Re critos  for  >7 by using the 

Blasius’ friction law. The comparison of theoretical and experimental results gave 

good agreement.  

 Transitional and turbulent oscillating pipe flow was studied in the range of Re 

number based on maximum oscillatory velocity; ( F

peakRe = /max DU ) of 

7200≤ F

peakRe ≤22,000 and 6.65≤  ≤16.4 by Fishler and Brodkey (1991). They 

stated that the transition to turbulence for oscillating flow occurred during the 

deceleration phase and relaminarization occurred at acceleration phase. For 

22000Re F

peak  and  =11.6, they observed some structural events in flow field. 

The first event was the local deceleration near the wall. Just following the local 

deceleration, the local acceleration took place near the core region. The other 
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observed event was excitation-transverse vortex (random chaotic radial motion) 

which occurred either simultaneously with or directly after the local acceleration 

event. The transverse vortex appeared at the end of a local acceleration. The other 

event was the ejection which was characterized by a large amount of radial motion, 

observed always directed downstream away from the wall, as opposed to local 

accelerations which were directed towards the wall. The ejection was defined as a 

low speed element of fluid. They have also investigated the effects of   and 

F

peakRe  on aforementioned flow structures. They stated that the level of turbulence 

tended to decrease when   increased and noted that increasing   should lead 

to a stable state of the flow. Critical Reynolds number based on Stokes’ layer 

thickness, F

critS ,
Re was found to be in a range from 650 to 1000 using the existence of 

flow structures as a critical Reynolds number. They stated that the oscillating flow 

structures were a good indicator of transition to turbulence.   

A LDA experimental study for turbulent oscillating pipe flow in the range of 

550≤
S

Re ≤2,000 and 5≤S≤10 was conducted by Akhavan et al. (1991) - Part 1. 

Ensemble-averaged values of the wall friction velocity, )(
2* tu  , were calculated 

from the following equation, using experimental xP   measurements and )( tuav   

calculated from LDA measurements of velocity.  
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They have observed that during the early part of the acceleration phase, production 

of turbulent stopped and the flow relaminarized. Turbulence restricted to the wall 

region of the pipe was observed explosively at the end of the acceleration phase and 

was sustained throughout the deceleration phase. The transition to turbulence has 

been observed at 
S

Re of about 500 to 550, independent of the particular flow 
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geometry.  They introduced also two non-dimensional groups as Ru *  and 


2*u  as critical parameters for determination of the flow structure. They 

introduced four cases, i.e., in the Case I ( Ru*
»1 and 

2*u »1), the universal 

log-law applied and the flow behaved as quasi-steady, and in Case 2 ( Ru* 1 and 


2*u »1), the velocity profiles obeyed a logarithmic law with the same slope as 

the universal log-law but with an intercept that varied with t . In Case 3 ( Ru*
«1 

and 
2*u »1), the usual law of the wall was assumed to be valid. In Case 4 

( Ru*
«1 and 

2*u 1), the effect of oscillation was confined to the near-wall 

region.  

Another experimental study on oscillating transition to turbulent pipe flow 

was conducted by Eckmann and Grotberg (1991) in the range of amplitude 

(
3/ RVA TE  ), 2.4≤AE≤21.6, 9<  <33 and 500<

E

S
Re <854 

where 
 2Re E

E A
S

. Transition to turbulence was observed during the 

deceleration phase of the cycle. Transition from laminar to turbulent flow occurred at 

E

S
Re =500. The flow was found to be laminar in the range of 8.9≤  ≤32.2 and 

E

S
Re <500. For 500<

E

S
Re <1310, the core flow remained laminar, however, the 

Stokes layer became unstable during the deceleration phase of the cycle.  

The study of Das and Arakeri (1998) related on the stability and transition to 

turbulence in oscillating pipe with reverse flow using water as a working fluid in the 

range of 250≤
b

Re ≤3000. The flow was observed to be unstable with the formation 

of a helical vortex from flow visualization. They stated that 
b

Re  was found 

theoretically 82 for oscillating pipe flow, whereas experimentally it was found to be 

in the range of 300 to 500. They said that, generally, turbulent bursts are observed 

during the deceleration phase. At low Reynolds number such as 
b

Re <500, 

instability was not observed and transition to turbulence was observed only 

for 1200Re 
b

 . In part of the analytical analyses, linear stability theory was 
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conducted. They have emphasized from the literature that 
b

Re  for the disturbed 

laminar flow and transition to intermittent turbulent flow were independent of Stokes 

parameter, S,  for S>2. The flow in a pipe where S>2 should be investigated in the 

future studies.  

2.4. Conclusions 

2.4.1. Conclusions on laminar to turbulent transition in pulsatile pipe flows 

 Although the first study conducted on transitional pulsatile pipe flows goes 

back to 1960's, the studies in this field are still inadequate. There are no more details 

about the flow dynamics and no more correlations as criteria in pulsatile pipe flow 

for transition regime. Generally, the most common parameter, frequency of 

oscillation is seen to be used in studies on transitional pulsatile pipe flow as in the 

form of Womersley number,  . There are some studies on the effect of frequency 

in any manner on the critical values of Reynolds number and flow stability in this 

field.  

 There are both consistent and conflicting results in the early studies on the 

effect of oscillation frequency on stability and transition. According to some studies, 

critm,Re , critta,Re  and stability of pulsatile flow were found to be increased when   

decreased (Sarpkaya, 1966), (Hershey and Im, 1968) contradictory to some other 

studies (Stettler and Hussain, 1986), (Clamen and Minton, 1977), (Einav and 

Sokolov, 1993), (Peacock et al., 1998) who have claimed that the increase of    

was seen to stabilize the flow. 

 The effect of pulsation amplitude on flow stability in addition to the effect of 

oscillation frequency was also studied by Çarpınlıoğlu and Gündoğdu (2001). 

Superimposed oscillation to steady flow was pointed to stabilize the flow. Similarly, 

Ertunç et al. (2003) and Ünsal and Durst (2006) found that turbulent bursts in 

accelerating phase of sinusoidal pulsation disappeared by increasing the pulsation 

amplitude and keeping the mean flow rate and pulsation frequency constant.  
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There are also some suggested critical numbers for determining transition in 

pulsatile pipe flows. However, these critical numbers vastly differ from each other, 

i.e.,  critm,Re  was found to be as 6500, 1500, 2540, 1700, 3000 by Sarpkaya (1966), 

Clamen and Minton (1977), Stettler and Hussain (1986), Einav and Sokolov (1993) 

and Shemer (1985) respectively. Instead of 
mRe , some other criteria were also 

proposed to detect transition such as relaxation time,  , by Yellin (1966), critical 

pulsation period, Tcrit, by Mizushina et al. (1973, 1975), stability parameter, CMA , by 

Clamen and Minton (1977). The differences between the critical values of 
mRe  

proposed by researchers are predicted as results of inlet configurations of pipes, 

existence or absence of flow conditioners, roughness of pipe wall and different 

experimental ranges. So, it is not rational to investigate only the effect of 
mRe  on 

flow regime and stability. The effects of pulsation amplitude and frequency of 

oscillation are also important parameters for determination of critical Re numbers. 

Unfortunately, it can be said that there is no common correlation proposed including 

the all parameters which affect the flow stability and transition to turbulence. All 

proposed critical values are numeral which differs from each other, not consist of 

oscillation parameters.   

 As an unusual contribution is given by Peacock et al. (1998) in the form of a 

new correlation for detecting the onset of transition in pulsatile pipe flows as 

27.0
83.0

, 169Re  StP

critpeak  instead of using mRe , taRe  and osRe . A new approach 

which was not expressed previously was introduced by Çarpınlıoğlu and Gündoğdu 

(2001) giving a relationship between taRe and osRe . 

According to the previous studies, many researchers defined their own 

classifications of pulsatile pipe flows, especially observing the velocity waveforms. 

Yellin (1966) classified the pulsatile pipe flow as laminar, disturbed and turbulent 

flow, in which disturbance was restricted to the core flow when transition occurred 

similar to the observation of turbulence generation in the core by Ohmi and Iguchi 

(1982) and Ohmi et al. (1982). On the other hand, Iguchi and Ohmi (1982) declared 

that turbulent burst occurred near the wall propagating from the wall to the core 

region. Nerem et al. (1972) classified the regimes near transition as undisturbed, 
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disturbed and highly disturbed flow, similar as Clamen and Minton (1977). In the 

study of Ohmi et al. (1981), the flow pattern for a pulsatile laminar pipe flow were 

classified into three types as quasi-steady (  <1.32), intermediate (1.32<  <28) 

and inertia dominant (  >28) with respect to the dimensionless frequency 

parameter,  . Ohmi et al. (1982) classified regimes near transition as laminar, 

disturbed and turbulent flow. Later Iguchi and Ohmi (1984) classified pulsatile flow 

into four regimes as laminar, transitional, conditionally turbulent and fully turbulent 

although they previously classified into three regimes of laminar, transitional and 

turbulent in their first report.    

 There are both consistent and conflicting results according to previous studies 

on transitional pipe flows. Recently, there are some studies related on both frequency 

of oscillation and pulsation amplitude. However, it is necessary for more detailed 

studies with extended Re numbers, pulsation amplitude and frequency ranges 

covering all the previously conducted ones. The number of previous studies has been 

carried out by means of the observation of velocity waveforms, in which the 

transition phenomena was tried to determine by these observations even though there 

are few studies related to the measurements of velocity profile and turbulence 

intensity. On the other hand, pulsatile and oscillating pipe flows were seen to be 

classified via observation of velocity waveforms.  

 

2.4.2. Conclusions on laminar to turbulent transition in oscillating pipe flows 

 The effect of frequency on transition to turbulence in oscillating pipe flow 

was also investigated by some researchers. On contrary to the studies on transition to 

turbulence in pulsatile pipe flows, there are some proposed correlations of osRe and 

S
Re as functions of  . All these correlations are listed in Table 2.2.  

 All these correlations are in the same characteristics and consistent with each 

other in which the critical number tended to increase when   increased. However, 

it is necessary to verify these correlations covering larger range of  , especially in 
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smaller   (  <1.32) range where it is so hard to find more detailed study for 

quasi-steady regime.  

 In view of the classification of oscillating pipe flow, there are some specified 

regimes. Hino et al. (1976) defined three types of turbulent regimes near the 

transition as weakly turbulent, conditionally turbulent and fully turbulent in 

oscillating pipe flow. They also classified the oscillating flow with respect to Re 

number as laminar, small amplitude perturbation appeared in the early stage of 

accelerating phase of the core, small amplitude perturbation in the phase of higher 

velocity and turbulent bursts occurred in decelerating phase. In addition to the 

classification of Hino et al. (1976), a fifth region was observed by Ohmi et al. (1982) 

as turbulent bursts occurred in the accelerating phase as well as the decelerating 

phase. However, all these classifications have been done according to velocity 

waveforms as a result of observation of velocity-time records on oscilloscope. So, it 

is necessary to verify and define these regimes as well as onset and end of transition 

using velocity profiles through the cross-section of the pipe. There is very little 

known about the velocity distribution near the transition regime of oscillating pipe 

flow in terms of proposed any correlation covering all regimes of quasi-steady, 

intermediate and inertia-dominant.   

 As in the studies of transitional pulsatile pipe flows, there are also some 

studies conducted on transitional oscillating pipe flows. Contrary to the studies on 

pulsatile ones, there are some consistent results on determination of critos,Re as a 

function of  . However, the results are inadequate since there is no more study 

covering the extended  range, especially for  <1.32 and  >28.    

 As a result of a comprehensive literature survey, these deductions given 

below are expressed as follows; 

 1. The studies are generally based on observation of velocity waveforms to 

detect turbulent structures in transition regime. Furthermore pulsatile and oscillating 

pipe flows are also classified via the observations of velocity waveforms. However 
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there are few studies related to the measurements of cross sectional velocity profiles 

and turbulence intensity profiles in transitional pulsatile pipe flows. There is almost 

no information regarding the cross sectional velocity and turbulence intensity 

profiles in the transitional period of oscillating pipe flows.  

 2. There are consistent and conflicting results on the effect of oscillation 

frequency on flow stability and transition. critm,Re  and critta,Re  are increased 

stabilizing the flow when either   is decreased (Sarpkaya, 1966), (Hershey and 

Im, 1968) or is increased (Clamen and Minton, 1977), (Stettler and Hussain, 1986), 

(Einav and Sokolov, 1993), (Peacock et al., 1998).   

3. Generally, transition to turbulence and the fact of relaminarization are 

detected at the decelerating and accelerating phases of oscillation, respectively.  

4. Disturbance growth and turbulence generation are either observed in the 

core region (Ohmi et al., 1981), (Ohmi et al., 1982) or in the near wall region (Iguchi 

and Ohmi, 1982). Therefore, there is need for further confirmation in terms of critical 

cross-sectional position for disturbance or turbulence generation.  

5. In comparison with the stability and transition of steady flow, presence of 

oscillation is found to stabilize the time dependent flow.  

 6. As can be seen from Table 2.1 and Table 2.2, there is a variety of non-

dimensional parameters proposed to define critical state of transition. 

 7. On contrary to the studies on transitional pulsatile pipe flows, there are 

proposed correlations of osRe and 
S

Re as functions of   to determine the 

transition to turbulence in oscillating pipe flows. All these correlations are in terms 

of the same characteristics and almost consistent with each other. However, it is 

necessary to verify these correlations in smaller (  <1.32) and higher (  >28) 

ranges of  .  
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 8. The number of studies conducted on non-periodic flows is found to be 

inadequate. The available studies are generally carried out by means of observation 

of velocity waveforms.  

 9. Therefore, in this study; 

 i) The cross sectional velocity profiles and flow resistance in terms of friction 

factor should be measured in transitional period of time dependent pipe flows. 

 ii) The cross sectional position in which the first turbulence generation will 

occur should be determined.  

 iii) The validity of the critical numbers proposed in the literature in the 

specified   ranges for determination of transition should be verified or refuted.  

 iv) The relationships among the non-dimensional parameters should be 

specified for the determination at the onset of transition in time dependent pipe flows 

in terms of critos,Re = critos,Re (  , A1)  and critta,Re = critta,Re (  , A1). 

 v) In reference to i) and ii), a method for the determination of critical state 

(onset) of transition should be devised and should be compared with the previous 

observations on velocity waveforms.  
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CHAPTER 3 

 

EXPERIMENTAL SET-UP AND MEASUREMENT DEVICES 

 

3.1. Introduction 

In this chapter, the design and the construction details of the experimental set-

up together with the calibration procedures of the measurement devices and technical 

specification of each component are presented. Operation principles of constant 

temperature hotwire anemometer (CTA), its calibration at moderate and low speeds 

and the calibration of the pressure transmitter are also presented in this chapter.  

3.2. Layout of the Experimental Set-Up  

 The experimental set-up is planned to determine the velocity field and the 

pressure drop characteristics of pulsatile pipe flow in laminar to turbulent transition 

regime. The design and the construction of the set-up are based on the review of the 

recent experimental studies available in the literature and the fundamental principles 

of the fluid mechanics. However, despite the wide usage of conventional pulse 

generator systems such as Scotch-Yoke pressure driven pistons in the literature, a 

new digital mass flow rate control (MFC) unit is preferred in order to generate well-

controlled time dependent flow through the pipe. 

A schematic layout and a photograph of the experimental set-up are given in 

Fig. 3.1 and Fig. 3.2, respectively. In the experiment, air is used as a working fluid. 

The experimental set-up consists of the following basic components: 

1. Screw air compressor 

2. Surge tank 

3. Drier  

4. Air filters 
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5. Mass flow rate control (MFC) unit 

6. Flow conditioners 

7. Polyvinyl chloride (PVC) pipeline, connections & adapters 

8. Probe traversing mechanism 

9. Constant temperature anemometer (CTA) and hotwire probe 

10. Pressure transmitters 

11. Oscilloscope 

12. Data acquisition and processing equipment (DAQ board + PC) 

 

3.2.1. Screw air compressor 

LKV 30/8 type of Lupamat screw air compressor is used in order to supply 

air flow through the pipeline system. The compressor operates at 8 bar with a 

volumetric flow rate of 4.85 m
3
/min (80.83 L/s). It has a 30 kW motor. This 

compressor is adequate to supply air to MFC unit which has a maximum flow rate of 

3 L/s. The screw air compressor has many components in itself such as air suction 

filter, suction control valve, suction control valve piston, screw block, air/oil 

separation tank, air cooling, oil cooling, oil filter, compressor motor, fan motor, 

minimum pressure valve, pressure transmitter at the exit of screw, system pressure 

transmitter, resistance thermometer, air filter optic blockage indicator, 3/2 solenoid 

valve etc. The compressor is driven by a 3-phase, closed (IP 54), F-isolated, termic, 

AC motor. The fan motor is assembled into the compressor unit to supply cooling air 

for air cooled typed compressor. The technical specification of the drive unit of the 

compressor is given in Appendix 3.  

3.2.2. Surge tank  

 The surge tank is used for air storage at a certain pre-specified pressure to 

supply air uniformly through the pipeline during the experiment. The air is supplied 

by the screw compressor to the surge tank until the pressure inside the tank becomes 

7 bar. Then, the compressor automatically switches to standby mode. The 

pressurized air at 7 bar is then supplied to the pipeline. Because of the MFC unit 

operating pressure range limitation of 3-6 bar, the air inlet pressure to it is reduced to 

4.5 bar by means of a pressure relief valve situated just before the MFC unit. During 

the experiment the intermittent operation of the compressor is realized automatically  
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Figure 3.1. A schematic layout of the experimental set-up 
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Figure 3.2. Photographs of the experimental set-up 
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to secure the compressed air pressure inside the surge tank always between 5-7 bar. 

The surge tank is also used for the purpose of preventing and removing non-

uniformities and unsteadiness of air flow in the pipe caused by fluctuations of 

electricity supply or any other unaccounted reasons. The tank was constructed by the 

manufacturer according to TS 1203. It has a height of 1.8 m and diameter of 0.85 m.  

 

3.2.3. Drier 

 In order to prevent the measurement devices from the damage caused by the 

dust, humidity and waste oil in the unconditioned air, a drier is used in the 

experiment. In the present set-up, Pnöso Type-S PSK-6000F air drier whose 

technical specifications are given in Appendix 4 is used. In the drier, air firstly enters 

into an air-to-air heat exchanger. By means of the cooler air, pre-cooling of the 

pressurized air is provided. After the air-to-air heat exchanger, the compressed air 

enters into refrigerator, resulting a temperature drop of the air to +3
o
C. Then, the 

condensed vapor of the air is drained off. The dry air then enters to another air-to-air 

heat exchanger again and the warmed up air leaves the drier. The air drier used in the 

set-up has a maximum volumetric flow rate capacity of 6 m
3
/min.  

 

3.2.4. Air filters 

The unconditioned pressurized air may contain some particles worn out from 

the compressor, the carbonized oil wastes due to the effect of temperature, any rust 

and dust. These are undesirable particles for any pneumatic applications and 

especially for laboratory studies.  

For that reason, PS 1 and PS 2 air filters are used. PS 1 is the front filter 

which does not permit particles of having sizes greater than 1 micron to pass. Also in 

this filter, the amount of oil in the air is reduced to the amounts less than 0.5 mg/m
3
. 

The second filter PS 2 used in the set-up is more sensitive which does not permit the 

particles of sizes greater than 1 micron to pass. After PS 2 filter, the amount of oil in 

the air becomes less than 0.01 mg/m
3
. The pressure loss at each filter is about 80 

mbar. The filters must be renewed when the pressure loss is seen to reach 0.7 bar.  
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3.2.5. Mass flow rate control (MFC) unit  

The mass flow control (MFC) unit has been designed and constructed by 

Durst F. and his co-workers in LSTM Erlangen. The complexity and difficulties 

involved in conventional pressure driven instruments when especially used in time 

dependent flows have led to the design of mass flow control (MFC) units. Many 

experimental investigations in the literature have been carried out under steady-state 

flow conditions (more than 90% of the experimental investigations). The major 

reason of this is that there was a lack of experimental studies to impose well-

controlled time dependent flows.  

The MFC unit is used to generate and control both steady and time dependent 

flows. In the present study, the MFC unit is used to generate the pulsatile pipe flow 

at desired velocity amplitudes and oscillation frequencies in the range of 

experiments. The MFC unit used is capable of providing 0 to 180 L/min (3 L/s) flow 

rate with supply of compressed air pressures between 3 and 6 bar. The MFC unit 

works with 230 Volts and 50 Hz connection. The flow can be controlled in steps of 

0.5 L/min from 0 to 70 L/min and in steps of 1 L/min from 70 to 180 L/min. The 

MFC can be controlled manually, over an analog port (0 to 10 V) or digitally through 

the parallel port. It is designed to operate up to frequencies of 125 Hz (Durst et al. 

2003). The air supply to the MFC unit should be dry, oil and dust free and satisfying 

DIN 13260 requirements. Air drier and filters are used in the experiment to prevent 

the damaging of MFC unit.  

The system is sensitive to any zero offset in the coil rod displacement. 

Therefore, the displacement sensor needs to be zeroed regularly. This zeroing is done 

automatically with a resolution of about 0.1 µm at each opportunity where the mass 

flow is zero. The valve can also be recalibrated on demand by an external input or 

simply by pushing a recalibration button. For safety reasons, there is a button and an 

input line for a logic “vent off” signal to prevent any damage to delicate laboratory 

equipment.  

Due to the high speed of the electro-dynamic coil system of the MFC unit, the 

valve can provide mass flow variations very rapidly (Durst et al. 2003). The response 
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time of the displacement controller is about 2 ms. Also, the temperature effect, 

compared with the high-pressure influences, on the mass flow rate is less significant: 

it has only square root influence. The temperature variation in any laboratory is 

usually small. Therefore, there is no temperature sensor in the MFC. It is 

recommended to run experiment at around usual room temperature of about 20 
o
C. 

Calibration curves of the MFC unit have been provided by Durst et al. (2003). 

It has been shown that the MFC unit not only works well but can also be operated in 

a very simple way with an accuracy of ±1% of supplied volumetric flow rate for 

sinusoidal variations of the input voltage. The details of the uncertainty analysis of 

the MFC unit can be found in the paper by Durst et al. (2003). 

Also, the repeatability of MFC flow conditions has been checked and by 

repeating experiments it has been shown that the Re number range at which the 

laminar to turbulent transition occurred has been highly repeatable within ±2% of the 

nominal Re number setting (Durst and Ünsal 2006).  

To control operation of the MFC unit, there are 3 possibilities; 

 1) a digital sensor signal 

 2) an analogue input (0-10 V)  

 3) manually by simply turning on the potentiometer of the MFC control unit.  

 In the present set-up, pulsatile air flow is generated and controlled by the 

MFC unit. By means of triggering the MFC unit via analogue volt inputs between 0 

and 10 V sinusoidal pulses with any value of amplitude and oscillation frequency is 

generated.  

3.2.6. Flow conditioners  

 The flow characteristic is affected by swirl symmetry and distortions because 

of the valves, bends and other pipe fittings. The non-uniformity of flow also breaks 

down the measurements of flow characteristics. All these phenomena affect the 
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accuracy of measured data greatly. A flow conditioner capable of removing swirl and 

asymmetry in approaching flow conditions is thus necessary to provide an acceptable 

flow profile. A flow conditioner is used extensively in experimental studies because 

it is cheap to manufacture, simple and convenient to install and it has a remarkable 

success in improving the structure of flow profile. Tube bundles in the shape of 

honeycomb can effectively reduce the transverse components of mean velocity along 

with any upstream turbulence. Lumley (1964) found that for equal pressure drops, a 

honeycomb is more efficient than a screen in reducing turbulence intensity. 

Bradshaw and Pankhurst (1964) and Loehrke and Nagib (1976) have reviewed 

various previous studies and recommended a value of 6-8 for the cell length-to-

diameter ratio of honeycombs. Farell and Youssef (1996) concluded that in order to 

use a relatively short honeycomb to reduce large scale swirling motions and 

turbulence levels, it is best to install an upstream coarse screen so that the flow 

reaching the honeycomb is as uniform as possible. Some experimental studies were 

conducted based on the measurements of turbulence characteristics behind the flow 

conditioner in (Loehrke and Nagib, 1976), (Groth and Johansson, 1988), (Xia et al., 

1990), (Farell and Youssef, 1996).  

 In the present study, flow conditioners of a tube bundle, an etoile and a 

perforated plate have been designed to be used at high Re and tested separately in the 

Reynolds number range of Re≤9000 at steady state conditions. The utilized and 

designed flow conditioners with their schematic representations and technical 

specifications are given in Table 3.1. The details of the study are given in 

Çarpınlıoğlu and Özahi (2011). The utilization of etoile has provided experimental 

confirmation to the recent numerical study of Frattolillo and Massarotti (2002) who 

suggested that etoile has been more efficient in terms of its minimum settling length. 

The cross-sectional axial velocity profiles at three downstream X/D locations behind 

flow conditioners are measured with pressure losses, ΔP. The methodology proposed 

for the analysis of the experimental data is presented in terms of settling length, flow 

uniformity, pressure loss characteristics of flow conditioners and entrance length 

concept for the control of laminar pipe flow in the other chapter of the thesis. In the 

experiment, a couple of the flow conditioners consisted of a tube bundle and a 
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perforated plate is used in order to provide symmetricity of the flow through the pipe 

cross-section and to remove the swirl and turbulence intensity.  

 

Table 3.1. Utilized flow conditioners  

 

 

3.2.7. PVC pipeline, connections and adapters 

 Deciding of a pipe diameter before the experimental study is very important. 

Some systematic steps have to be taken to decide the pipe diameter. The MFC unit 

used in the set-up has the maximum flow rate of 0.003 m
3
/s. Hence there is a 

limitation for pipe diameter in the experiment imposed by the MFC unit. In order to 

investigate the laminar to turbulent transition, especially the onset of transition in 

pulsatile pipe flows, the most feasible and logical pipe diameter should have been 

selected. The other important limitation is the spatial intrusion of hotwire probe. 

Because of these reasons, the pipe diameter should be big enough to neglect 

blockage effect of the probe, and should be small enough to provide adequate 

Flow 

Conditioner 

Schematic 

Presentation 

Open Area 

Ratio, β 

Geometrical 

Characteristics 

Etoile  

(Frattolillo and 

Massarotti, 2002)  

 

      

0.57 

# of radial vanes=6  

L/D=2 

t=3 mm         (0.113 D) 

 

Laws’ 

Perforated Plate  

(Laws and 

Chesnoy, 1993;  
Laws, 1990) 

 

    

0.49 

# of holes=19 (1:6:12)  

L/D=0.123 

d1=5.32 mm (0.200 D) 

d2=4.65 mm (0.175 D) 

d3=4 mm      (0.150 D)  

 

Tube Bundle 

(Bradshaw and 

Pankhurst, 1964;  
Loehrke and 

Nagib, 1976) 

    

       

0.74 

# of tubes=19  

L/D=1.5 

dt=5 mm       (0.188 D) 

L 
t 

d1 

d3 

L 

d2 

L 

dt 
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velocity for higher Re numbers. Hence, a pipe diameter of 25 mm is decided. But, 

instead of an exact pipe diameter of 25 mm, a readily available standard pipe of 26.6 

mm inner diameter is selected. With this pipe, the maximum mean velocity is 

estimated to be around 5.3 m/s at the maximum flow rate of 0.003 m
3
/s. Hence the 

corresponding maximum steady flow Re number is calculated to be 9573.      

 In the present set up, the pipeline is composed of the smooth, rigid, polyvinyl 

chloride (PVC) pipe sections which have a length of 4 m and an outer diameter of 40 

mm. The pipeline has a total length of 17.4 m (X/D=654). The custom-designed 

connection adapters with key slots are used to connect the pipes. By using these 

connections, the smooth and continuous flow through the pipeline is obtained by 

preventing the surface blanks between the pipe joints (Fig. 3.3). The MFC unit is 

connected to the pipe line with a conical adapter (Fig. 3.4). In order to provide a 

smooth passage of flow from the MFC unit to the pipeline, a conical shaped adapter 

has been designed and manufactured as described by Clancy (1975), Rae and Pope 

(1984) and Anderson (1991).  

 

 

 

 

Figure 3.3. A section view of connection adapters 
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Figure 3.4. A section view of a conical shaped adapter 

 

 

3.2.8. Probe traversing mechanism 

 RCP2-SA6-I-PM-6-200-P1-SBE Robocylinder and RCP2-CGA-SA6-I-PM-

0-P Robocylinder Positioning Unit are used as a traversing mechanism to traverse the 

hotwire probe for the measurement of the axial flow velocity over the pipe cross-

section. By means of this traversing mechanism, the location of the hotwire probe is 

automatically adjusted for any radial position in the pipe cross-section using PC 

interface software supplied by the manufacturer, whose photograph is shown in 

Figure 3.5.  

 

 

 

Figure 3.5. A photograph of the probe traversing mechanism 
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 The robocylinder has a maximum stroke of 200 mm, which is suitable for the 

present set-up in order to traverse the hotwire probe over the 26.6 mm-diameter pipe. 

It has a high repeatability of 0.02 mm. It has an incremental encoder. Its power 

supply is a 24 V DC. The traverse mechanism is controlled by the PC using the 

software program supplied by the manufacturer. By means of the high accuracy and 

positioning repeatability of 0.02 mm, very small increment as low as 0.1 mm can be 

provided for traversing the hotwire probe. The technical specifications of the 

traversing mechanism are given in Appendix 5.  

 

3.2.9. Constant temperature anemometer (CTA) and hotwire probe   

 In the present experiment, the velocity ),( trUU  measurements are 

performed at the axial station of X/D=604 by using a constant temperature hotwire 

anemometer (CTA) unit comprising of a general purpose miniature type hotwire 

probe. The measurement started with the hotwire probe, which is connected via a 

bridge to the CTA main unit. Signals received from sensing probe by the CTA main 

unit is transferred to daqboard and subsequently to PC as raw data. In PC, the raw 

data are processed using the devised software program.  

 The CTA main unit used in the set-up is manufactured by DANTEC, 56C01 

CTA main unit. Plug-in 56C17 CTA Bridge, 56N21 linearizer are used in the 56C01 

CTA main unit. The 55P11 type hotwire probe is supplied by DANTEC. The 

technical specification of 55P11 miniature hotwire anemometer probe is given in 

Appendix 6. The working principle of CTA is also given in the next section. 56N21 

linearizer is used for linearizing the output signals from the 56C01 main unit. Offset 

compensation and amplifier are provided in the input, making it possible to amplify 

the signal to a normalized level of 0-10 V. The technical specifications of 56C17 

CTA Bridge and 56N21 linearizer are given in Appendix 7.  

 

3.2.9.1. Working principle of CTA 

Hotwire anemometer is the standard and until recently one of the satisfactory 

method of measuring instantaneous fluid velocity. CTA is a point-measuring 

technique appropriate for the measurement of time series in 1, 2 or 3-dimensional 
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flows. CTA is particularly suitable for flow measurements with very fast fluctuations 

at a point (high turbulence) and the study of flow micro structures, where there is a 

need to resolve small flow eddies down to the order of tenths of a mm. By using 

CTA, velocities can be measured from a few cm/s to supersonic.  

The working principle is based on the cooling effect of a flow on a heated 

body. The CTA measures velocity at a point and provides continuous velocity time 

series, which can be processed into amplitude and time domain statistics. This 

technique depends on the convective heat loss from an electrically heating sensing 

element or probe to the surrounding fluid. The heat loss depends on the temperature 

and geometry of the sensor and on the velocity, temperature, pressure, density and 

thermal properties of fluid. The working principle of the hotwire anemometer is 

based on the convective heat loss from the electrically heated sensor caused by flow 

about the sensor. This cooling causes a change in the probe resistance, which results 

in an increase in amplifier output current. In this manner, due to the temperature 

coefficient of resistance of the sensor, the operating resistance and thus the 

temperature of the probe is maintained. Therefore, it may be assumed that the 

instantaneous value of electric power applied to the sensor is equal to the 

instantaneous thermal loss of the sensor to its surroundings.  

Assuming that only one of the fluid parameters varies, the heat loss can be 

interpreted as a direct measure of the quantity, usually the velocity or temperature. 

The wire, Rw, is connected to one arm of a Wheatstone bridge and heated by an 

electrical current. A servo amplifier keeps the bridge in balance by controlling the 

current to the sensor so that the resistance and hence temperature is kept constant, 

independent of the cooling imposed by the fluid. The bridge voltage, E, represents 

the heat transfer and is thus a direct measure of the velocity. The combination of the 

sensor's low thermal inertia and the high gain of the servo loop amplifier give a very 

fast response to fluctuations in the flow. 

 

3.2.9.2. Calibration of the hotwire probe 

 Many techniques for the calibration of hotwire probes are described in the 

literature. Calibration of the CTA for velocity measurements in incompressible, 
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isothermal flows is based on the early work of L.V. King on the heat transfer of 

infinite, circular cylinders in a uniform flow normal to the cylinder axis. It is known 

as King’s Law, which affords a reasonable approximation to the overall shape of a 

hotwire calibration curve: 

 

 
5.02 BUARIQh                                                    (3.1) 

 

 

where hQ is the rate of heat loss by convection from the sensor, RI
2
 is the electric 

power dissipated in the sensor, A and B are calibration constants to be determined. 

 The calibration curve of a hotwire anemometer is the so-called generalized 

King’s Law: 

 

 
n

effUBAE


2                        (3.2) 

 

 

where E is the output voltage of the anemometer, A
’
, B

’
 and n

’
 are empirical constants 

and Ueff is the so-called effective cooling velocity. For most hotwire probes, n
’
 is 

approximately 0.45 for a velocity range in air between 0.3 m/s and 80 m/s. Effective 

cooling velocity can in most cases be taken as the velocity component normal to the 

wire. However for more accurate measurements, the directional sensitivity of the 

wire should be taken into account. Details of the calibration techniques and their 

comparisons can be found in (Bruun et al., 1988).  

In the present study, two calibration methods for a CTA probe for low speeds 

covering a range of 0.029 m/s≤U≤1.79 m/s and in-situ calibration method for high 

speeds U>1 m/s are performed. For low air speeds, in situ laminar pipe-flow method 

and a new proposed method of rotating disc are used. These techniques are discussed 

in next sections.  

The theoretical approach based on the fluid flow over a heated cylindrical 

body is used (Hinze, 1975), (Bruun, 1995) in terms of the utilization of the well-

known equation; 
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where I is current through the hot wire, Rw is resistance of the hot wire and Rg is 

resistance of the wire at gas temperature, E
2
 is square of the output of the hot-wire 

anemometer bridge, A and B are constants, U is calibration velocity and n is an 

exponent, usually found to be between 0.45 and 0.5. The most commonly used 

relationship is the modified King’s Law; 

 

 
nBUAE 2                                                                                                          (3.4) 

 

 

For high air speeds, the in-situ calibration of hotwire probe is performed 

using an inclined alcohol manometer, a pitot-tube and a static taping at the velocity 

measurement section. The calibrator which is a pitot-static tube has an uncertainty of 

maximum ±1.5% for high air speeds. In the velocity measurements, the curve fitting 

in the form of modified King’s Law with corresponding values of the parameters; 

A=2.176, B=0.966 and n=0.55 is found to be compatible with the velocity data with 

deviation of ±0.5%. The calibration curve for the high air speeds is given in Fig. 3.6.  

 

 

 

 

 

Figure 3.6. High speed calibration curve using conventional method 
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Until recently, an accurate calibration of hotwire anemometer at low velocity 
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calibrated using a calibration nozzle or a wind tunnel. The velocity is evaluated by 

using pitot-static tube in the wind tunnel, based on the technique of the pressure 

difference. However, when the flow velocity becomes smaller, the pressure drop in 

airflow becomes so small that it is difficult to obtain an accurate velocity 

measurement using these conventional methods. For this reason, several methods for 

calibration of hot-wire anemometers for low velocities have been investigated and 

proposed. Moreover, it is expressed that conventional calibration methods are not 

sufficiently accurate below about 0.6 m/s (Pratt and Bowsher, 1978), (Aydın and 

Leutheusser, 1980).  

Accurate calibration of hotwire probes at low velocities (about lower than 1 

m/s) is difficult, as standard pitot-tubes cannot be used. Recently, the calibration of 

hotwire probe for low velocities is carried out by moving the hotwire relative to the 

stationary fluid or by placing the hotwire at the centre of a long pipe in which fully 

developed flow is established.  

Collis and Williams (1959) are the first to report a detailed effort in the area 

of low-velocity hotwire calibration. They only investigated the flow normal to a 

horizontal wire and mainly interested in showing the effect of buoyancy in flows 

with small Reynolds numbers. Chua et al. (2000) have designed and constructed a 

hotwire calibrator which can travel at a constant and low speed ranging from 0 to 350 

mm/s with an accuracy of ± 1 mm/s. The measurement principle is based on the 

hotwire probe mounted on a travelling belt whose speed is pre-known. Al-Garni 

(2007) used the calibration technique based on moving hotwire probes in stagnant 

air. In the study, the motor speed could be adjusted to any desired velocity in its 

range. The results showed that the relationship between E
2
 and U

n
 is linear in the 

range of U ≈ 3-15 cm/s when fitted to the modified King’s law. Aydın and 

Leutheusser (1980) used a special calibration technique. The probe was moved at a 

prescribed velocity through a quiescent fluid medium. The results showed that the 

calibration equipment must not be used at velocities of less than 0.5 m/s. A method 

for the calibration of hotwire probes by means of a free jet facility, including the 

calibration at low velocities was expressed by Seifert and Graichen (1982). The 

calibration was based on the measurements of the flow rate and corresponding 
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profiles of the anemometer output voltage in the exit cross-section of the nozzle. 

Another study based on the calibration of hotwire anemometer at very low velocities 

in air was expressed by Tewari and Jaluria (1990). The desired flow was simulated 

by moving the probe at a precisely known velocity in a stationary medium. A hotwire 

was successfully calibrated using apparatus for the flow velocities as low as 0.1 cm/s, 

with an estimated error of ± 1% in the measured velocity range. A rig for the hotwire 

anemometer probe calibration at velocities below 1 m/s was described in the study of 

Heikal et al. (1988). The hotwire probe was fixed to the carriage that moved with a 

known speed by means of a stepping motor. The maximum error of ±0.8 % occurred 

at a velocity of 1 m/s. Details about the hotwire calibration can be found in the 

review article of Lekakis (1996). Kohan and Schwarz (1973) used shedding-

frequency method and calibrated a hotwire at low speeds using the Roshko’s (1954) 

Strouhal-Reynolds number (SR) relationship for flow Reynolds number ranged 

between 50 and 150. The velocity was obtained by measuring the vortex-shedding 

frequency and then using the SR relationship. Christman and Podzimek (1981) 

calibrated a hotwire using the nozzle of a DISA 55D41/42 calibrator. Tsanis (1987) 

used laminar plane Couette flow and towing tanks as calibration devices to calibrate 

a hot-wire anemometer at very low velocities capable of operating down to 0.1-0.5 

m/s. Bruun et al. (1989) carried out a swing-arm apparatus to calibrate hotwire at low 

speeds. Guellouz and Tavoularis (1995) used a probe mounted on a pendulum arm 

for calibration of low speeds. Yue and Malmström (1998) used laminar-pipe flow 

method for hotwire anemometer in the low speed range of 0.1 m/s and above. 

Johnstone et al. (2005) used the same method to calibrate a hotwire in the velocity 

range of 0.125-13.78 m/s. Durst et al. (2008) calibrated hotwire anemometer by 

using special calibration test rig including a mass flow control unit and a pressurized 

container in the range of the mass flow rates per unit area, ρU, of 0.1-25 kg/m
2
s.  

Lee and Budwig (1991) used laminar pipe-flow method in the exit plane of 

fully-developed laminar pipe flow for hotwire anemometer calibration. In the laminar 

pipe-flow method, a hotwire probe is located at the centre of the pipe in the exit 

plane of the tube. But, the flow in the pipe must be fully-developed laminar flow. If 

the flow rate, Q, is known, the mean velocity can be calculated. And the maximum 

velocity at the centre of the pipe is twice of mean velocity for fully-developed 
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laminar pipe flow. Now, the maximum velocity at the center of the pipe can be 

detected via measured voltage from hotwire anemometer. Repeating this procedure 

for several low-speeds, the calibration curve can be obtained.   

 In this study, low-speed calibration is performed by using two methods; (i) 

using laminar pipe-flow method and (ii) a new method based on rotating of a disc 

with known angular velocity,   in stagnant air, named as rotating disc calibration 

method. The overheat ratio value, OHR of 1.8 is chosen as suggested by Bruun 

(1995) in both methods. This recommended value results the maximum wire 

temperature max,wT  as being equal to about 290 ˚C which is below the oxidization 

temperature. Since the probe used is a single normal wire type, the wire element is 

placed perpendicularly to the mean flow direction. The perpendicularity of the probe 

to the flow direction in both calibration methods is secured by rotating the probe 

around its axis until the maximum voltage is seen as described by Bruun (1995). The 

temperature of the laboratory was always kept constant at 21±1 ºC during all the 

experiments.   

In laminar pipe-flow method, the hotwire probe is located at the center of the 

pipe. The minimum permissible flow rate produced by MFC unit is 0.49 L/min 

(8.17x10
-6

 m
3
/s) with a corresponding mean velocity of 0.0147 m/s. Therefore the 

calibration velocity at the pipe center is 0.029 m/s being twice the mean velocity of 

0.0147 m/s. The calibration procedure is carried out to the maximum flow rate of 

29.89 L/min (4.98x10
-4

 m
3
/s) corresponding to the mean velocity of 0.89 m/s, with a 

calibration velocity of 1.79 m/s at the pipe center. The validity of the method is also 

checked in terms of the cross-sectional velocity profile measurements for all test 

cases. The range is covered for 50 different flow rates with an increment of 8.17x10
-6

 

m
3
/s. A typical calibration curve is given in Fig. 3.7. As it can be seen from Fig. 3.7, 

the calibration curve is in good agreement with the modified King’s law in which the 

constants A and B and exponent n are found as 2.676, 0.749 and 0.75, respectively, 

resulting in a maximum error margin of velocities ±1 %. In general, exponent n 

varies in between 0.45 and 0.5 for U ≥ 1 m/s while this exponent increases as the 

velocity falls to a few centimeters per second (Bruun et al., 1989), (Guellouz and 

Tavoularis, 1995), (Al-Garni, 2007). The exponent n is claimed to be changing up to 
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the value of 1 for low speed flows according to Tsanis (1987), Chua et al. (2000), Al-

Garni (2007). Here, in the present study, it is found to be 0.75 for the speed range of 

0.029-1.79 m/s.  

The fully-developed laminar character of the flow at the measurement 

stations of X/D=146 and 604 is also verified by means of the cross-sectional velocity 

distribution at 35 radial positions for the covered calibration test cases. A typical 

normalized distribution of CLUU /  as a function of r/R at the flow rate of 29.89 

L/min is given in Fig. 3.8. The well-known parabolic velocity profile of Blasius is 

also given in the same figure by the dashed lines. The cross-sectional velocity 

distribution is in good agreement with the parabolic velocity profile displaying a 

maximum error margin of ±5 %.  

 

 

 

 

 

 

 

Figure 3.7. Low speed calibration curve using laminar pipe-flow method 

 

 

 

 

 

 

 

 

 

 

Figure 3.8. Cross-sectional velocity distribution at reference flow rate of Q=29.89 

L/min in case of laminar pipe-flow method 
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For rotating disc calibration, a simple system is constructed and used for 

hotwire calibration at low speeds similar to the methods described in (Bruun et al., 

1989), (Guellouz and Tavoularis, 1995), (Al-Garni, 2007). The calibration set-up 

comprised of a disc rotated at known angular velocities,  , in stagnant air as shown 

in Fig. 3.9.  

 

 

 

Figure 3.9. Schematic diagram of the set-up for rotating disc method 

 

The disc is made of steel having a radius of 9 cm and a thickness of 5 mm. It is 

driven by a 1.5 kW variable-speed AC motor. The motor is controlled by a 

SIEMENS micromaster speed control unit (code: 6SE3018-8BC00) operatable in the 

angular frequency range of 0 Hz≤ f ≤650 Hz. A 4-mm diameter hole is drilled on the 

disc at 8 cm far from the disc center in order to mount the hotwire probe support. The 

distance between the disc center and the probe support is selected as 8 cm in order to 

eliminate the probability of wind effect caused by the disc rotation itself. The probe 

is placed into the hole and its angular position is adjusted by rotating the probe 

around its axis and recording the anemometer signal until the maximum voltage 

signal is obtained as expressed in (Bruun, 1995). The probe cable is attached to the 

vertical rod on the center of the disc to prevent twist of the cable. In order to 
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disconnect the interaction between the metal support cable end and the vertical rod, 

rubber rings are used. The calibration set-up is sealed by means of a rectangular box 

with a volume of 0.94 m
3
 having a length of 1.2 m, a width of 1.2 m and a depth of 

0.65 m so that the air inside the box is stagnant. The hotwire probe location is at 0.52 

m from the walls of the box eliminating end effects. The probe calibration is free 

from the effects of rotation in terms of the generated centrifugal force and the probe 

wake. Since the direction of the centrifugal force is parallel to the axes of 1.25 mm-

length of wire which is also between the rigid prongs. Therefore, stretch of hotwire is 

negligible and probe wake is prevented by means of balanced disc rotation through 

insulated driving motor via use of rubber sleeves during the calibration tests. During 

the calibration, the disc is rotated at angular velocities, ω of ranging from 0.63 rad/s 

to 13.19 rad/s by adjusting the angular frequency, f, of the motor between 0.1 Hz and 

2.1 Hz, correspondingly. The angular velocities are also cross-checked by using a 

mechanic tachometer. The angular velocities both calculated from the angular 

frequency of the motor and the tachometer are in agreement within a margin of ±1 

%. At each run, the hotwire output voltage signal is transferred through a Daq3001 

USB board into PC environment and saved into a file. The air speeds sensed by the 

hotwire probe are calculated by multiplying the angular velocities by the radius of 

the probe location. Hence the calibration range covers the speeds of 0.05-1.05 m/s. 

Calibration of the probe for velocities above 1.05 m/s is unsuitable by this method 

since effects of vibration at high angular velocities of rotating disc start to dominate.  

The rotating disc method is used for 21 test cases with an incremental 

increase of 0.0502 m/s. The calibration curve is shown in Fig. 3.10. As can be seen 

from Fig. 3.10, the calibration equation is found to be in good agreement with the 

modified King’s law in which the A and B constants and n exponent are found as 

2.625, 0.847 and 0.75, respectively with a maximum error margin of ±5 %. 

In order to compare the proposed calibration methods, the velocities are 

calculated using the calibration equations and the relationships between the 

calculated and measured velocities are compared for both laminar pipe-flow and 

rotating disc method as shown in Fig. 3.11. 

 



 59 

 

 

 

 

 

 

Figure 3.10. Low speed calibration curve using rotating disc method 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11. Comparison of the measured velocities and calculated ones from 

calibration equations for both laminar pipe-flow and rotating disc method 
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disc. Rotating disc method contributes to the literature as a new and original low 

speed calibration method besides in situ laminar pipe-flow method. Both methods are 

seen to be compatible with each other in an acceptable error margin. The n exponent 

of modified King’s Law, Eq. (3.4) which can be seen up to the value of 1 for low 

speeds in the literature is found to be 0.75. It can be declared that the well-known 

King’s law is convenient also for low speed calibration part of hotwire probes as well 
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as its usage for high speed calibration sides. The details of these calibration methods 

can be found in Özahi et al. (2010).  

 

3.2.9.4. Wall proximity effect on hotwire measurements  

 When the hotwire anemometer provides data in the region very close to a 

wall, there is a need for correction to be applied to velocity readings which are 

influenced by the presence of the wall. The velocity measurements in boundary layer 

may reach a minimum value and then increase as the hotwire probe is moved toward 

the wall. Hotwire probe displays signs of additional heat transfer when it is traversed 

into wall proximity and therefore, the indicated velocity is larger than the true value. 

There is an additional conduction heat transfer to the wall over and above the 

convective heat transfer due to the local flow velocity. In addition to this there is an 

increasing aerodynamic blockage effect due to the proximity of the wire and prongs 

to the wall. A method of correction is based on extending Wills’ laminar correction 

(Wills, 1962). In general, the wall influence depends on the distance between the 

wall and hot-wire sensor, the flow velocity, the wall material, the overheat ratio, the 

wall roughness and the geometry of probe (Hebbar, 1980). The wall material can be 

conducting or non-conducting. The conducting walls affect the heat transfer more 

than the others. Turan et al. (1987) described all walls for which kw/k>100 as 

conducting. 

Hebbar K. S. (1980) observed that the wall proximity effects cease beyond 

y
+
=5. The scatter was observed to be largely in the region y

+
 <1.5. Oka and Kostic 

(1972) studied on the wall proximity effect. They found that the wall effect ceases at 

y
+
 >5. The distance at which the wall influence was detected was about 1 mm. The 

wall correction of the hotwire anemometer was also expressed by Gibbings et al. 

(1995). In the study of Durst et al. (2001) and Durst and Zanoun (2002), the results 

showed typical deviations from the linear velocity distribution U
+
 = y

+
 for wall 

distances of y
+
 <3.5 as a result of the increased heat transfer from the presence of the 

aluminum wall. Therefore, they claimed that corrections for hotwire measurements 

in near-wall region were needed for all values of y
+
 ≤3.5. Hutchins and Choi (2002) 

studied experimentally the local skin friction coefficient using hotwire anemometry. 

They have observed that deviations from the linear region occurred at wall distances 
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less than y
+
≈3.5. The voltage rise occurring near the wall without flow was 

characterized with respect to wire position by Vagt and Fernholz (1979) and Bhatia 

et al. (1982). The thermal characteristics of a hotwire in near-wall flow were 

investigated by Wenzhong et al. (2006). Velocity correction factor was introduced 

as; 

 

 

U

U
C

eff

u                         (3.5) 

 

 

Bhatia et al. (1982) concluded from their computations that no correction was needed 

in the case of an insulating wall. In another study related with wall effects by Lange 

et al. (1999), a new correction factor was proposed for all temperature loadings with 

a good approximation as follows: 

 

 

)4.0exp(0.1
2 yCu                    (3.6) 

 

 

It was claimed that no correction to the measured velocity would be needed if the 

wire is more than y
+
 =4 away from the wall. Another correction factor was also 

introduced for insulating walls as: 

 

 

)22.0exp(363.00.1
5.2 yCu                            (3.7) 

 

 

 Bruun (1995) expressed that experimental investigations of the velocity 

correction needed in the case of non-conducting wall materials showed an increase in 

the measured velocity for y
+
≤2. Most applications of the hotwire anemometer are in 

the forced convection domain where the velocity past the probe is large, so that the 

natural convection effects in the heat transfer from the sensor are negligible (Tewari 

and Jaluria,1990). In the present study, the wall proximity effect is not seen during 

the experiment due to no undesirable, unexpected hotwire signal near the pipe wall. 

None of the velocity graphs contains any unexpected data near the wall. To verify it 

theoretically, y
+
 =yu

*
/ν is considered for the experimental range of the instantaneous 

wall shear stress )(tw . The value of y
+
 is found to be minimum 2.31 for r/R=0.977 
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and )(tw =0.015 Pa, which is above expressed value of y
+
=2 which is deduced by 

Bruun (1995). 

 

3.2.9.5. Wire aspect ratio effect 

Another important parameter for the hotwire probe is the ratio of wire length 

to wire diameter, l/d. The lengths of wires should be short for anemometry 

considerations of spatial resolution. Most hotwire probes are in the range of aspect 

ratio of 100< l/d <600. The length of the wire should be short to maximize spatial 

resolution and to minimize aerodynamic loading. On the other hand, the length of the 

wire should be long enough to minimize end conduction losses and to provide a more 

uniform temperature distribution. In general, for l/d <200, end conduction effects are 

important and l/d ratio must be retained as a parameter. More detailed information 

can be found in (Ligrani and Bradshaw, 1987), (Turan and Azad, 1989), (Collis and 

Williams, 1959). In the present experimental set-up, l/d ratio of the used 55P11 probe 

is 250. Hence there is no end conduction effect.   

3.2.9.6. Overheat ratio (OHR) effect 

In the hotwire measurements, overheat ratio of the hotwire anemometer is one 

of the very important parameters. Care is necessary to take into account the effect 

due to the ambient fluid temperature variation, to keep the overheat ratio, with 

respect to sensor resistance at the new ambient temperature, constant. Therefore, it is 

important to maintain the temperature difference between the sensor and the fluid 

constant. In literature (Johnstone et al., 2005), (Christman and Podzimek, 1981), 

(Yue and Malmström, 1998), (Durst and Zanoun, 2002), (Durst et al., 2008), (Khoo 

et al., 1998), (Bruun et al., 1988), (Bruun, 1995), OHRs used can be seen to be in the 

range of 0.7 and 1.8 depending on the character of their studied case according to 

different study characteristics.  

In the present study, the OHR value of 1.8 is used as suggested by Bruun 

(1995). The resulting the maximum wire temperature Tw, max was about 290 ˚C which 

is below the oxidization temperature of the wire material.   
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3.2.10. Pressure transmitter 

 Pressure transmitters convert pressure into a proportional electrical 

standardized output. In the present experiment, WIKA SL-1 pressure transmitters for 

low pressure applications are used to measure static pressures along the pipe at 7 

downstream locations of X/D=10, 15, 185, 335, 485, 589, 619 as can be seen from 

Fig. 3.1. The operating range of the transmitter is in between -20 mbar and +20 mbar. 

Its analog output signal and power supply are 0-10 V and 14-30 VDC, respectively. 

Its response time is 1 μs. So, the time resolution is 1 kHz. Its accuracy is less than 0.5 

% and its operating temperature is between -30 
o
C and +80 

o
C. The linearity and 

repeatability uncertainties are less than 0.2 % and 0.1 %, respectively. The technical 

specification of the pressure transmitter is also given in Appendix 8.  

 In order to secure highly accurate pressure measurements, it is necessary to 

calibrate the WIKA SL-1 pressure transmitters. The calibration of the pressure 

transmitter is performed by the manufacturer and its one-year stability is given less 

than 0.3 %. The calibration curve of the pressure transmitter is linear (P=cst.E) 

between 0 and 10 volt corresponding to -20 mbar and +20 mbar. Pressure 

transmitters are more accurate than transducers such that the accuracy, linearity and 

repeatability of the WIKA SL-1 pressure transmitter are given less than 0.5 %, 0.2 % 

and 0.1 %, respectively. 

 

3.2.11. Oscilloscope 

An oscilloscope is a type of electronic test instrument that allows signal 

voltages to be viewed, usually as a two-dimensional graph of one or more electrical 

potential differences (vertical axis) plotted as a function of time or of some other 

voltage (horizontal axis). Although an oscilloscope displays voltage on its vertical 

axis, any other quantity that can be converted to a voltage can be displayed as well. 

In most instances, oscilloscopes show events that repeat with either no change or 

change slowly. In addition to the amplitude of the signal, an oscilloscope can 

measure the frequency, show distortion, show the time between two events (such as 

pulse width or pulse rise time), and show the relative timing of two related signals. 

Some better modern digital oscilloscopes can analyze and display the spectrum of a 

http://en.wikipedia.org/w/index.php?title=Electronic_test_instrument&action=edit&redlink=1
http://en.wikipedia.org/wiki/Voltage
http://en.wikipedia.org/wiki/Potential_difference
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repetitive event. Special-purpose oscilloscopes, called spectrum analyzers, have 

sensitive inputs and can display spectra well into the GHz range. A few oscilloscopes 

that accept plug-ins can display spectra in the audio range. 

In the present experimental study, Tektronix 5403 type Oscilloscope is used 

for preliminary test and the pre-calibration of CTA. It is a general-purpose, plug-in 

oscilloscope type at 60 MHz. The 5403 type oscilloscope provides 5 mV sensitivity 

at 60 MHz and 1 mV/division sensitivity at 25 MHz.  

 

3.2.12. Data acquisition and processing equipment (DAQ) 

 In the experimental set-up, a 16-bit, 1-MHz A/D converter IOtech Daq3001 

USB board is used for the acquiring of velocity and pressure data, to trigger the MFC 

unit analogously. Sampling frequency of 100 Hz is used for the data acquisition in all 

cases. The details of the data acquisition are given in the next chapter. The technical 

specification of the converter IOtech Daq3001 USB board is given in Appendix 9. 

 To pre-calibrate the daqboard, a high precision digital voltmeter and 

ampermeter, the software program of the daqboard, DaqView supplied by the IOtech 

and the utilized program in LabView 2009SP1
®
 are used. Signals acquired by the 

hotwire probe are controlled by means of a digital voltmeter by connecting the output 

of the CTA directly to the digital voltmeter. The same signal acquired by means of 

the daqboard is also visualized in the utilized program in LabView and the DaqView 

program on PC. All the results are found to same with each other with a high 

precision up to 5 digits after point.  

 

3.3. Conclusions 

 The experimental set-up is designed and constructed in order to investigate 

the flow dynamics of laminar to turbulent transition in pulsatile air flow through the 

pipeline of 26.6 mm diameter and of 17.4 m length. The screw air compressor and a 

surge tank are used in the experiment to supply air through the pipeline. In order to 

generate pulsatile pipe flow through the pipeline system, the MFC unit is used. The 
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flow conditioners, a tube bundle and a perforated plate, whose effects have been 

investigated previously, are used in order to provide fully developed and swirl-free 

flow in the pipeline. To achieve a smooth passage between the 4-m pipes and MFC 

unit, the designed conical adapter and connection adapters are used in the 

experiment.     

 The measurement devices for the velocity and the pressure measurement are 

selected as DANTEC CTA with miniature probe, and WIKA SL1 pressure 

transmitters, respectively. The CTA pre-calibration and internal switch adjustments 

are performed and the overheat ratio OHR of the hotwire probe is adjusted. The 

hotwire probe calibration for low speeds is conducted using the in-situ laminar pipe-

flow and rotating disc method. The calibration of the hotwire probe for high speeds is 

performed with the well-known in-situ calibration method by means of an inclined 

leg alcohol manometer, a pitot-static tube and a static taping. The calibration of the 

pressure transmitters is carried out by means of the linear calibration curve supplied 

by the manufacturer.  The pre-calibration of the daqboard is conducted using the high 

precision digital voltmeter, DaqView and the devised program in LabView.    
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CHAPTER 4 

 

DATA ACCUMULATION AND ACQUISITION SYSTEM  

(PRESENTATION OF THE DEVISED PROGRAM AND METHODOLOGY 

IN LABVIEW 2009SP1
®
 ENVIRONMENT)  

 

 

4.1. Introduction 

 In this chapter, data accumulation and processing techniques are presented. 

The experimental procedure and the devised program in LabView 2009SP1 

environment are discussed in details. The methodology used in the devised program, 

the automated measurement, and the control of pulsatile pipe flow are described.  

 

4.2. Data Acquisition and Processing Equipment 

In the experimental study, a 16-bit, 1-MHz A/D converter IOtech Daq3001 

USB Board with 16 single-ended, 8 differential analog inputs and 4 analog outputs is 

used in order to accumulate the raw velocity and pressure data. It is easily connected 

to the computer by means of USB connector. IOtech Daq3001 USB daqboard is 

compatible with LabView software program.  

 The analog output signals from the PC are sent from the analog output 

channel of the daqboard to the MFC unit to generate and control the pulsatile pipe 

flows. The signals from the hotwire anemometer and 7 pressure transmitters are 

acquired by means of the analog input channels of the daqboard and accumulated in 

the PC simultaneously.  

 The accumulation of the data is performed using the devised program in 

LabView 2009SP1 environment. The accumulated data are then processed by the 

devised program in terms of the desired physical flow parameters. The processed 
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data are analyzed and necessary plots are formed and saved into the file in PC. 

During the accumulation process of the velocity data throughout the pipe cross-

section, an automatically controlled traverse mechanism is used. The software of the 

data acquisition system is the devised program, TDFC.vi using LabView 2009SP1.  

 

4.3. Data Accumulation Procedure 

 All instantaneous signals from the hotwire anemometer at X/D=604 together 

with the instantaneous static pressures at 7 downstream locations along the pipeline 

are accumulated in the PC by means of the IOtech Daq3001 USB daqboard and the 

devised program, TDFC.vi in LabView. For cross-sectional velocity distribution 

throughout the pipe cross-section, instantaneous velocity signals from the hotwire 

anemometer are taken at 13 different radial positions between the pipe wall and pipe 

center line at the half of the cross-sectional pipe section due to the symmetricy of the 

flow. The sampling frequency is adjusted to 100 Hz in order to take 5000 samples of 

hotwire signals at each radial position and 5000 samples of pressure signals.   

 

4.3.1. Control of time dependent data accumulation 

The time dependent data control and accumulation are performed by the 

measurement chain consisted of the devised program in LabView, CTA, hotwire 

probe, pressure transmitters, daqboard, MFC unit, traverse mechanism and PC. The 

data control and accumulation during all instances are performed automatically by 

means of PC, daqboard and the devised program, TDFC.vi in LabView 2009-SP1. 

The details of the devised program are given in the next sections. 

The MFC unit is controlled by the devised program in order to generate the 

steady and time dependent flow through the pipeline. The analog voltage signal is 

sent to the MFC unit from the analog output channel of the daqboard in order to 

generate time dependent pipe flow for any amplitude and oscillation frequency. On 

the other hand, the voltage signals from the hotwire anemometer and seven pressure 

transmitters throughout the analog input channels of the daqboard are accumulated 

simultaneously on the PC by means of the devised program, TDFC.vi.  
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4.3.2. Procedure for velocity measurement 

The experimental study is carried out to analyze the flow dynamics of 

transitional pulsatile flow in the pipeline. Hence the axial velocity field of the flow in 

the pipe is also time dependent and dependent on the radial positions, r, throughout 

the pipe cross-section as ),( trUU  . Therefore, the time dependent axial velocity 

measurements are repeated at different radial positions, r, throughout the pipe cross-

section to determine the cross-sectional velocity profiles.  

Pipe flow is considered as being independent from the axial flow direction if 

flow is fully developed. The velocity measurements are always performed at the 

station where the flow is fully developed. Hence, in the experiment, the velocity 

measurements are performed at the axial position of the pipeline, X/D=604, where 

the flow is fully developed.  

 

4.3.3. Adjustment of the position of the hotwire probe 

The radial position of the hotwire probe throughout the pipe cross-section is 

controlled and changed by means of the traverse mechanism, RCP2-SA6-I-PM-6-

200-P1-SBE Robocylinder and RCP2-CGA-SA6-I-PM-0-P Robocylinder 

Positioning Unit. The traverse mechanism has an electro-mechanic cylinder motor, 

incremental encoder and positioning unit with a high repeatability of 0.02 mm. The 

traversing mechanism is controlled by means of PC interface software for 

robocylinder supplied by the manufacturer through a serial protocol and RS-232 

connection cable.  

In the experiment, for a preliminary test of the determination of the reference 

position of the hotwire probe, a custom-designed wall contact indicator is used in 

order to position the hotwire probe to the closest radial position near the pipe wall as 

near as possible. To determine the reference radial position of the probe, a copper 

sheet of 0.01 mm thickness is covered on the pipe wall and electrical circuit is 

constructed between the copper sheet and the hotwire probe. When the prongs of the 

hotwire probe touch to the copper sheet, the lamp lights and the reference position of 

the hotwire probe is fixed as 0.01 mm at this location. The thickness of the copper 
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sheet is measured by the micrometer. Then considering the wall proximity effect, the 

closest position of the hotwire probe to the pipe wall is adjusted as r/R=0.977.  

The traversing route used in the experiment, r/R, is adjusted as 0, 0.165, 

0.278, 0.391, 0.504, 0.617, 0.692, 0.767, 0.842, 0.880, 0.917, 0.955, 0.977. The 

traversing unit has sensitivity less than 0.02 mm so that these radial positions can be 

provided successfully. In the experiment, the actual radial position of the hotwire 

probe seen in the PC interface software program supplied by the manufacturer is 

exactly as same as the given radial positions above. The electro-mechanic cylinder 

motor with incremental encoder satisfies the accurate probe positioning with the 

defined r/R positions.  

    

4.3.4. Procedure for pressure measurement 

 The pressure signals from 7 pressure transmitters are accumulated through the 

7 analog input channels of the daqboard by means of the TDFC.vi to process and 

analyze them. The pressure measurement is performed at 7 axial downstream 

locations along the pipe at X/D=10, 15, 185, 335, 485, 589, 619. During the 

accumulation of the velocity data for 13 radial positions, the static pressure data at 

each pressure transmitter are accumulated 13 times. The pressure data acquired from 

each pressure transmitter, which are taken for 13 times in one run are found to be 

same with an accuracy of ±0.8%. This verifies the accuracy of pressure measurement 

for each pressure transmitter.   

The last two pressure transmitters located at 15D downstream and at 15D 

upstream of the hotwire probe in the test section, X/D=589 and 619, are used to 

evaluate the pressure drop through the test section. In the devised program, TDFC.vi, 

the instantaneous pressure drop per unit length, LtP /)(  is evaluated.  

4.4. Experimental Procedure 

 In the present study, two characteristic time dependent parameters of 

oscillation frequency, f, and the velocity amplitude ratio, A1, are changed 
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systematically in order to investigate the resulting flow dynamics of the pulsatile air 

flow through the pipeline at the onset of the transition to turbulence and also reveal 

their effects on the flow dynamics. 

4.4.1. Adjustment of the experimental run 

 The experimental study is based on velocity measurement over the cross-

section of the pipe and static pressure measurements at 7 different locations along the 

pipe length. These measurements are planned to carry out for different flow 

conditions by means of adjusting the flow parameters of   and A1. The control 

and the adjustment of   and A1 are realized by means of TDFC.vi. The 

methodology and the details of TDFC.vi are given in the next sections.  

 Before the pulsatile flow analyses, steady state flow measurements are 

performed as preliminary axial velocity and pressure measurements. TDFC.vi has 

capabilities to generate and analyze steady state flow. Hence steady state axial 

velocity measurements are performed to obtain the information about the velocity 

distribution character of the steady state pipe flow in the experimental set-up. The 

cross-sectional velocity distributions are obtained by measuring velocities at 19 

different radial positions for 48 different runs covering the Reynolds number range 

of 547≤ Re ≤9000. Some of the velocity distributions in the covered range are given 

in Fig. 4.1. 

 

 

 

 

 

 

 

 

 

 

Figure 4.1. CLUU distributions with respect to Rr for steady state flow condition 
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4.4.2. Ranges in the experimental study 

 The time dependent axial velocity measurements at 13 radial positions at the 

half of the pipe cross-section and the time dependent static pressure measurements at 

7 downstream locations are performed by means of the hotwire probe connected to 

the CTA and 7 pressure transmitters, respectively by changing systematically the 

characteristic flow parameters of f and A1 in order to investigate the flow dynamic in 

transitional pulsatile pipe flow and to detect the onset of the transition to turbulence 

in pulsatile pipe flow. All velocity measurements are carried out for the fully 

developed flow conditions at X/D=604. The measurements are reduced to the ones at 

the standard temperature and pressure, STP condition.  

 The experiments are carried out in the ranges of the time averaged Reynolds 

number of 1019≤ taRe ≤4817, oscillating Reynolds number of 107≤ osRe ≤4261, 

velocity amplitude ratio of 0.05≤ 1A ≤ 0.96 and the pulsation frequencies of 0.1 

Hz≤ f ≤14 Hz (the corresponding Womersley numbers of 2.72≤  ≤32.21).  

 

4.4.3. Determination of axial velocity measurement position 

 The present experimental set-up is designed to study pulsatile pipe flows in 

transitional flow regime. In order to obtain the accurate velocity measurement, the 

fully developed pipe flow should be provided due to the development of the pipe 

flows requiring a certain axial distance from the pipe inlet. In the literature, there are 

some empirical correlations for estimating the flow development length under steady 

state conditions such as given by Durst et al. (2007) as follows; 

 

 

  6.1/16.16.1 Re)0567.0(619.0 
D

Le                    (4.1) 

 

 

This equation is derived for steady state flow conditions but it can be applied for 

pulsatile flows to estimate the required length since 1
steadypulsatile ee LL (Durst et al., 

2005).   
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 Moreover, for laminar pulsatile, laminar oscillating, turbulent pulsatile and 

turbulent oscillating pipe flows, experimental investigations were performed. The 

development length of laminar oscillating pipe flow was found to be shorter than that 

of a steady laminar pipe flow at the same mean Re number (Gerrard and Hughes, 

1971), (Eckmann and Grotberg, 1991) and given as; 
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e

D

L
Re03.0                      (4.2) 

 

 

The development length of turbulent oscillating pipe flow was represented by 

Ohmi et al. (1982) as;  
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                       (4.3) 

 

 

The theoretical and experimental studies were performed for the 

determination of the development length for laminar pulsatile pipe flow and showed 

that the development length for laminar pulsatile pipe flow did not differ so much 

from that of a steady pipe flow at the same mean Re number, contrary to the case of 

laminar oscillating pipe flow. The development length for laminar pulsatile pipe flow 

was expressed as (Ohmi et al., 1976), (Florio and Mueller, 1968), (Fargie and Martin, 

1971);  
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The development length for turbulent pulsatile pipe flow was expressed as 

(Iguchi et al., 1987), (Ohmi et al., 1980), (Kirmse, 1979); 
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                       (4.5) 

 

In view of the above mentioned expressions, the X/D ratio for the present set-

up is taken as 654 and the pipe length is 654D. For the pipe of 26.6 mm diameter, the 
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pipe length is found as 17.4 m to obtain fully-developed pipe flow. The velocity 

measurements are performed at X/D=604 at 16 m downstream location from the 

MFC unit. The detailed investigation of the laminar entrance length concept can be 

found in the next chapters. 

 

4.4.4. Determination of axial locations for pressure measurement 

 Deciding on the axial locations of pressure measurements plays an important 

role in any design of the experimental set-up. In the experiment, the locations of the 

pressure measurement stations are adjusted at downstream locations in view of the 

literature (Durst and Ünsal, 2006).  At 7 downstream locations along the pipeline, 7 

pressure transmitters are installed, which allow one to carry out the instantaneous 

pressure measurements along the pipe. These particular locations along the pipe 

provide the local resolution, which turns out to be sufficient for the investigations of 

transition to turbulence. 

 The next important decision is to specify the locations of the last two pressure 

transmitters at the test section. The distance between these two pressure 

measurement stations should be estimated very accurately. In that, the shorter the 

distance between two static pressure measurement stations, the more closely will the 

approximation LtP )(  approach the pressure gradient xP  . However, with very 

small distance L, the arising differential pressure may be too weak to be measured. If 

the distance between them is great, the effect of propagation time L/c that a pressure 

wave takes to pass through the distance cannot be neglected.  

 A criterion to determine the distance between pressure measurement stations 

for pulsatile pipe flows was given by Fargie and Martin (1971). By an analytical 

approach, it was shown that if ν/R
2
 is very small (ν/R

2
≤1), the ratio of LtP )(  and 

xP   could be written as; 

c

L
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Moreover, the criterion for L was drawn from the above Eq. (4.6) as that; 

 

 

c

L
<0.5  for accuracy better than 99%   and                (4.7) 

 

 

0.5<
c

L
<1.1  for accuracy better than 95%                (4.8) 

 

 

In the present study, in order to provide the more closely will the 

approximation LtP )( approach the pressure gradient xP  , the shorter the 

distance is used. Because of using the static pressure transmitters, all pressures can 

be measured in the covering range of ±2 kPa. The natural frequency of the pressure 

transmitters is 1 kHz that is big enough to transfer the maximum frequency of 

pulsation (f=125 Hz) generated by means of MFC unit. Away from the pipe entrance, 

the pressure gradient needed is obtained from 7 different pressure locations 

distributed along the pipe as shown in Fig. 3.1. In view of the above mentioned 

representation, the distance between the two pressure transmitters at the velocity 

measurement station is determined to be 30D for the pressure measurement 

accuracy’s ranging between 95% and 99% with respect to the obtainable angular 

frequency of the pulsation provided by the MFC unit; 0.628 rad/s≤ ≤88 rad/s.  

Observations, made by Patel and Head (1974), showed that the mean pressure 

gradients illustrated an earlier state of full development at distances between 10D 

and 20D from the pipe inlet test section. So, the first pressure location of 10D 

downstream of the MFC unit is found to be sufficient to ensure fully developed of 

flow pressure. The locations of the next four pressure transmitters are located at 15D, 

185D, 335D and 485D downstream of the MFC unit. The first two pressure 

transmitters are also used for the determination of the pressure drop caused by the 

flow conditioners.  

4.4.5. Verification of the MFC unit performance 

 In order to verify the performance of the MFC unit, series experiments are 

performed under both steady and pulsatile pipe flow. For preliminary experiments in 
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steady state, the cross-sectional velocities are measured in steady state and 

corresponding flow rates are calculated by numerically integrating the data over the 

cross-section of the pipe by using the well-known Simpson's rule. The calculated 

flow rates and the corresponding ones read from the MFC unit led screen are 

compared and found to be compatible within ±1.2 %. The comparison of the 

reference MFC unit and calculated values of flow rates and their relative errors are 

illustrated in Figs. 4.2 and 4.3, respectively. 

 

 

 

 

 

 

 

 

 

Figure 4.2. Comparison of calculated and reference MFC unit flow rates at steady 

state conditions 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3. Relative error between the reference MFC unit and calculated flow rates 

at steady state conditions 
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Also, the MFC unit accuracy has been previously checked by the manufacturers 

using an air mass flow rate meter (AWM 700) from the company Honeywell and this 

check enabled a flow rate measurement accuracy lower than ±1 % (Durst et al., 

2007).  

 Moreover, the verifications of the MFC unit are performed for the pulsatile 

pipe flow. The predefined signals that trigger the MFC unit are compared with the 

measured velocity signals and they are also found to be very compatible with mean 

error margin of ±1.2 % as can be seen from the sample plot for f=0.8 Hz in Fig.4.4.  

 

                           

 

Figure 4.4. Comparison of the measured and predefined velocity signals with 

oscillation frequency of f=0.8 Hz 

 

 

Figure 4.4 shows the comparison between the predefined signal given to the MFC 

unit and the corresponding measured velocity at the centerline of the pipe. The 

amplitudes of the predefined and measured velocity signals are found in good 

agreement.  

 

4.5. Basic Terminology Used for Data Processing in Pulsatile Pipe flows  

 The most common data processing techniques available in the literature are 

performed for the analysis of the pulsatile pipe flow. All these data processing 

techniques are carried out automatically by means of the devised program, TDFC.vi 

in LabView 2009SP1 environment. The procedure of used data processing 

techniques are given in details as follows.  

         velocity signal 

         predefined signal 
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 The measured data in the experiment are the time dependent axial 

velocity, ),( trU  and the static pressures, )(tP  on the pipe wall along the different 

axial locations. The velocity and pressure data are ensemble averaged in the devised 

program. According to the available literature survey, there is a little difference 

among the ensemble averaged of velocity and pressure data obtained over 200, 1000 

and 2000 pulsation cycles of the flow (Iguchi et al., 1987), (Iguchi et al., 1989). The 

ensemble averaged values are therefore obtained from the data accumulated over 

5000 data with a sampling rate of 100 Hz resulting, i.e. 50 periods for  =8.61, 

200 periods for  =17.22, 500 periods for  =27.22, 700 periods for 

 =32.21. It is not meaningful to increase the accumulation time for many hours 

being too long time for conducting the experiments at stable atmospheric pressure 

and temperature. Moreover, the devised program in LabView environment has 

capacity to analyze the signal accurately for very low periods as a comparison of the 

data accumulation for 5 and 50 periods with less than 2% mean deviation. The 

program evaluated the ensemble averaged value of velocity and pressure data.  

 The cross-sectional mean velocities, )(tUm , for each phase of the cycle are 

evaluated by numerically integrating the ensemble averaged data over the cross-

section of the pipe by means of the well-known Simpson's rule. The evaluated values 

of )(tUm  are approximated by the finite Fourier series expansion (Eq. 2.17). The 

time averaged value of tamU ,  and the amplitude nosmU ,,  are then represented by the 

first harmonics of the sine-wave which well fitted the data by using Eq. (2.19). 

 In order to evaluate the time averaged and the oscillating components of the 

pressure data, taP  and 
osP , the following finite Fourier series expansion is used. 

 

 

)sin( ,

1

, nos

N

n

nosta PtnPPP  


                  (4.9) 

 

 

 The time averaged value of taP and the amplitude osP are then presented by 

the first harmonics of the sine-wave which well fitted the data as follows; 
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)sin( 1,1, ososta PtPPP                     (4.10) 

 

 

 The time averaged and the oscillating values of the pressure drop evaluated 

by means of the pressure data taken from the 6
th

 and 7
th

 pressure transmitters are 

calculated using the following equations.  

 

 

76 tatata PPP                    (4.11) 

 

 

71,61,1, ososos PPP                     (4.12) 

 

 

 

 The values of the instantaneous wall shear stress, )(t , for different phases 

of the cycle are then evaluated by substituting the evaluated values of LtP )( and 

dttUd m )(  into the well-known time dependent momentum integral equation which 

gives the relationship between the pressure gradient term, LtP )( , the inertial term, 

dttUd m )( , and the viscous term Dtw )(4  for fully developed pulsatile pipe flows. 

 

 The instantaneous friction factor, )(tu , and the time averaged friction factor, 

tau , , are also important parameters for the time dependent pipe flows. They are 

evaluated using the following definitions given in the literature (Ohmi and Iguchi 

1980). 
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In order to compare the friction factor of the time dependent flow with steady 

one, the following definition of the instantaneous laminar quasi-steady friction 

factor, )(tqL is also used. 
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 The steady friction factor for laminar pulsatile flow sL is also evaluated 

using the Fanning's formula but by using the time averaged component of mean 

velocity, tamU ,  as follows; 
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 The details of the basic terminology of the pulsatile pipe flows can also be 

found in the literature (Çarpınlıoğlu and Gündoğdu 2001), (Gündoğdu and 

Çarpınlıoğlu, 1999). The other parameters of the time dependent pipe flows are 

dimensionless frequency of oscillation,  , Womersley number,  , Stokes 

parameter, S, velocity amplitude ratio, 1A , time averaged Reynolds number, taRe  

and oscillating Reynolds number, osRe  as follows; 
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4.6. The Devised Program, TDFC.vi and Methodology in LabView 2009SP1
® 

for 

Data Accumulation and Acquisition System  

 In this section, the devised program, TDFC.vi and the used methodology in 

this program for data accumulation and acquisition system are discussed in details. 

The background of the program, TDFC.vi describing its front panel and block 

diagram in details and the sample graphical representations as direct outputs of 

TDFC.vi are expressed in the following sections.  

 

4.6.1. Background of LabView environment 

 It is essential to introduce a basic concept/terminology of the used LabView 

program. LabView is one of the widely used visual programming languages since 

1986 (Whitley et al., 2006). It is designed to facilitate development of data 

acquisition, analysis, display and control applications. LabView program has been 

chosen for several reasons. Unlike other text-based programs, LabView is a graphical 

program and based on the dataflow paradigm. Many common data processing or 

mathematical functions are already built-in and available. It is also possible for 

researchers to incorporate the algorithm into their existing or modified LabView 

programs. LabView contains a comprehensive set of tools for acquiring, analyzing, 

displaying and saving data as well as tools to help the user troubleshoot code user 

write. Using LabView, all measurement processes covered in this study have been 

performed such as; controlling the daqboard, sending the signal to trigger the mass 

flow control (MFC) unit, acquiring the velocity and the pressure signals, saving the 

measured data to the files, analyzing, processing and post-processing of the 

experimental data.  

The program is consisted of functions which are called virtual instruments 

(VIs). LabView VIs contain three main components such as Front Panel, Block 

Diagram and Icon/Connector Pane. Front Panel is an interactive environment and 
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used for operations and to specify the inputs and outputs of the program. Block 

Diagram defines an actual data flow between the inputs and the outputs, which is a 

source code of a LabView program. Icon/Connector Pane graphically represents a 

virtual instrument (VI) in the block diagram and allows to use and to view a VI in 

another VI. Each VI also consists of three basic components of terminals, nodes and 

wires. Terminals are VI’s data values which are input, output and constant values. 

Nodes are VI’s operators, function calls and structure nodes. Operators and function 

calls are computations built into LabView and mathematical expressions. The 

examples of the structure nodes are Flat Sequence Structure, Case Structure, For 

Loop and While Loop. LabView is a form of structured dataflow. Data values travel 

on wires and pass through functions. The flow of data is controlled by structures. 

While Loop and For Loop are structures that repeat the execution of a sub diagram. 

Case Structure is analogue to case If-Then-Else used in text-based programs. 

Sequence Structure executes diagrams sequentially in the order in which they appear 

(Wells, 1995), (Johnson, 1997), (Wells and Travis 1997), (Beyon, 2001).  

 

4.6.2. Details of the devised program, TDFC.vi 

 In order to generate time dependent air flow in the sinusoidal, square or 

triangular waveforms, MFC unit is used and controlled by a devised program named 

as Time Dependent Flow Control.vi (TDFC.vi). The program has two main parts. 

One of them is the front panel which is an interactive interface used by program 

users to control the measurement devices and to acquire and to process any signal. 

The other part is the block diagram of the program, which is prepared and 

constructed by the authors. 

 

4.6.2.1. Description of the front panel of TDFC.vi 

The front panel of TDFC.vi and separately each segment are the user 

interfaces which contain controls and indicators that are the interactive input and 

output terminals of the VI, respectively. In the front panel of TDFC.vi, there are five 

categories such as controls, indicators, arrays, waveform charts and graphs. The 

controls are used to select the type of daqboard, scan rate, total scan to acquire and to 
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generate any steady or time dependent pipe flows of any frequency in the range of 

0.1 Hz≤f≤100 Hz, amplitude and offset value in the range of the MFC unit capacity. 

The device name of the controlled daqboard is shown as PersonalDaq3001 in the left 

corner of the front panel (Fig. 4.5a). Scan rate and total scan to acquire can be 

adjusted by the users on the front panel. There are 3 segments labeled as Analog 

Input, Analog Output and Voltage Output as controls (Fig. 4.5a).  

 Analog Output segment is for generation and control of time dependent air 

flow for any type of waveforms, frequency, amplitude and offset in the range of the 

MFC unit capacity. Using the Analog Output segment of TDFC.vi, the execution of 

the analog output signal is generated through the daqboard to trigger the MFC unit. 

As can be seen from the front panel of Analog Output segment (Fig. 4.5a), there are 

four analog output channel controls. In the present study, only Channel 1 is used to 

trigger the MFC unit for generation and control of pulsatile air flow.  

 

 

 

Figure 4.5a. Analog Output segment to control of MFC unit for generation of time 

dependent flow 
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From Additional Output Channel Parameters section (Fig. 4.5a), offset of the 

waveform is adjusted. If offset value is zero, oscillating air flow which is a special 

type of pulsatile flow with zero mean value is generated. Changing the offset value 

from zero, the pulsatile air flow is generated through the pipeline.  

 In Fig. 4.5b, the front panel of the Analog Input segment is seen. Analog 

Input segment is used to acquire the data from the hotwire anemometer and 7 

pressure transmitters. Though there are 16 analog input channels, only 8 channels are 

used for the hotwire anemometer signal and 7 pressure transmitters’ signal. The 

channel minimum and maximum voltage values are between -10 V and 10 V. 

However, the hotwire and pressure transmitters’ signal are in 0-10 V analog in the 

present study.  

 

  

Figure 4.5b. Analog Input segment for data acquisition 

 

 

 In the front panel of Voltage Output segment (Fig. 4.5c), there are four 

voltage output channels. Voltage Output segment is used only for steady flow 

adjusting the voltage between 0 and 10 V corresponding to the flow rate values of 0 

and 0.003 m
3
/s. In order to produce steady air flow through pipeline system, any 

value between 0-10 V can be selected in “Channel 0” port.  
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On the front panel, there are also many indicators which show the results of 

the experimental data as numerical and graphical representations. The raw and 

processed velocity and pressure data are shown with indicators, (Figs. 4.5a-4.5c) 

which are then saved in their corresponding file. These indicators in the program 

show the values of the instantaneous raw and processed ),( trU , taU  and 1,osU , the 

local amplitude ratio for each radial position of the hotwire probe, )(tP , taP  and 

1,osP , f  detected from two different methods for velocity waveforms,  , f 

detected for pressure waveforms, 1A , and the statistical analyses of skewness, RMS 

and standard deviations of velocity and pressure data. All these values are also saved 

into the corresponding file. There are many waveform charts on the front panel of the 

program, which illustrate the instantaneous raw and processed velocity and pressure 

waveforms (Figs. 4.5a-4.5c). To obtain continuous waveforms of any experimental 

or evaluated data, While Loop structures are used in the program. 

 

 

Figure 4.5c. Voltage Output segment to control MFC unit for generation of steady 

flow 

 

 

The velocity graphs at the pipe centerline and near the wall, )(tUCL and 

)(977.0/ tU Rr   for whole and one period, the pressure waveform graphs acquired from 
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all pressure transmitters for whole and one period, the velocity waveform graph 

corresponding to all normalized radial positions, r/R and the velocity waveform 

graphs corresponding to some specified r/R are shown as waveform graphs in Fig. 

4.5d.  

 

 

 

Figure 4.5d. Representations of pressure and velocity waveform graphs 

 

 

The cross-sectional distributions of the time averaged and the oscillating 

components of the velocity ( taU  vs. r and 1,osU  vs. r) and their normalized value 

distributions with respect to normalized radius ( tamta UU ,/  vs. r/R, 1,,1, / osmos UU  vs. 

r/R, taCLta UU ,/  vs. r/R and 1,,1, / osCLos UU  vs. r/R) are shown in the graphs and the 

tables on the front panel of TDFC.vi (Fig. 4.5e). For each run, taU and 1,osU  data are 

recorded near to the corresponding radial position value in the arrays of Cross-

Sectional Time Averaged Velocity Distribution and Cross-Sectional Oscillating 

Velocity Distribution.   

The cross-sectional distributions of the positive and the negative peak values 

of the velocity waveforms at each radial position of the hotwire probe through the 
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pipe cross-section ( peakposU ,  vs. r and peaknegU ,  vs. r) and their normalized values with 

respect to normalized radius ( tapeakpos UU /,  vs. r/R, 1,, / ospeakpos UU  vs. r/R, 

tapeakneg UU /,  vs. r/R and 1,, / ospeakneg UU  vs. r/R) are evaluated by the program and 

then represented as graphs on the front panel as shown in Fig. 4.5f.  

 

 

 

Figure 4.5e. Cross-sectional taU , 1,osU and their normalized value distributions with 

respect to r and r/R, respectively and illustrations of tamU , , 1,,osmU , taRe  and osRe  

 

 

 

Figure 4.5f. Cross-sectional distributions of positive and negative peak values of 

velocity waveforms and their normalized values through pipe cross-section 
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The mean velocity waveform through the pipe cross-section, )(tUm evaluated 

using two different methods together with the fast Fourier transformation, FFT of 

)(tUm  for whole and one period are graphed on the front panel (Fig. 4.5g). Also, the 

tabular representations of the instantaneous velocity data, )(tU  at each radial 

position of the hotwire probe are given for one and whole period as preliminaries of 

the second method analysis in [14x5001] matrix forms.   

 

 

 

Figure 4.5g. Experimental and theoretical mean velocity, )(tUm , waveforms through 

pipe cross-section and tabular representation of cross-sectional velocity data 

 

 

The evaluated instantaneous wall shear stress, )(tw , the instantaneous 

friction factor of pulsatile pipe flow, )(tu  and its comparison with the instantaneous 

laminar quasi-steady friction factor, )(tqL are illustrated as graphs on the front panel 

in Fig. 4.5h. The combined presentation of )(tUm , FFT of )(tUm , LtP /)( , FFT of 

LtP /)(  and )(tw  together for whole and one period are given as waveform graphs 

on the front panel (Fig. 4.5h).   
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After the execution is completed at each radial position of the hotwire probe, 

the probe is sent to the next radial position and the program is run again without 

exiting from the program for the measurements at the next radial positions, only 

clicking on the NEXT STEP button as shown in Figs. 4.5a-4.5c. After the 

measurements are completed for all radial positions of the hotwire probe through the 

half cross-section of the pipe, the program users click on the END ACQUISITION 

button and the program execution is ended giving a name to the file in which all data, 

relating the charts, the graphs and the evaluated mean values are saved in the 

corresponding file in the PC folder.  

 

 

Figure 4.5h. Graphical representations of )(tw , )(tu , qL , and experimental and 

theoretical values of )(tUm and LtP /)(  with evaluated )(tw in a combined graph 

 

4.6.2.2. Description of the block diagram of TDFC.vi 

 The functions and mathematical operators to control the front panel objects 

are in the block diagram of the program. The block diagram of TDFC.vi is composed 

of two main parts using a Flat Sequence Structure (1a, 1b) as given in Figs. 4.6a and 

4.6b. Flat Sequence Structure is used for the arrangement of the sequence of events. 

The input of the Part 1b depends on the output of the Part 1a. The first part of the 

Flat Sequence Structure is used for the control of the MFC unit and for acquisition, 
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accumulation, processing and saving the data taken from the measurement devices 

(1a). The second part is used for post-processing the acquired data, i.e. for 

evaluations of tamU , , 1,,osmU , taRe , osRe  and A1 using two different methods, and for 

calculations of )(tw , LtP /)( , )(tu , tau , , )(tqL  and sL  and dimensionless 

parameters of S,  , S  and 
S

Re (1b).  

 In the first part of the Flat Sequence Structure, there are four main structures 

as two While Loops (2, 3) and two Case Structures (4, 5). The While Loops are 

executed to repeat the same operations for many times until the desired count of data 

are satisfied. The While Loop (3) is used in order to repeat the acquisition process 

6000 times. Due to the data accumulation starting always from the zero value, 6000 

data are taken for the velocity and the pressure signals and the first 1000 data are 

deleted and 5000 velocity and pressure data are then used for processing. The Case 

Structures are used to determine which case is executed as If-Then-Else structure in a 

text-based program.  

 Before While Loop execution, in order to save all velocity and pressure data, a 

new file is opened (6). In the Case Structure (4), there is a subvi named as Acquiring 

Signal.vi (7). In this subvi, the total scan to acquire, the scan rate of the signal and 

the buffer size of the daqboard are adjusted.  

To generate the time dependent flow in any sinusoidal, triangular or 

rectangular form with any value of amplitude, frequency and offset, or to generate 

steady flow, the MFC unit is triggered and controlled by means of this subvi (7). 

Firstly, the analog signal between 0 and 10V is sent to the MFC unit in order to 

generate any periodic flow through the pipe. There are three control panels for this 

operation so that the amplitude, the offset value and the oscillation frequency 

parameter are adjusted. In Acquiring Signal.vi (7), the scan rate is adjusted as 100 

Hz. According to the chosen f,  is evaluated and illustrated on the front panel.  

 In order to acquire the data from the hotwire anemometer and 7 pressure 

transmitters converting the digital value to the analog ones in the voltage unit, the 
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DAQIO READ SCAN.vi is used (8). The velocity and pressure waveforms as raw data 

in voltage can be seen in the front panel adding the waveform charts to this subvi (8). 

To process the raw velocity and pressure data, it is firstly essential to separate all 

data from each other. For this reason, Index Array palette is used (9). Hence the raw 

velocity data in voltage are wired to King’s Law.vi (10) to convert into the processed 

velocity data in m/s unit. All other raw pressure data in voltage are wired to the 

Pressure Transducers’ Calibration.vi (11) to convert into the processed pressure data 

in Pa unit. As a result of While Loop (3) execution, the continuous acquisition of the 

raw velocity and pressure data are performed.  

 As a next step, the statistical measurements and FFT analysis of the processed 

data are carried out. Using the prepared Statistics of Velocity.vi (12), the time 

averaged and the oscillating component of velocity waveform, taU  and 1,osU  are 

evaluated for each radial position of the hotwire probe through the cross-section of 

the pipe. Also, the standard deviation, RMS value, skewness, range, FFT peak of the 

velocity data are estimated in this subvi. Using the evaluated taU  and 1,osU , the 

local velocity amplitude ratio is also calculated. These processes are repeated at all 

13 radial positions of the hotwire probe without exiting from the program. Beside 

this, the frequency of oscillation, f, is detected in this subvi. It is observed that the 

detected frequency of the velocity waveform is exactly same as one sent to the MFC 

unit at the start of the program execution in the Analog Output segment.     

 The time averaged and the oscillating components of the pressure waveform, 

taP  and 1,osP  are evaluated in Statistics of Pressures.vi (13) and Tone Meas. of 

Pressures.vi (14) for all pressure data acquired from 7 pressure transmitters. The 

standard deviations of the pressure data are also evaluated using Statistics of 

Pressure.vi. The frequencies of the pressure waveforms are detected using the 

Frequency and Amplitude Detection of Pressure Signal.vi (15). The frequencies of 

the pressure waveforms are found to be as same as that of velocity waveforms.  
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Figure 4.6a. The first part of the block diagram of TDFC.vi (The first part of the Flat Sequence Structure)
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 Pressure Drop Determination.vi (16) is used in order to calculate the pressure 

drop per unit length at the test section, LPPLtP /)(/)( 76  . The time averaged 

and the oscillating components of pressure drop per unit length, LPta / and 

LPos /1,  are evaluated in this subvi. All )(tP , taP , 1,osP , LPta / and 

LPos /1, acquired from each pressure transmitter are saved into the file using Saving 

of Instantaneous All Data.vi (17) and Saving of Instantaneous Pressure Data.vi (18). 

 In order to acquire and process the velocity data at each radial position of the 

hotwire probe, the Case Structure (4) is used for 13 times without exiting from the 

main program, clicking on the “Next Step” button on the front panel. After each step, 

the same procedures are repeated for all other radial positions of the hotwire probe. 

Besides, the pressure data are always taken for all execution of velocity 

measurements at 13 radial positions. The pressure data acquired from each pressure 

transmitter, which are taken for 13 times in one run are found to be same with an 

accuracy of ±0.8%.  

 taU  and 1,osU  data evaluated for each radial position of the hotwire probe are 

used separately to obtain the cross-sectional taU  and 1,osU distributions with radial 

position, r by means of Replace Array Subset palettes (19, 20). These velocity 

distributions are later used for estimation of taRe and osRe . This method is denoted as 

First Method in this study.  

 Preliminary of Saving Data_1.vi, Preliminary of Saving Data_2.vi and 

Preliminary of Saving Data_3.vi (21) are used for the organization of the 

corresponding file to save later all raw, processed and post-processed data into the 

specified folder in PC.  

 For further steps, in order to detect the onset of transition to turbulence in the 

flow, the first derivative of ),( trU is taken for each radial position of the hotwire 

probe as a preliminary process of the turbulence detection method (22).  



 93 

 Curve Fitting.vi (23) is used to fit a curve to ),( trU . The curve fit is found to 

be very compatible with the experimental data of ),( trU  satisfying the best 

sinusoidal fitting. Delete From Array palette is used in order to delete the first 1000 

data from 6000 experimental data (24). Peak Values.vi (25) is used to determine the 

positive and the negative peak values of the velocity waveforms and the square of 

their first derivative. Using Tone Measurements.vi (26), the amplitude of velocity 

waveform is also estimated for checking it with that found by FFT analysis.  

 In the second Case Structure (5), the detection of the onset of transition is 

performed. The process is different for low frequency (f≤1 Hz) and high frequency   

(f >1 Hz) ranges. The dynamic threshold parameters and the dynamic turbulence 

detection parameters are derived for low and high frequency ranges by means of the 

dimensional analysis. If the transition is detected at any time of the velocity 

waveform and any radial positions of the hotwire probe, the green lamp lights and it 

gives an alert on the front panel. Then, all data are saved into the file named 

automatically as “(Transitional Regime) taRe =…; osRe =…; fre=…;wom=…”. The 

intermittency of the velocity waveform is also detected and saved into the folder 

(27).  

In order to evaluate tamU , , 1,,osmU , taRe and osRe by means of the Second 

Method, the preliminaries are performed in Preliminary of Second Method.vi (28). In 

this subvi, [14x5001] matrix form is constructed. All ),( trU data at all radial 

positions of the hotwire probe are recorded to the corresponding row in this matrix.  

In the second part of the Flat Sequence Structure, the post-processing and 

saving of the waveform charts and graphs are carried out. In order to calculate the 

mean value of time averaged and oscillating component of velocity through cross-

section of the pipe, tamU , and 1,,osmU , two different methods are used in the program. 

In the first method, each time averaged and oscillating component of velocity, taU  

and 1,osU are evaluated at each radial position of the hotwire probe through the cross-

section of the pipe. taU  and 1,osU  distributions are then plotted separately with 
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respect to the corresponding radial positions and curve fittings are applied for both 

taU and 1,osU distributions. Using the equation of 

R

rdrruQ
0

)(2 , the curves are 

integrated and then, tamU , and 1,,osmU are evaluated using the expression of 

2/ RQUm  . The curve fitting to each plot is performed in First Method 

(Determination of tamU ,  and osmU , ).vi (29). Hence taRe and osRe  are calculated in the 

same subvi (29). The velocity amplitude ratio, 1A , is also evaluated by the definition 

of tamosm UUA ,1,,1 / . 

In First Method (Determination of tamU ,  and osmU , ).vi, the pallets of Index 

Array, Real/Imaginary To Complex, Build Cluster Array and Insert Into Array, and 

the subvis of General Polynomial Fit.vi, Ramp Pattern.vi, Polynomial Evaluation.vi 

and 1D Numeric Integration.vi are used in order to construct the cross-sectional 

taU and 1,osU  distributions, to fit curves for these distributions and to evaluate the 

equations of these curve fits. Transpose 2D Array palettes are used to adjust the axes 

of the graphs of the distributions.  

 Using tamU ,  and 1,,osmU , the theoretical mean velocity distribution, )(tUm  is 

also expressed by using Eq. (2.19) (30). The theoretical LtP /)(  is also expressed 

using the evaluated values of LPta /  and LPos /1,  (31). Then, the evaluated 

waveforms of )(tUm  and LtP /)(  theoretically are compared with their 

experimental waveforms in the same graph (32). They found to be in a good 

conformity with mean deviations of ±1.5% and ±3%, respectively.  

 The local velocity waveforms at each 13 radial position for one period are 

plotted in the velocity graphs as a group plot and separate plots (33). The positive 

and negative peak values of the velocity waveform and their normalized values are 

also determined and evaluated in Positive Negative Values.vi (34).  
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Figure 4.6b. The second part of the block diagram of TDFC.vi (The second part of the Flat Sequence Structure) 
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 All data of )(tu , tau , , )(tqL  and sL are evaluated and the results are plotted 

in the waveform graphs in Friction Factors.vi (35). )(tu  and )(tqL  are plotted 

together for comparison.  

 The instantaneous wall shear stress, )(tw is evaluated by substituting the 

evaluated values of LtP )( and dttUd m )(  into the well-known momentum-

integral equation and the results are plotted in the waveform graph in Wall Shear 

Stress.vi (36). The evaluated values of taU  and 1,osU  values by using the First 

Method are normalized with tamU ,  and 1,,osmU , taCLU ,  and 1,,osCLU  and their results 

are plotted in the graphs (37). The dimensionless parameters of  , S, S  and 

S
Re are evaluated in Dimensionless Parameters.vi (38).  

In the Second Method, the )(tU values of the cycle for each phase at 13 

different radial positions of the pipe are firstly saved as a matrix form and the cross 

sectional mean velocity, )(tUm
, for each phase of the cycle are then evaluated by 

numerically integrating the ensemble averaged data over the cross section of the pipe 

by using the well-known Simpson's rule in the program. Then the evaluated )(tUm
 is 

approximated in the program by the finite Fourier series expansion using Eq. (2.19). 

Using the Second Method, tamU ,  and 1,,osmU and f values are then determined in 

Second Method.vi (39). These values are then compared with those obtained using 

the first method and a good conformity is found with ± 0.2% mean deviation for 

tamU , , ± 1.1% mean deviation for 1,,osmU  and ± 0% mean deviation for f.  

 While saving data into the file, some structures are used. Write to Text File 

and Array To Spreadsheet String structures are used in order to write data into the 

file. In order to write data into the corresponding file in rows and columns, Insert 

Into Array, Build Array, Replace Array Subset and Delete From Array palettes are 

used in the block diagram of TDFC.vi. In order to give headings for each column in 

the text file, Concatenate Strings palette is used in the block diagram. In order to 

save the file into the specified part of the PC, Build Path palette is used. Format Into 
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String palette is used in the block diagram to name the file with evaluated taRe  and 

osRe values. 

 All these evaluated values of )(tu , tau , , )(tqL , sL , )(tw  and also tamU , , 

1,,osmU and f values evaluated by both First and Second Method are saved into the 

corresponding file (40). All waveform graphs and charts plotted in both first and 

second part of Flat Sequence Structure (1a, 1b) are saved into the file using the 

subvis of Waveform Graphs and Charts.vi (41) and Waveform Graphs and Charts 

(2).vi (42). Export Image as an Invoke Node is used for this purpose. In the prepared 

program, the transition to turbulence is also detected in Case Structure (5). The 

details of the transition to turbulence detection method used in the TDFC.vi are given 

in the next chapters.  

As a last operation, all data, their corresponding charts and graphs are saved 

into the one file which is named automatically as “(Transitional Regime) taRe =…; 

osRe =…; fre=…;wom=…” if the transition to turbulence is detected at any radial 

positions of the probe. If not, the file name is given as only “ taRe =…; osRe =…; 

fre=…;wom=…” (43). So, there will be no confusion and it will be easy to find the 

results in the PC by looking at the file name. 

 

4.6.3. Graphical representations of sample plots generated by TDFC.vi 

 In this section, the graphical outputs of TDFC.vi as a result of the acquiring 

and processing data in pulsatile pipe flow are given in sample two runs; one 

corresponding to laminar pulsatile pipe flow regime with taRe =2160, osRe =832, 

 =17.22 and 1A =0.39, the other corresponding to transitional pulsatile pipe flow 

regime with taRe =3018, osRe =1610,  =2.72 and 1A =0.53. 

 As first plots, the local velocity waveforms for different r/R at taRe =2160, 

osRe =832,  =17.22 and 1A =0.39 are seen in Fig. 4.7. 
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Figure 4.7. Velocity waveforms at different r/R at taRe =2160, osRe =832, 

 =17.22 and 1A =0.39 

 

 

The local velocity waveforms are seen to be quite regular and there is no perturbation 

on the waveforms, which give an idea of flow regime being laminar. However, when 

the similar plot at taRe =3018, osRe =1610,  =2.72 and 1A =0.53 is observed, the 

disturbances on the velocity waveforms are seen (Fig. 4.8). These disturbances, 

circled in red on the plots, indicate that laminar to turbulent transition starts. As can 

be seen from Fig. 4.8, the transition to turbulence starts at the end of the decelerating 

phase of the waveform and then the relaminarization occurs during the accelerating 

and at the beginning of the decelerating phases.  

 

 

 

Figure 4.8. Velocity waveforms at different r/R at taRe =3018, osRe =1610, 

 =2.72 and 1A =0.53 
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 The velocity waveforms at r/R=0 (pipe centerline) and r/R=0.977 (near the 

pipe wall) at taRe =2160, osRe =832,  =17.22 and 1A =0.39 are recorded at any 

instant and saved into the file by means of prepared program, TDFC.vi as can be seen 

from Figs. 4.9 and 4.10, respectively.  

 

                             
 
 

Figure 4.9. Velocity waveforms at r/R=0 at taRe =2160, osRe =832,  =17.22 and 

1A =0.39 

 

 

                             
 
 

Figure 4.10. Velocity waveforms at r/R=0.977 at taRe =2160, osRe =832,  =17.22 

and 1A =0.39 

 

 

It is observed that the velocity waveforms are very regular and there is no 

disturbances when compared with those related to taRe =3018, osRe =1610, 

 =2.72 and 1A =0.53, which are given in Figs. 4.11 and 4.12.  

49,8 60 

 

 

769,8 780 
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Figure 4.11. Velocity waveforms at r/R=0 at taRe =3018, osRe =1610,  =2.72 and 

1A =0.53 

 

 

                             
 
 

Figure 4.12. Velocity waveforms at r/R=0.977 at taRe =3018, osRe =1610,  =2.72 

and 1A =0.53 

 

 

The transition to turbulence in the decelerating phase is seen clearly in Figs. 4.11 and 

4.12. But, there is a difference between these disturbances such that the behavior of 

the disturbance on the waveform at the pipe centerline is like a collapse; however, 

the disturbance seems as a sudden peak on the waveform taken at r/R=0.977. These 

behaviors are generally common for all runs. The transitional regime at taRe =3018, 

osRe =1610,  =2.72 and 1A =0.53 at r/R=0.977 can also be observed in another 

figure generated by TDFC.vi, Fig. 4.13.  
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Figure 4.13. Velocity waveforms at r/R=0.977 at taRe =3018, osRe =1610,  =2.72 

and 1A =0.53 

 

 

 The laminar to turbulent transition can be seen once more in Fig. 4.14 at the 

same locations of the decelerating phases. As can be seen from the figure, the 

behaviors of the transition to turbulence at r/R=0.977, 0.955, 0.917, 0.880, 0.842, 

0.767, 0.692 and 0.617 look like sudden peaks, however, those seem to be collapses 

at the positions nearer to the pipe centerline.     

 

 

 

Figure 4.14. Velocity waveforms at all r/R for one period at taRe =3018, osRe =1610, 

 =2.72 and 1A =0.53 

 

 

 Besides the velocity waveforms, it is also necessary to investigate the 

pressure waveforms. In this respect, the TDFC.vi analyzes and saves all pressure data 

and pressure waveform plots. The one-period pressure waveforms for both runs are 

illustrated in Figs. 4.15. and 4.16. The pressure waveforms in Fig. 4.15 are seen to be 
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quite regular and their magnitudes tend to decrease at downstream locations. 

However, the pressure waveforms which belong to the transitional regime in Fig. 

4.16 are not seen to be regular. There are some swashes on the waveform due to flow 

being transitional.  

 

 

 

Figure 4.15. Pressure waveforms for 7 pressure transmitters at taRe =2160, 

osRe =832,  =17.22 and 1A =0.39 

 

 
 

 

 

Figure 4.16. Pressure waveforms for 7 pressure transmitters at taRe =3018, 

osRe =1610,  =2.72 and 1A =0.53 

 

 

 taU  and 1,osU distributions with r, using the First Method aforementioned in 

the previous section, are plotted in Figs. 4.17 and 4.18 for both runs.  
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Figure 4.17. taU  and 1,osU distributions at taRe =2160, osRe =832,  =17.22 and 

1A =0.39 

 

 

      
 

 

Figure 4.18. taU  and 1,osU distributions at taRe =3018, osRe =1610,  =2.72 and 

1A =0.53 

 

 

The values of the normalized velocities of tamta UU ,/  and taCLta UU ,/  are plotted with 

respect to r/R in Figs. 4.19 and 4.20.  

 

  

  



 104 

 

       

 

Figure 4.19. tamta UU ,/  and taCLta UU ,/  distributions with r/R at taRe =2160, 

osRe =832,  =17.22 and 1A =0.39 

 

 

 

 
 

 

 

Figure 4.20. tamta UU ,/  and taCLta UU ,/  distributions with r/R at taRe =3018, 

osRe =1610,  =2.72 and 1A =0.53 
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 As seen from Fig. 4.19, tamta UU ,/  value at the pipe centerline (r/R=0) is very 

close to 2 which denotes that the flow is laminar according to the steady state pipe 

flow approach. But, for the second run which is transitional regime, tamta UU ,/ value 

is near 1.85 at the pipe centerline as seen in Fig. 4.20. For f ≥0.6 Hz, the 

1,osU distribution becomes very different than usual in steady flow. The 

1,osU distribution is in excellent agreement with the theoretical laminar theory for 

1,osU  which is also given in the paper of Ohmi et al. (1982) as follows; 

 

 

 
 

 
 

    






























 00

0

0

2

0

01,

0

1, cos21
1

r
M

rM

M

rM

L

P
U

os

os    (4.23) 

 

 

where  0M  and   
0

 are the modulus and phase of the first kind Bessel 

function of zeroth order,  23

0 iJ  , respectively. 

 As seen in Fig. 4.17 which belong to f=4 Hz, 1,osU  begins to increase 

towards the pipe centerline until r=0.0102 m, and then begins to decrease to some 

value until r=0.0052 m, and then maintain its magnitude constant. This behavior is 

generally seen in the 1,osU distribution for f ≥0.6 Hz. This behavior are also seen for 

normalized values of 1,,1, / osmos UU  and 1,,1, / osCLos UU  for f=4 Hz (  =17.22) in 

Fig. 4.21 although it is not seen for f=0.1 Hz (  =2.72) in Fig. 4.22.   
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Figure 4.21. 1,,1, / osmos UU  and 1,,1, / osCLos UU  distributions with r/R at taRe =2160, 

osRe =832,  =17.22 and 1A =0.39 

 

 

     

 
 

 

Figure 4.22. 1,,1, / osmos UU  and 1,,1, / osCLos UU  distributions with r/R at taRe =3018, 

osRe =1610,  =2.72 and 1A =0.53 

 

 

 The one-period variations of )(tUm , )(/ tLP  with their FFT approximations 

and )(tw for both runs are given in Figs. 4.23 and 4.24.  
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Figure 4.23. Combined graphical representation of )(tUm , )(/ tLP  with their FFT 

approximations and )(tw  at taRe =2160, osRe =832,  =17.22 and 1A =0.39 

 

 

 

 

 
 

 

Figure 4.24. Combined graphical representation of )(tUm , )(/ tLP  with their FFT 

approximations and )(tw  at taRe =3018, osRe =1610,  =2.72 and 1A =0.53 

 

 

 As seen in Fig. 4.23, the experimental data do not deviate from their FFT 

approximations for both )(tUm  and )(/ tLP for taRe =2160, osRe =832,  =17.22 

and 1A =0.39 due to the flow being laminar. However, when the laminar to 

turbulence transition occurs, as can be seen for the run at taRe =3018, osRe =1610, 

 =2.72 and 1A =0.53, some deviations between the experimental data and their 

FFT approximations are observed (Fig. 4.24). The laminar to turbulent transition can 

also be observed in the decelerating phase of experimental )(tUm  data in Fig. 4.24.  

 

 

 



 108 

 The variations of )(tu  and )(tqL  are seen together for both runs in Figs. 

4.25 and 4.26. There are big differences between these two types of friction factors. 

As a deduction, it can be said that not only f=4 Hz but also f=0.1 Hz cannot be 

classified as quasi-steady regime.  

 

 

 

Figure 4.25 Comparison of )(tu  and )(tqL at taRe =2160, osRe =832,  =17.22 

and 1A =0.39 

 

 

 
 

 

 Figure 4.26 Comparison of )(tu  and )(tqL at taRe =3018, osRe =1610, 

 =2.72 and 1A =0.53 
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4.7. Conclusions 

 In this chapter, the data accumulation and processing techniques used in the 

experimental set-up are presented. The devised program in LabView 2009SP1
® 

environment for pulsatile flow measurement and control is presented. The data 

processing and the experimental processing procedure are given in details verifying 

the accuracy of the experimental set-up. The sample plots for two runs without a 

detailed discussion on flow dynamics are given to clarify and verify the applicability 

of the devised program, TDFC.vi for both laminar and transitional regime.  These 

plots are directly as the outputs of the devised program, TDFC.vi. To generate these 

plots, TDFC.vi makes lots of analyses and evaluations in itself. All evaluations, 

analyses, graphs and charts can be obtained immediately when the END 

ACQUISITION button is clicked on. Hence all difficulties and weary processes to 

analyze and process the raw data are eliminated with saving time. Besides this, the 

accurate and precision measurements and analyses are handled by means of the 

automatically controlled program without any human error. The uncertainties of the 

set-up can be found in the next chapter.  

 The designed program, TDFC.vi and the used methodology contribute to the 

literature as a new and original insight. The program has an ability (i) to trigger the 

MFC unit and control the measurement devices, (ii) to acquire and acquisite the data 

from the measurement devices, (iii) to process, analyze and post-process the data, 

(iv) to plot the necessary charts and graphs and (v) to save all data and their 

corresponding results as processed data, charts and graphs into the specified file.
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CHAPTER 5 

 

 

CHARACTERISTICS OF FLOW FIELD IN TERMS OF PRELIMINARY 

TESTS AND UNCERTAINTY ANALYSIS OF THE MEASUREMENTS 

 

 

5.1. Introduction 

 Pulsatile flow in sinusoidal waveform is generated by the MFC unit by means 

of the devised program, TDFC.vi. Before the velocity measurement in the 

experimental study, it is essential to determine the characteristics of velocity profile 

at the measurement station for both steady and pulsatile flows. The uncertainty 

analysis of the whole experimental set-up is also performed before and during the 

experimental study.      

 

5.2. Character of Steady Velocity Profile 

5.2.1. Symmetricity of velocity field 

 The flow through the pipeline is a two-dimensional flow with angular 

symmetry along the axis of the pipe. The angular symmetry of the steady flow at 

X/D=75, X/D=375, at the measurement station, X/D=604 and at X/D=680 is 

controlled. Velocity measurements are performed at 19 different radial positions 

through the pipe cross-section for 48 different runs without and with flow 

conditioners. Figures 5.1 and 5.2 illustrate the symmetricity of the radial distributions 

of the axial velocity for different Reynolds numbers and at different X/D for 

Re=2000, respectively.   
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Figure 5.1. Velocity profiles at velocity measurement station (X/D=604) for different 

Reynolds numbers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2. Velocity profiles for Re=2000 at four different X/D locations along the 

pipeline 

 

 

 

5.2.2. Hydrodynamic development 

 In pipe flows, the distance between the pipe entrance and the location where 

the boundary layer reaches the pipe centerline is defined as the pipe entrance length 

or hydrodynamic entrance length. The region at downstream of the pipe entrance 
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length is invariant with distance along the pipeline. Hence the flow becomes fully 

developed behind the pipe entrance length. The measurement station X/D=604 is in 

the fully developed region for both laminar and turbulent pulsatile pipe flow regimes. 

Hence the velocity measurements are performed for laminar and transitional pulsatile 

pipe flow in the fully developed region. The development of the velocity field at the 

measurement station of X/D=604 is checked by axial velocity measurements carried 

out for 10 different Re number and 19 radial positions of the hotwire probe through 

the pipe cross-section, Figure 5.3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3. Velocity profiles for 10 different Re at velocity measurement station, 

X/D=604 

 

 

 

It can be seen from the figure that the velocity profiles for Re<2450 show the same 

character with the well-known Blasius’s parabolic velocity profile 

  2
12 RrUU m   with a maximum deviation of ±2%. The velocity profiles for 

Re≥2450 show a dramatic change from the parabolic velocity profile reaching to the 

Prandtl’s one-seventh power law    71
12245.1 RrUU m   with a maximum 

deviation of ±3%. As a result of the preliminary tests, it is deduced that the fully 
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developed flow regimes for steady state are satisfied at the velocity measurement 

station. In pulsatile pipe flow measurements, the development length becomes 

smaller than that for steady flow conditions such as 1
steadypulsatile ee LL  declared in the 

literature (Durst et al., 2005). Hence the velocity measurement station, X/D=604 is 

also suitable for pulsatile velocity measurements.     

 

 

5.3. Uncertainty Analysis 

 In the present study, the uncertainty analysis is also performed to verify the 

validity of the experimental measurements and the results in the covered ranges. An 

uncertainty may originate from causes such as the lack of accuracy in measurement 

equipment, random variation in the measurands and approximations in data reduction 

relations. An uncertainty is not same as an error. An error in a measurement is 

difference between true value and recorded value. An uncertainty is a possible value 

that an error might take on in a given measurement (Coleman and Steele 1989; 

Wheeler and Ganji 1996).  

 All uncertainty estimates in the experiment are made to the same confidence 

level of 95%. For general uncertainty analysis, the well-known equation can be used 

as follows; 

21

1

2



























 



J

i i

xR
x

R
ww

i
                               (5.1) 

 

 

For the detailed uncertainty analysis, the bias and the precision errors in each 

measured variable are considered. So, the standard deviation, precision limit, 

standard deviation of the mean and precision limit of the mean are used respectively 

as follows; 
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xx tSP
i
                      (5.3) 
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xx tSP                        (5.5) 

 

 

 According to the ANSI/ASME (1986), the elemental errors are grouped into 

three categories; calibration errors, data acquisition errors and data reduction errors. 

In elemental error analysis, the definitions of the bias limits and the precision indices 

are used respectively as follows; 
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The precision limit for the single measurement variable x  is then obtained from; 

 

 

xx tSP                         (5.8) 

 

 

To determine Student's t  value, Welch-Satterthwaite formula (ANSI/ASME 1986) is 

used as; 
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where iv is the degrees of freedom associated with the individual elemental 

uncertainty (number of data values in the sample minus 1).  
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Then the uncertainty in the final result is evaluated using the following definition; 

 

 

   2122

xxx tSBw                      (5.10) 

 

 

 In reference to the other method given in (Jorgensen 2002), the uncertainty 

analysis of the velocity measurement chain can be performed using the following 

definitions;  

The relative standard uncertainty of a calibrator is evaluated by; 

 

 (%)
100

1
calcal USTDVw                                        (5.11) 

 

 

The calibrator uncertainty is often given as; 

 

 

  )/((%) smbaUSTDV calcalcal                   (5.12) 

 

For pitot-static tube as a calibrator, cala 1.5% and calb 0. 

The calibration curve for a hotwire probe has also an uncertainty which is defined as 

linearization (conversion) uncertainty due to related curve fitting errors in calibration 

points. The relative standard uncertainty of linearization is calculated as follows; 

 

 (%)
100

1
linlin USTDVw                    (5.13) 

 

 

The other uncertainty in velocity measurement chain is daqboard resolution 

uncertainty. It is evaluated as follows; 

 

E
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U
w

res

AD
res






2

1

3

1
                  (5.14) 

 

 

The positioning probe uncertainty is related to alignment of a probe in an 

experimental set-up after calibration. Its uncertainty can be evaluated using the 

definition as follows 
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 cos1
3

1
gpositioninw                    (5.15) 

 

 

The other important parameter on the uncertainty is effect of temperature variations. 

The uncertainty of the temperature variation is calculated by; 
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                 (5.16) 

 

 

This estimate is based on the power law calibration function; 

 

 

     n

w

n

calw UBATTUBATTE )()( 100

2                 (5.17) 

 

 

Since the velocity calU actually represents the mass flux, U , variations in density, 

 , with temperature is added to the uncertainty. This gives the following uncertainty 

as; 

 

2733

1

3

1 T
w Tdensity


                   (5.18) 

 

 

Ambient pressure changes also affect density and hence calculated velocity. Its 

uncertainty is evaluated as follows; 
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Under normal conditions, changes in gas composition are mainly caused by changes 

in humidity. The influence on heat transfer is small but has an effect ( wvPU  ≈ 01.0  

per 1 kPa change in water vapor pressure wvP  ).  
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 117 

5.3.1. Uncertainty analysis for velocity measurement chain   

 The uncertainty of the velocity measurement chain consisted of constant 

temperature anemometer (CTA), daqboard and calibration procedure is performed 

using the procedure given in (ANSI/ASME, 1986), (Coleman and Steele, 1989) and 

(Wheeler and Ganji, 1996). The bias error with 95% confidence level and precision 

error of the velocity measurement chain are identified in Table 5.1 for 4.5 m/s 

covering 20 tests.  

 

Table 5.1. Uncertainty analysis of velocity measurement in the experimental study 

based on the method in (ANSI/ASME, 1986), (Coleman and Steele, 1989) and 

(Wheeler and Ganji, 1996) 

 

Source of 

uncertainty 
Bias Limit Precision Index 

Degrees of 

freedom 

 % m/s % m/s # 

Calibrator 1.5 0.0675 - - 

20 

Linearisation 0.5 0.0225 - - 

Daqboard 

Resolution 
0.04 0.0018 - - 

Temperature 

variations
1) - - 0.12 0.0054 

Temperature 

variations
2)

 
- - 0.2 0.009 

Ambient 

pressure 
- - 0.6 0.027 

Humidity - - 0.13 0.0059 

Uncertainty of velocity measurement;   
2122 0605.00712.0Uw 0.0934 m/s (2.1%) 

1)
 Uncertainty due to change in probe over-temperature alone 

2)
 Uncertainty due to change in air density with temperature alone    

 

 

 

 The uncertainty of the velocity measurement is also evaluated using the 

procedure given in (Jorgensen, 2002). Its uncertainty is a combination of the 

uncertainties of the individually acquired voltages converted into velocity and the 

uncertainty of the statistical analysis of the velocity series. Herein, the uncertainty of 

the velocity measurements acquired via the daqboard from DANTEC 56C01 CTA 

anemometer with a 55P11 probe is introduced. DANTEC 56C01 CTA has low drift, 

low noise (0.02% turbulence at 10 m/s) and good repeatability so that these factors 

do not add significantly to the uncertainty analysis in comparison with other error 
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sources. The frequency noise of the anemometer is not added to the uncertainty 

analysis due to the frequencies in the flow below approximately 50% of the square 

wave generator frequency of 1 kHz. The uncertainty of the positioning probe is too 

small with  1º. The major uncertainty of the velocity measurement belongs to 

the calibration of the hotwire probe. The calibrator which is a pitot-static tube has a 

major uncertainty of maximum ±1.5%. In the velocity measurements, the curve 

fitting is found to be compatible with the velocity data with deviation of ±0.5%. In 

Table 5.2, the uncertainty analysis chain from the raw velocity data in voltage to the 

processed velocity data in m/s is presented for maxU 4.5 m/s. As a result, the 

relative expanded uncertainty of ±3% is found for velocity measurement. 

 

 

Table 5.2. Uncertainty analysis of velocity measurement in the experimental study 

based on the method in (Jorgensen, 2002) 

Source of 

uncertainty 

Input 

variants 

Typical 

value 

Relative output 

variants 

Typical 

value 

Cove-

rage 

factor 

Relative 

standard 

uncertainty 

 ix  ix  
iy

U


1
 iy

U


1
 k  iy

Uk


11
 

Calibrator calU  1.5%  calUSTDV 1002  0.03 2 0.015 

Linearisation linU  0.5%  linUSTDV 1002  0.01 2 0.005 

Daqboard 

Resolution  
ADE  

n  

10 volts 

16 bit E

UE

U res

AD





2

1
 0.0007 √3 0.0004 

Probe 

positioning 
  1º  cos1  0.00015 √3 ≈0 

Temperature 

variations
1) T  1 ºC  

n

n

w

U
B

A

TT

T

U












  1
1

0

 0.0021 √3 0.0012 

Temperature 

variations
2)

 
T  1 ºC 

273

T
 0.004 √3 0.002 

Ambient 

pressure 
P  1 kPa 













PP

P

0

 0.01 √3 0.006 

Humidity wvP  1 kPa wv

wv

P
P

U

U




1
 0.002 √3 0.0013 

Relative 

expanded 

uncertainty of 

velocity 

measurement 

21

1

2
11

2



















 



J

i

iU y
Uk

w =0.034 3.4% 

* 0TTw   =150 ºC, U 4.5 m/s, A =2.176, B =0.966, EU   =19.83 m/s/volt 
1) Uncertainty due to change in probe over-temperature alone. 
2) Uncertainty due to change in air density with temperature alone.    
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5.3.2. Uncertainty analysis for pressure measurement chain 

 In the same manner, the uncertainty of pressure measurement carried out by 

the WIKA SL-1 pressure transmitter is evaluated using the procedure given in 

(ANSI/ASME, 1986), (Coleman and Steele, 1989) and (Wheeler and Ganji, 1996). 

The accuracy, non-linearity, non-repeatability, and one-year stability of the pressure 

transmitters are given as less than 0.5%, 0.2%, 0.1% and 0.3%, respectively. The bias 

and precision errors are given in Table 5.3 for 5 V mean reading covering 20 tests. 

The confidence level is taken as 95%.  

 

Table 5.3. Uncertainty analysis of pressure measurement in the experimental study 

based on the method in (ANSI/ASME, 1986), (Coleman and Steele, 1989) and 

Wheeler and Ganji, 1996) 

 

 

Source of 

uncertainty 
Bias Limit Precision Index 

Degrees 

of 

freedom 

 % Volt % Volt # 

Data 

Acquisition 
    

20 

Accuracy 0.5 0.025 - - 

Repeatability - - 0.1 0.005 

Data 

Reduction
     

Linearity 0.2 0.01 - - 

Stability - - 0.3 0.015 

Uncertainty of pressure measurement;   
2122 033.0027.0xw 0.043 V (0.8%)  

 

 

 

 In order to evaluate the mean velocities, tamU ,  and 1,,osmU , the curve fittings 

are applied to the cross-sectional taU  and 1,osU distributions. The curve fits are 

found to be compatible with the experimental data with ±1.5% mean deviations. The 

overall uncertainty of the velocity measurement chain is previously found to be 

maximum ±3% in reference to (Jorgensen, 2002). By means of the definition of Eq. 

(5.1), the uncertainties of tamU , , 1,,osmU , taRe , osRe , LtP )( , )(tw and )(tu are 

evaluated and the summary of the uncertainties are given in Table 5.4.  
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Table 5.4. Evaluated uncertainty values of the experimental study ranges 

 

 

Measured/Evaluated 

Data in the 

Experiment 

Unit 
Overall 

Uncertainty 

),( trU  
m/s ±3% 

1) 

m/s ±2.1% 
2) 

)(tP  
V ±0.8% 

Pa ±1.3% 

tamU , , 1,,osmU  m/s ±3.4% 

taRe , osRe  - ±3.4% 

LtP /)(  Pa/m ±1.6% 

)(tw  Pa ±1.9% 

)(tu  - ±7.1% 
1)

 Uncertainty evaluated according to the reference (Jorgensen, 2002) 
2)

 Uncertainty evaluated according to the reference (ANSI/ASME, 1986), (Coleman and Steele, 1989) 

and (Wheeler and Ganji, 1996) 

 

 

 

5.4. Conclusions 

 As a result of the preliminary tests and improvements, it is found that the 

velocity profile for the covered test cases are symmetrical through the pipe cross-

section and the fully developed region is satisfied at the velocity measurement 

station, X/D=604. The symmetricity without any swirl and with reduced turbulence 

intermittency is provided at the velocity measurement station by means of the usage 

of the flow conditioners. The details about the flow dynamics behind the flow 

conditioners, as one of the preliminary tests performed in the experimental set-up, is 

presented in the next chapter.   

 In order to verify the accurate and precision measurements and analyses, the 

uncertainty analyses are performed and the results are introduced in this chapter. The 

results of the uncertainty analyses for both velocity and pressure measurements are 

found to be in the acceptable ranges because the velocity and pressure measurements 

are handled by means of the automatically controlled program, TDFC.vi without any 

human error and with time saving. The uncertainty of the velocity measurement 

chain is found to be in the acceptable range of ±3% and ±2.1% according to the 
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references of (Jorgensen, 2002) and (Coleman and Steele, 1989), (Wheeler and 

Ganji, 1996), respectively. Besides, the uncertainty of the pressure measurement 

chain is found as ±1.3%.  
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CHAPTER 6 

 

 

LAMINAR FLOW CONTROL VIA UTILIZATION OF PIPE ENTRANCE 

INSERTS 

 

 

6.1. Introduction 

 As a preliminary test, the laminar steady flow through the pipeline is 

controlled by means of the utilized pipe entrance inserts; etoile, perforated plate and 

tube bundle whose details are given in Çarpınlıoğlu and Özahi (2011).    

 Since the study of Zanker (1960), there have been a lot of efforts designing 

variety of pipe inserts (flow conditioners) to obtain fully-developed flow in a short 

pipe length. Some experimental and numerical approaches can be referred herein 

such as Akashi et al. (1978), Laws and Chesnoy (1993), Karnik et al. (1994), Erdal et 

al. (1994), Laws and Quazzane (1995), Erdal (1997), Morrison et al. (1997), Zanker 

and Goodson (2000) and Xiong et al. (2003).  

 Since not only the mean profile is fully developed, it is necessary to examine 

the effects of turbulent stress and turbulence intensity even in cases where no 

deviation is observed in the mean velocity. The importance of settling length by a 

variety of designs inducing similar flow quality and removal of swirl together with 

the dependence on mean flow Reynolds number, Re  are some other primary 

facts(Ouazzane and Barigou, 1999). It is widely accepted that an efficient flow 

conditioner should have small pressure losses, reduced axial dimensions and low 

cost. 
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 It should also be able to minimize the disturbances. In general, while vane 

and tube bundle flow conditioners are effective for removing swirl, screens and 

perforated plate flow conditioners are well suited to the cases for which removal of 

the flow profile distortions are of primary importance. 

 In the present experimental study, flow conditioners of tube bundle, etoile 

and perforated plate are tested in Re range of 547≤Re≤9000. The utilization of etoile 

confirmed the recent numerical study of Frattolillo and Massarotti (2002) who 

suggested that etoile is more efficient in terms of its minimum settling length. The 

cross-sectional axial velocity profiles at three downstream X/D locations behind flow 

conditioners are measured with pressure losses, ΔP. The methodology used for the 

analysis of the experimental data is presented in terms of settling length, flow 

uniformity, pressure loss characteristics of flow conditioners and entrance length as 

follows: 

1) The time averaged )(tP and ),( trU are evaluated by the devised program in 

LabView. The non-dimensional velocity profiles max/UU = max/UU (r/R) and 

mUU / = mUU / (r/R) as a function of X/D and Re are compared with theoretical 

Blasius velocity profile inside the so-called laminar range of flow. The comparison 

with Blasius profile is used as an indication of local flow homogeneity and 

uniformity. Furthermore a discussion on the local profiles of turbulent fluctuation 

velocity u=u (r) expressed in terms of turbulence intensity I=I(r/R) is referred. The 

root mean square value of axial component of instantaneous turbulent fluctuation and 

turbulence intensity are evaluated as follows; 

1000)(
999

0

2



i

irms uuu                     (6.1) 

 

 

uuI rms /                        (6.2) 

 

 

2)  The performance of flow conditioners are expressed in terms of the pressure loss 

coefficient K defined as; 
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2
2/1 mU

P
K




                                                                                                        (6.3) 

 

3) A new correlation is proposed to determine the settling distance behind the pipe 

entrance inserts and thereby laminar entrance length. In this respect the non-

dimensional velocity parameters at two critical locations; as r/R=0.89 r/R=0 are 

expressed as a function of Re and X/D in this case study.   

 

6.2. Velocity Flow Fields at Different X/D Locations   

6.2.1. Flow nature without an entrance element (Case: WFC) with a comment 

on entrance length concept of White (1984) 

 The non-dimensional axial velocity profiles expressed as max/UU  are given 

in comparison with the well-known Blasius and Prandtl 1/7
th

 power law profile for 

laminar and turbulent flow at X/D=680 (Fig .6.1) 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1. Cross-sectional velocity profiles for different Re at X/D=680 
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of the measurement station. In reference to the following equation of (White, 1984) 

laminar entrance length Le can be determined as: 

 

 

DDLe 70.0Re08.0                         (6.4) 

 

 

 As can be seen from the sample data for Re=704 in  Fig. 6.2,  the velocity 

profiles are under the severe influence of X/D with a questionable flow uniformity 

and a considerable deviation from the Blasius profile in an approximate  error margin 

of ± 20%. As can be seen from Fig. 6.3 corresponding to the sample data taken at 

X/D=75, profiles of I=I(r/R) are strong functions of cross-sectional position r/R and 

X/D. However the magnitudes of  rmsu  at pipe centerline r/R=0 are governed by flow 

nature as expected (Fig. 6.4). Inside laminar flow 
CLrmsu <0.006 m/s are measured for 

Re<2450. Meanwhile a radical increase in the magnitudes of 
CLrmsu is measured 

inside turbulent flow for Re≥4000. Therefore necessity of a flow conditioner is 

apparent to provide fully-developed laminar flow in the covered lengths of X/D.  

 

 

 

 

 

 

 

 

 

 

 Figure 6.2. Sample non-dimensional axial velocity, mUU /  profiles as a 

function of X/D for Re=704 for WFC case 
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Figure 6.3. Sample turbulence intensity Uurms / profiles for Re=704, Re=2450 at 

X/D=75 for WFC case 

 

 

 

 

 

 

 

 

 

Figure 6.4. Variation of 
CLrmsu with Re for WFC case based on data at X/D=680 

 

 

6.2.2. Flow field uniformity behind a variety of flow conditioners (Case: FC) as 

a function of Reynolds number  

 The sample velocity profiles in the form of mUU / (r/R) for Re=547, Re=704 

and Re=938 measured behind utilized flow conditioners are given in Fig. 6.5. As an 

overall observation the velocity profiles are in a better agreement with the Blasius 

solution. However downstream flow field is rather sensitive to the type of flow 

conditioner used. The measured velocity profiles behind etoile are almost 

independent of X/D. Meanwhile velocity profiles behind perforated plate have a 
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behind tube bundle have the worst fit to the Blasius profile under a pronounced 

influence of X/D.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.5. Sample non-dimensional axial velocity, mUU /  profiles behind flow 

conditioners as a function of X/D 
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position. The profiles of I=I(r/R) are independent of X/D, Re and type of flow 

conditioner. Furthermore the magnitudes of I downstream the flow conditioners are 

always less than the ones of WFC irrespective of X/D and Re. However the change in 

flow nature from laminar to turbulent flow results in a significant change in the 

profiles of I=I(r/R). The cross-sectional position seems to be immaterial for Re<2450 

inside laminar range. However inside turbulent range for Re≥2450 the influence of 

Re and cross sectional position is significant.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.6. Sample turbulence intensity Uurms / profiles behind flow conditioners and 

WFC at X/D=375 and X/D=680 
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The flow is fully-developed laminar with the use of flow conditioners since I=I(r/R) 

is independent of radial position with almost negligible magnitudes of I in 

comparison to the values of WFC case. The radical changes in I=I(r/R) at X/D=375 

and at X/D=680 for Re=2450, 4000, 6000 and 9000 verify also the laminar range of 

flow. I=I(r/R) profiles behind perforated plate deviate from those of other inserts for 

Re≥6000 at X/D=680 without any solid reasoning. Furthermore I=I(r/R) profiles of 

FC cases are coincident with that of WFC case for Re=4000 at X/D=375. Therefore it 

can be assumed that differences in designs are eliminated somehow inside turbulent 

flow for Re≥2450. 

These observations can lead us to the following simple deductions: 

i) Laminar flow control by the utilization of pipe inserts is essential for 

Re<2450. However type of insert and its influence on the flow is dominated by the 

flow nature. 

ii) The differences in the type of inserts seem to be of secondary importance 

inside the laminar range.   

iii)     Almost the negligible amount of turbulence intensity level independent of 

radial position verifies the satisfaction of fully developed laminar flow at X/D=75, 

X/D=375 and X/D=680 with velocity profiles having an acceptable fit to the Blasius 

profile. 

 

6.3. Performance Characteristics and Settling Distance of Pipe Inserts in 

Laminar Flow Range with an Approach on Entrance Length   

6.3.1. Performance characteristics  

 In order to determine the performance characteristics of the flow conditioners 

the calculated values of P  are used.  As it can be seen from Fig. 6.7, the 

magnitudes of ensemble averaged pressure loss, P through perforated plate are 

higher than tube bundle and etoile for Re≤9000 due to its smallest β value.  
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Figure 6.7. Variation of P with Re for the tested flow conditioners 

 

 

Meanwhile increase in Re is accompanied with an increase in P for all conditioners 

due to the transition of flow from laminar to turbulent regime. Inside laminar range 

for Re<2450, the magnitudes of P for the tube bundle and the etoile are almost the 

same in the order of 1.2 Pa, however the deviation tends to be higher as Re is 

increased.  

 The pressure loss through the pipe insert, P is given by means of the 

pressure loss coefficient, K as a function of Re and β as K(Re,β). As it can be seen 

from Fig. 6.8 a common non-dimensional pressure loss characteristics of the flow 

conditioners exists irrespective of the flow regime and the differences in designs are 

apparent. 

 The experimental data can be represented by the following equation with an 

approximate error margin of ±18%:  

 

 

  4,1
Re53634


 K                     (6.5) 

 

Therefore the tested flow conditioners belong to the same family and Eq. (6.5) is of 

considerable facility for practice providing the calculation of P as a function of Re 

and β eliminating the need for an experimental measurement.  
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Figure 6.8. Variation of pressure loss coefficient, K with Reβ for the tested flow 

conditioners 

 

 

6.3.2. Settling distance and entrance length in laminar flow range  

 The experimental data gathered are analyzed in the range of Re<2450 to 

estimate the settling distance of the tested flow conditioners. In the analysis, the 

proposed non-dimensional comparison parameters of local velocity data at cross-

sectional positions of r/R=0.89 and r/R=0 are referred as outlined below: 

i) The first comparison parameter: Local turbulence intensity:  I= Uurms /   

 The variation of I at r/R=0 and at r/R=0.89 behind the flow conditioners is 

given as a function of Re and X/D in Fig. 6.9 and Fig. 6.10 respectively for Re<2450. 

In reference to data at r/R=0 and disregarding the data deviation belonging to the 

case of perforated plate at X/D=75; irrespective of the type of the flow conditioner 

for Re<2450, the variation of I with Re, I=I(Re), is independent of X/D. Meanwhile 

referring to data at r/R=0.89 (Fig. 6.10) the same observation with an increased 
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amount of data scattering due to the influence of wall proximity and design 

differences of the flow conditioners can be deduced. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.9. Variation of local turbulence intensity ( Uurms / )CL at r/R=0 with Re 
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Figure 6.10. Variation of local turbulence intensity ( Uurms / )r/R=0.89 at r/R=0.89 with 

Re 

 

 

ii) The second comparison parameter: Local respective orders of rmsu measured 

behind flow conditioners with the corresponding ones without a flow conditioner 

case:  (
FCrmsu /

WFCrmsu ) 

 In reference to (
FCrmsu /

WFCrmsu ) data shown in Fig. 6.11 and Fig. 6.12 taken at 

r/R=0 and r/R=0.89 respectively for Re<2450, it can be said that (
FCrmsu /

WFCrmsu ) 

dependency on Re and X/D is irrespective of the radial position.  
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Figure 6.11. Variation of local respective orders (
FCrmsu /

WFCrmsu )CL at r/R=0 with Re 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.12. Variation of local respective orders (
FCrmsu /

WFCrmsu )r/R=0,89 at r/R=0.89 

with Re 
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Furthermore the variation of (
FCrmsu /

WFCrmsu ) with Re has similarities at X/D=75 and 

X/D=680 having values (
FCrmsu /

WFCrmsu )<1 for all conditioners. However as a 

surprising fact the variation of (
FCrmsu /

WFCrmsu ) with Re at X/D=375 has 

approximately in the order of 1 with a considerable deviation from the ones at 

X/D=75 and X/D=680 for all flow conditioners. The selected comparison parameter 

(
FCrmsu /

WFCrmsu ) which is not dependent on r/R has still under the dominant effect of 

X/D. However the reasons of similarities observed at X/D=75 and X/D=680 and the 

different behavior of data at X/D=375 cannot be explained. Therefore in order to 

explain the influence of X/D, the variation of (
FCrmsu /

WFCrmsu ) taken at r/R=0 defined 

as (
FCrmsu /

WFCrmsu )CL is introduced as a function of X
Re =(X/D)Re which is defined as 

entrance length Reynolds Number as can be seen from Fig.6.13.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                    

                  

 

Figure 6.13. Variation of (
FCrmsu /

WFCrmsu )CL at r/R=0 with XRe =(X/D)Re 

Eq.6.6 
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The separate behavior of data behind all conditioners corresponding to X/D=75 is 

shown by the solid line indicating an independency of (
FCrmsu /

WFCrmsu )CL to XRe . The 

equation of the solid line given below is in conformity with the experimental data in 

a mean error margin of ±25%: 

 

/Re)/(Re XUDX mX  =54700                  (6.6) 

 

 

However magnitude of (
FCrmsu /

WFCrmsu )CL reduce  with X
Re  with a considerable data 

scattering shown by the dashed lines for the data belonging to X/D=375 and 

X/D=680. Therefore Eq. (6.6) can be estimated as the relationship for the settling 

distance of the flow conditioners. In reference to Eq. (6.6) the settling distances of 

the flow conditioners can be determined as a function of Re as can be seen in Table 

6.1.  

 

Table 6.1. Settling distances of the flow conditioners calculated in reference to  

Eq. (6.6) 

 

Re X/D 

2000 27.35 

1000 54.70 

500 109.40 

 

 

 

Therefore for the flow conditioners in the covered laminar range of Re the minimum 

settling distance of X/D=75 seems to be satisfactory. 

iii) The third comparison parameter: Respective order of local-centerline non-

dimensional axial velocity with flow conditioner and theoretical Blasius Profile 

    
CLBlasiusmFCm UUUU  

 Under the light of analysis on u ; to evaluate the deviation from the 

theoretical Blasius profile, the non-dimensional axial velocity values taken at r/R=0, 
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    
CLBlasiusmFCm UUUU  can be used. For this purpose; as a result of correlation 

trials, the variation of     
CLBlasiusmFCm UUUU with XRe  shown in Fig. 6.14 is 

preferred.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.14. Variation of     
CLBlasiusmFCm UUUU at r/R=0 with 

X
Re  

 

 

Similar to the data behavior observed in Fig. 6.14, two separate lines are drawn. The 

following equation of the solid line is in conformity with data in a mean error range 

of ±4%: 

 

 

      XCLBlasiusmFCm UUUU Re1030862,1 6                                            (6.7) 

 

 

In reference to the satisfaction with Blasius profile,     
CLBlasiusmFCm UUUU =1.0 

can be inserted into Eq. (6.7) resulting: 
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XRe =2.87x10
4
                      (6.8) 

 

  

Eq. (6.8) is used to determine the nearest position in conformity with theoretical 

Blasius profile behind the flow conditioners. Furthermore using XRe =54700 

determined from Eq. (6.6) in Eq. (6.8), β=0.524 is obtained. This β value is inside the 

covered range of experimental data. Therefore Eq. (6.8) can be referred as the 

equation defining the settling distance of the tested flow conditioners.  

 Meanwhile, the following equation of the dashed line is in conformity with 

data in a mean error range of ±6%: 

 

 

    
X

CLBlasiusmFCm UUUU
Re

12000
96,0                             (6.9) 

 

 

In a similar manner, inserting     
CLBlasiusmFCm UUUU =1.0 into Eq. (6.9) results: 

 

 

XRe =3x10
5
                  (6.10) 

 

 

In terms of covered range of β, the calculated parameters of XRe , Re and X/D using 

Eq. (6.10) are listed in Table 6.2. 

 Therefore in conformity with the downstream velocity field analysis of the 

flow conditioners it seems that Eq. (6.10) should be satisfied to have fully developed 

laminar flow. So, Eq. (6.10) can be used to determine laminar entrance length.  

 Meanwhile the variation of the same parameter 

    
CLBlasiusmWFCm UUUU with XRe obtained for WFC case with β=1 is also 

shown in Fig. 6.15. It is observed that the deviation from the Blasius solution is in 

the order of ±20% with a strong dependence on X/D indicating the flow is not fully 

developed. Therefore, the necessity of flow conditioners is verified once more. 
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Table 6.2 Calculated parameters of ReX, Re and X/D for the covered range of β in 

reference to Eq. (6.10) 

 

β ReX Re X/D 

0.50 600,000 

2000 300 

1000 600 

500 1200 

0.75 400,000 

2000 200 

1000 400 

500 800 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.15 Variation of     
CLBlasiusmWFCm UUUU at r/R=0 with XRe  for WFC 
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6.4. Conclusions 

 In spite of the well-designed entrance from the compressor out to the pipe 

line, without a flow conditioner, a fully-developed laminar flow cannot be produced 

at feasible lengths with a ±20% deviation from Blasius profile. Therefore the 

accepted laminar entrance length concept (White 1984) is not verified by the cross-

sectional axial velocity profiles. Therefore, flow conditioners are essential to produce 

a fully-developed laminar flow inside the pipe. The utilized flow conditioners having 

similar characteristics in terms of pressure loss coefficient, K=K(Reβ) result in a 

fully-developed laminar flow with a mean deviation of ±10% from Blasius profile. 

The flow field measurements downstream of the flow conditioners are also expressed 

in terms of cross-sectional local non-dimensional velocity parameters through a 

correlation study with the introduction of XRe . The settling distance and laminar 

entrance length are given in terms of equation of " XRe =C" where the magnitude 

of "C" is 2.87x10
4
 and 3x10

5
 respectively.  
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CHAPTER 7 

 

 

DETECTION METHOD AND DEVISED PROGRAM FOR ONSET OF 

TRANSITION TO TURBULENCE IN PULSATILE PIPE FLOW 

 

7.1. Introduction 

 This chapter introduces the devised program in LabView 2009SP1
®
 for the 

detection of the transition to turbulence in pulsatile pipe flows. The turbulence 

detection program is embedded in a fully automated TDFC.vi which was explained 

in detail in Chapter 4. The execution of the program and the details of detection of 

transition to turbulence are the main subjects of this chapter. The methodology used 

in the detection program is introduced. As a result of comprehensive literature 

survey, it was recognized that there is no well-defined transition detection program; 

even a methodology. The flow dynamics in both laminar and transitional regimes are 

investigated through sample runs to verify the used methodology in the range of the 

time averaged Reynolds number of 1019≤ taRe ≤4817, oscillating Reynolds number 

of 107≤ osRe ≤4261, velocity amplitude ratio of 0.05≤ 1A ≤ 0.96 and Womersley 

number of 2.72≤  ≤32.21.  

 

 

There are two distinct approaches used in the analyses of the experimental 

results to detect the transition to turbulence in the pulsatile pipe flows. In one of 

these approaches, the flow is considered as quasisteady (Shemer, 1985). The other 

approach is based on the unsteady character of the time dependent flow which is 

subjected to alternating acceleration and deceleration. However, the theoretical 

studies carried out on the linear stability of the time dependent flows indicate that 

contrary to steady flows, the inflection points on the velocity profile does not affect
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its stability. Moreover, it is shown that superposition of oscillation on the steady flow 

has a stabilizing effect at intermediate frequencies. (Einav and Sokolov, 1993), 

(Peacock et al., 1998), (Stettler and Hussain, 1986).  

According to the literature, the flow firstly destabilizes and then laminar to 

turbulent transition begins. In this chapter, we monitor instantaneous character of the 

laminar to turbulent transition to spot the onset of the transition. Until now, transition 

to turbulence has been always detected by simply viewing the velocity waveforms. 

However, it is a quite difficult task to detect the transition by only investigating  

many waveforms. Also, some illusions can occur during the detection of the 

transition by visual observations. For this reason, it has been decided to devise a 

method to detect transition to turbulence. This method is based on taking the 

derivative of velocity waveform with respect to time. By taking the derivative of the 

time dependent signal, the time dependency of the signal is removed and if there is 

any further turbulent burst on the signal, the transition can be easily detected due to 

presence of peaks on the signal. 

  

7.2. Utilized Methodology 

 In view of the literature survey, it is seen that the detection of turbulent 

structures is carried out by means of visual observation on velocity waveforms. 

However the visual observation is seen to be an elementary and open-ended method. 

It is not easy, sensitive and objective method giving rise to the possibility of human 

errors, i.e., illusions. Hence a method is developed and a fully-automated program is 

devised in LabView 2009SP1 in order to detect the onset of transition in pulsatile 

pipe flow. 

 The velocity profile, ),( trUU   is considered to be used for the detection 

method. The time-periodicity is eliminated by taking the derivative of velocity 

profile with respect to time. Hence any perturbation in any frequency can be noticed 

as a peak in dttrdU ),( . This parameter is defined as turbulence detection parameter, 

TDPas follows: 
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dttrdUTDP ),(1                      (7.1) 

The detection method is based on the comparison of a turbulence detection 

parameter, TDP  with a threshold parameter, TP . Any TP  should be defined as a 

comparison tool such that any value of TDP  over the value of TP  is the signature of 

the onset of transition. In this respect, a value of 1TP  is defined and compared with 

dttrdUTDP ),(1  in the devised program. However, the parameter of 

dttrdUTDP ),(1   is found to be nonsense due to both positive and negative values 

of dttrdU ),(  appearing in the analysis, which require two different values of TP  

for both positive and negative values of dttrdU ),(  for comparison. 

 For this reason, dttrdUTDP ),(1  is squared and defined as a new 

TDPeliminating the negative and magnifying the value as follows: 

 

 22 ),( dttrdUTDP                                (7.2) 

 

Hence it becomes easier to detect very small perturbations on the velocity 

waveforms. 2TDP  has been used as a turbulence detector also in the study of Shemer 

(1985) due to only axial component of the velocity has been measured in his study. 

However, it is observed that the parameter of  22 ),( dttrdUTDP  with any value of 

TP  does not execute very well for the covered experimental ranges. It is found to be 

unsatisfactory for the detection of the onset of transition at some instants and radial 

positions of the hotwire probe, Rr /  although the turbulent structures are seen on the 

velocity waveforms.  

 It is decided to define a new couple of TDP  and TP  such that the method 

operates without any error and detects immediately the onset of transition when the 

turbulent structures occur on the velocity waveforms at any instant and radial 

position of Rr / . It is deduced that TDP  should be a function of time-averaged 

component of local velocity at radial position, taU , pipe radius, R , kinematic 

viscosity of fluid,  and oscillation frequency, f as well as dttrdU ),( . Using the 

dimensional analysis, the following expression is derived as follows: 
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   22

3 ),( νωUdttrdURTDP ta                       (7.3) 

 

where   is the angular frequency and defined as f 2 . 

3TDP  is a non-dimensional and dynamic parameter which takes different values with 

respect to the values of  taU , R ,  , f and dttrdU ),( . So, its value changes at any 

instant and radial position of Rr / .  

 As a comparison tool, a non-dimensional and dynamic TP  is derived, whose 

magnitude is changed with varying of f , as follows: 

 

 nωTP  11                                          (7.4) 

 

where n  is the magnitude of oscillation frequency ( fn  ). 

As a result of the extended tests, the method based on the comparison of 3TDP  and 

1TP  is found to be very accurate and effectiveness for the detection of the onset of 

transition. The value of 3TDP  at any instant exceeds the value of 1TP  when turbulent 

structures occur on the velocity waveform at any instant and radial position. The 

intermittency factor, γ (as a ratio of the time period during the occurrence of 

turbulence structures to the total time period) at the onset of the transition to 

turbulence is found to be less than 0.1 in the covered experimental ranges. At that 

moment, the related devised program detects simultaneously the onset of transition 

and gives an alert. In the laminar regime, however, the value of 1TP  is always 

observed to be above the value of 3TDP . Hence the program does not give any alert 

at that moment.  

However, it is observed that the method does not work well for f >1 Hz. At 

some instants, the program cannot detect the available turbulent structures on the 

velocity waveforms for f >1 Hz. For this reason, the program is divided into two 
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parts for the cases of f ≤1 Hz and f> 1 Hz and it becomes essential to define a new 

couple of TDP  and TP  for f >1 Hz. TDP  and TP  are derived for f >1 Hz as follows: 

 

   222

4 ),( ωUdttrdUTDP ta                          (7.5) 

 

 42 1 ωTP                     (7.6) 

 

In this form of    222

4 ),( ωUdttrdUTDP ta , the viscous term,  is not seen. 

Moreover, the square of the inertia term, taU  is dominant. This verifies that, after      

f >1 Hz, the flow regime approaches nearer to the inertia dominant regime defined 

previously by Ohmi and Iguchi (1980) and Ohmi et al. (1982). The new proposed 

4TDP and 2TP  are found to be very effectiveness and successful for the detection of 

the onset of transition for f >1 Hz. 

The viscous term is seen to be disappeared in    222

4 ),( ωUdttrdUTDP ta . 

Moreover, the square of the inertia term is dominant for f >1 Hz. This verifies that 

the flow at  >17.22 begins to approach the inertia dominant regime defined 

previously by Ohmi and Iguchi (1980) and Ohmi et al. (1982).   

 

7.3. Utilized Detection Program 

 The functional properties of TDFC.vi are given previously in Chapter 4. In 

this chapter, only the detection part of TDFC.vi which is used for the determination 

of transition to turbulence is introduced. The block diagrams of the detection part are 

given in Figs. 7.1 and 7.2.  

 In the Case Structure (5), the detection of the onset of transition is performed. 

On the left hand side of the Case Structure, there is a Comparison Palette named as 

Less Or Equal. The frequency of oscillation, f, is wired to the comparison palette. 

The output of the comparison palette is wired to the selector of the Case Structure. If 
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f ≤1 Hz, the True case of the structure executes. If f >1 Hz, the False case of the 

structure executes.  

 

 

 

Figure 7.1. A first “True” section of the turbulence detection program for f≤1 Hz 

 

 As can be seen from Fig. 7.1, the mathematical code of the dynamic 3TDP  is 

constructed in the form of    22
),( νωUdttrdUR ta  f ≤1 Hz using Compound 

Arithmetic and Numeric palettes. The dynamic 3TDP  can also be seen on the front 

panel using the Waveform Graph (Fig. 7.3). The numeric values of 

   22

3 ),( νωUdttrdURTDP ta  are converted to dynamic values by means of the 

signal manipulation palette named as Convert to Dynamic Data. The dynamic values 

of 3TDP  is then transferred to Amplitude and Level Measurements.vi. In this subvi, 
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the maximum peak value of the 3TDP  is determined. On the other hand, the dynamic 

 nωTP  11 is constructed in the block diagram by means of Power Of X palette.  

 

 

 

Figure 7.2. A second “False” section of the turbulence detection program for f >1 Hz 

 

 Using the Threshold Peak Detector.vi, the values of 3TDP  that exceed the 

value of  nωTP  11  are detected. If the number of these values is greater than five 

and if the maximum peak value of 3TDP  is greater than the dynamic 1TP , the 

program gives an alert as “Transition Detected”. At the same time, the indicator on 

the front panel lights (Fig. 7.4).  
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 If f >1 Hz, the False case of the structure executes and the same operations 

are performed for f >1 Hz to detect whether transition to turbulence occurs or not in 

the structure of False case. However, 4TDP  and 2TP  for f >1 Hz become 

   222
),( ωUdttrdU ta  and  41  , respectively as can be seen in Fig. 7.2. When 

first turbulent bursts occur on the velocity waveforms,    222

4 ),( ωUdttrdUTDP ta  

exceeds 2TP =  41   and the onset of transition to turbulence is detected by 

TDFC.vi. 

 If the onset of transition to turbulence is detected at any time of the velocity 

waveform and at any radial positions through the half of the pipe cross-section for      

f ≤1 Hz and  f >1 Hz, the green lamp on the front panel is active and it gives an alert. 

Then, all data in the corresponding run are saved in the file named automatically as 

“(Transitional Regime) taRe =…; osRe =…; fre=…;wom=…”. The intermittency of 

the velocity waveform, as a ratio of the time period of turbulence detection to the 

total time period is also evaluated and saved into the file. It is enough to name the 

file as “(Transitional Regime) taRe =…; osRe =…; fre=…;wom=…” if any transition 

to turbulence is detected at any instant of any radial position of the hotwire probe. If 

no transition to turbulence is detected at any radial position of the hotwire probe, all 

data are saved in the file only named as “ taRe =…; osRe =…; fre=…;wom=…”.   
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Figure 7.3. Graphical representations of 1TDP , ShemerTDPTDP 2 , 3TDP for f≤1 Hz and 4TDP  for f >1 Hz, and intermittency 
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Figure 7.4. Illustration of “Transition Detected” indicator
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7.4. Verification of the Transition to Turbulence Detection Program  

 The devised program and the used methodology for the construction of the 

program are introduced in Chapter 4. The experimental study is carried out for the 

detection of transition to turbulence of the pulsatile pipe flow in sinusoidal waveform 

at any oscillation frequency, f, and velocity amplitude ratio, 1A  in the covered 

experimental ranges.  

 The turbulence detection method is tested and its accuracy is verified in the 

experimental ranges of the time averaged Reynolds number of 1019≤ taRe ≤4817, 

oscillating Reynolds number of 107≤ osRe ≤4261, velocity amplitude ratio of 

0.05≤ 1A ≤ 0.96 and Womersley number of 2.72≤  ≤32.21.  

 The detection program is consisted of two parts for different oscillation 

frequency ranges of f ≤1 Hz and f >1 Hz. In this manner, two different dimensionless 

turbulence detection parameters and two different dimensionless threshold 

parameters are defined in the study by means of the dimensional analysis. It is 

deduced that the program in which transition to turbulence detection method is 

constructed executes accurately for all runs without any human error instead of 

visual observation on velocity waveforms. It detects accurately whether there is a 

transition to turbulence at any instant and any radial position or not.  In this section, 

two sample runs are selected to illustrate the functionality of the detection program.  

 In Fig. 7.5, the velocity waveform at the pipe centerline (r/R=0) 

corresponding to the run at taRe =3018, osRe =1610,  =2.72 and 1A =0.53 is given 

as a typical example.  
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Figure 7.5. Velocity waveforms at r/R=0 at taRe =3018, osRe =1610,  =2.72 and 

1A =0.53 

 

 

The transition to turbulence is seen in the decelerating phase of the waveform. In this 

run, the transition to turbulence is detected at every radial position as can be 

observed from Fig. 7.6. These turbulent bursts on the waveforms are detected by the 

turbulence detection program giving an alert.  

 

 

 

 

Figure 7.6. Velocity waveforms at all r/R for one period at taRe =3018, osRe =1610, 

 =2.72 and 1A =0.53 
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 Figures 7.7 and 7.8 show the transition to turbulence on the velocity 

waveform near the wall (r/R=0.977) for any instant and for the whole period, 

respectively at the specified run.  

 

 

Figure 7.7. One period velocity waveforms at r/R=0.977 at taRe =3018, osRe =1610, 

 =2.72 and 1A =0.53 

 

 

Figure 7.8. Velocity waveforms at r/R=0.977 at taRe =3018, osRe =1610,  =2.72 

and 1A =0.53 

 

 

The transition to turbulence is detected in the decelerating phases of the waveforms 

as seen from the figures. However, the behavior of the turbulent burst on the 

waveform at r/R=0.977 is different than that observed on the waveform at r/R=0. It 

looks like a sudden peak. This behavior of the turbulent burst is seen on the 

49,8 60 
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waveform up to r/R=0.617. After r/R=0.617 towards to the pipe centerline, the 

behavior of the burst seems to be a collapse at each r/R as seen in Fig. 7.5.    

 Figure 7.9 shows the graphical representation of the detection method for the 

flow regime at taRe =2160, osRe =832,  =17.22 and 1A =0.39.  

 

                                                                                                  

 

 

 

 

Figure 7.9 Variation of the dynamic 4TDP  at r/R=0.977 at taRe =2160, osRe =832, 

 =17.22 and 1A =0.39 

 

 

The oscillation frequency, f is 4 Hz. Therefore, the second part of the detection 

program which is the False case of the structure executes for f=4 Hz. As can be seen 

from Fig. 7.9, the dynamic 4TDP  and 2TP  are shown on the graph as 

   222
),( ωUdttrdU ta  and  41 ω , respectively. For f=4 Hz (  =17.22), the 

value of 2TP  is evaluated as   64
4

10*3.1122.1711   specified with the 

dotted line. However, the values of 4TDP  at any instant at r/R=0.977 are rather less 

than the value of the 2TP  of 
610*3.11 
. Hence no transition to turbulence is detected 

on the velocity waveform at r/R=0.977 by the turbulence detection program, which is 

also shown in Fig. 4.7. As can be seen from Fig. 4.7, transition to turbulence is not 
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observed at any r/R on the waveform graph, contrary to Fig. 7.6 which is 

corresponding to the transitional regime at taRe =3018, osRe =1610,  =2.72 and 

1A =0.53. For the same run, the transition to turbulence is also not detected by the 

devised program for any other radial positions of the hotwire probe.  

 In this study, it is exactly observed that transition to turbulence is detected 

firstly near the pipe wall at r/R=0.977 for all runs and whether it propagates to the 

center of the pipe (r/R=0) or disappears before reaching the pipe centerline which is 

denoted as relaminarization. Hence it is deduced that transition to turbulence always 

generates at the radial position near the pipe wall. 

 On the other hand, Figure 7.10 illustrates the graphical result of the detection 

method for the flow regime at taRe =3018, osRe =1610,  =2.72 and 1A =0.53 at 

r/R=0.  

 

 

 

Figure 7.10. Variation of  3TDP  at r/R=0 at taRe =3018, osRe =1610,  =2.72 and 

1A =0.53 

 

 

For this run, the first part of the detection program which is True case of the structure 

for f ≤1 Hz executes due to the oscillation frequency being f=0.1 Hz. Therefore 3TDP  
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and 1TP  become as    22
),( νωUdttrdUR ta  and  nω1 , respectively. For f=0.1 

Hz, the value of 1TP  is evaluated by the devised program as 

    905.072.211
1.0


n

ω  where 1.0 fn , which is illustrated with the dotted 

line on the graph. As can be seen from Fig. 7.10, there are peaks on the graph which 

represents the transition to turbulence. The values of 3TDP  at these peaks are rather 

over 1TP =0.905. Hence the program detects the transition to turbulence at r/R=0. The 

transition to turbulence corresponding to this run is seen previously in Figs. 7.5 and 

7.6 which illustrate the velocity waveform at r/R=0 and one-period velocity 

waveforms for all r/R, respectively. Transition to turbulence is also detected at 

r/R=0.977 and all other r/R positions as seen in Figs. 7.7 and 7.8. Hence the 

corresponding run at taRe =3018, osRe =1610,  =2.72 and 1A =0.53 is fully 

transitional due to the detection of the transition to turbulence at all r/R.  

 As can be noticed from Fig. 7.10, the occurrence of the transition to 

turbulence has also time periodicity, due to the propagations of the turbulent plugs to 

downstream of the pipeline, such that the peaks appear at the definite time and 

period, i.e. at t=6 s, 16 s, 26 s and 36 s with the incremental of 10 s which is the 

period of T=10 s for f=0.1 Hz.  

 TDFC.vi then save automatically all data, the corresponding charts and 

graphs related to this run to the file named as “(Transitional Regime) taRe =3018; 

osRe =1610; fre=0.10;wom=2.72”. 

 

7.5. Conclusion 

Transition to turbulence in pulsatile pipe flow is detected using a new 

method. The transition detection method is a part of TDFC.vi introduced in Chapter 

4. This detection method gives the originality to both the devised program and the 

presented study.  
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It is difficult to detect the transition to turbulence by observing the turbulent 

bursts in velocity waveforms. Therefore a detection method is essential to develop 

for the investigation of transition to turbulence. In this respect, a new method and 

program are constructed. Two different turbulence detection parameters and two 

different threshold parameters are defined for low (f ≤1 Hz) and high (f >1 Hz) 

frequencies in this program. The dynamic 3TDP  and 4TDP  are found as 

   22
),( νωUdttrdUR ta  for f ≤1 Hz and    222

),( ωUdttrdU ta  for f >1 Hz, 

respectively. The dynamic 1TP  and 2TP  are found as  nω1  for f≤1 Hz and 

 41  for f >1 Hz, respectively.  

The new transition to turbulence method constructed in TDFC.vi is checked 

and controlled so many times and its verification is satisfied. It is found to be 

accurate for the detection of the onset of transition to turbulence. Hence this method 

and the devised program are seen to be very useful for the further studies conducted 

on the detection of the transition to turbulence in time dependent pipe flows.    
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CHAPTER 8 

 

PULSATILE FLOW DYNAMICS IN LAMINAR REGIME AND AT THE 

ONSET OF TRANSITION  

 

8.1. Introduction 

Flow dynamics of pulsatile pipe flow in laminar regime and at the onset of 

the transition to turbulence are experimentally investigated.  Pulsatile flow dynamics 

through 28 runs in laminar regime and 199 runs at the onset of transition to 

turbulence regime given in Table 8.1 are presented in this chapter.  
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Table 8.1. Characteristic parameters of the experimental study 

 

Run 

No 

f 

(Hz)   1A  taRe  osRe  
S

Re  Run 

No 

f 

(Hz)   1A  taRe  osRe  
S

Re  

1 

0.10 2.72 

0.10 2702 272 71 27 

0.20 3.85 

0.10 2720 270 50 

2 0.12 2653 321 83 28 0.20 2907 572 105 

3 0.18 2416 438 114 29 0.22 2846 615 113 

4 0.19 2799 544 141 30 0.29 3272 934 172 

5 0.20 2789 572 149 31 0.30 3278 987 181 

6 0.22 2922 646 168 32 0.31 3358 1029 189 

7 0.25 2994 745 194 33 0.36 3801 1377 253 

8 0.30 3100 915 238 34 0.40 4138 1672 307 

9 0.34 3062 1030 268 35 0.42 4138 1733 318 

10 0.38 3128 1193 310 36 0.43 4087 1732 318 

11 0.40 3101 1240 322 37 0.44 4208 1839 338 

12 0.43 3133 1338 348 38 0.47 4211 1996 367 

13 0.50 2984 1516 394 39 0.5 4292 2165 398 

14 0.53 3018 1610 418 40 0.56 4243 2397 440 

15 0.59 2983 1766 459 41 0.6 4126 2468 453 

16 0.60 2940 1763 459 42 0.61 3696 2264 416 

17 0.70 2810 1970 512 43 0.66 4196 2781 511 

18 0.71 2805 2001 520 44 0.69 4159 2888 531 

19 0.73 2759 2016 524 45 0.70 4155 2922 537 

20 0.77 2847 2200 572 46 0.76 3803 2871 527 

21 0.8 2778 2209 574 47 0.79 3058 2438 448 

22 0.84 2770 2316 602 48 0.80 4436 3533 649 

23 0.85 2781 2351 611 49 0.81 4420 3564 655 

24 0.87 2884 2517 654 50 0.82 4817 3939 724 

25 0.9 2846 2567 667 51 0.88 4767 4211 773 

26 0.96 2347 2248 584 52 0.90 4761 4261 783 

53 

0.40 5.44 

0.1 2764 273 36 77 

0.60 6.67 

0.10 2729 277 29 

54 0.2 2924 578 75 78 0.20 2703 541 57 

55 0.24 2661 637 83 79 0.22 2707 583 62 

56 0.27 3203 868 113 80 0.27 2749 729 77 

57 0.28 3192 900 117 81 0.28 2836 803 85 

58 0.3 3176 957 124 82 0.30 2884 864 92 

59 0.35 2807 987 128 83 0.31 2913 906 96 

60 0.37 3601 1347 175 84 0.37 3109 1141 121 

61 0.4 3472 1397 181 85 0.40 3271 1293 137 

62 0.48 2325 1108 144 86 0.41 2893 1184 126 

63 0.49 3707 1833 238 87 0.47 3265 1529 162 

64 0.5 3887 1940 252 88 0.50 3229 1616 171 

65 0.51 2150 1094 142 89 0.51 3241 1641 174 

66 0.55 3684 2009 261 90 0.53 2261 1209 128 

67 0.56 3914 2184 284 91 0.60 3181 1907 202 

68 0.59 4067 2416 314 92 0.64 1239 795 84 

69 0.6 4051 2423 315 93 0.66 3223 2133 226 

70 0.69 3513 2418 314 94 0.68 3245 2220 235 

71 0.7 3506 2451 318 95 0.70 3238 2257 239 

72 0.77 3251 2499 325 96 0.71 3132 2221 236 

73 0.78 3463 2707 352 97 0.77 3163 2451 260 

74 0.8 3448 2760 358 98 0.80 3247 2587 274 

75 0.81 3456 2783 361 99 0.86 3330 2862 304 

76 0.9 3433 3040 395 100 0.90 3368 2928 311 
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Run 

No 

f 

(Hz)   1A  taRe  osRe  
S

Re  Run 

No 

f 

(Hz)   1A  taRe  osRe  
S

Re  

101 

0.8 7.70 

0.10 2669 265 24 122 

1 8.61 

0.10 2807 274 22 

102 0.20 2644 509 47 123 0.19 2759 521 43 

103 0.24 2839 682 63 124 0.20 2718 562 46 

104 0.29 2822 826 76 125 0.23 2825 671 55 

105 0.30 2823 850 78 126 0.30 2889 858 71 

106 0.32 2307 732 67 127 0.31 2891 883 73 

107 0.38 2980 1132 104 128 0.34 2233 754 62 

108 0.40 3188 1291 119 129 0.35 3023 1049 86 

109 0.41 3195 1322 121 130 0.40 3058 1206 99 

110 0.41 2765 1140 105 131 0.45 3231 1464 120 

111 0.45 2992 1348 124 132 0.50 2959 1493 123 

112 0.46 2548 1164 107 133 0.55 1473 804 66 

113 0.50 3144 1587 146 134 0.60 3051 1831 150 

114 0.60 3132 1862 171 135 0.70 3118 2174 179 

115 0.70 3200 2234 205 136 0.71 1082 773 64 

116 0.71 3219 2281 209 137 0.71 3145 2227 183 

117 0.72 3270 2364 217 138 0.73 3198 2338 192 

118 0.80 3174 2541 233 139 0.78 3146 2461 202 

119 0.83 3200 2646 243 140 0.79 3215 2546 209 

120 0.86 3328 2849 262 141 0.80 3208 2571 211 

121 0.90 3295 2930 269 142 0.90 3157 2748 226 

143 

2 12.17 

0.10 2592 261 15 163 

4 17.22 

0.10 2638 277 11 

144 0.20 2578 505 29 164 0.15 2662 405 17 

145 0.29 2568 741 43 165 0.20 2774 549 23 

146 0.30 2541 766 44 166 0.22 2635 569 24 

147 0.39 2549 985 57 167 0.30 2654 780 32 

148 0.40 2619 1050 61 168 0.39 2160 832 34 

149 0.42 2408 1000 58 169 0.40 2677 1087 45 

150 0.50 2639 1324 77 170 0.43 1019 443 18 

151 0.51 2698 1365 79 171 0.48 2811 1337 54 

152 0.53 2831 1500 87 172 0.50 2722 1345 55 

153 0.60 2845 1702 99 173 0.51 2695 1378 57 

154 0.61 2834 1729 100 174 0.52 1699 888 36 

155 0.69 2809 1931 112 175 0.59 2656 1560 64 

156 0.70 1390 978 57 176 0.60 2669 1604 66 

157 0.70 2815 1960 114 177 0.62 2692 1674 69 

158 0.75 2874 2146 125 178 0.66 2891 1914 78 

159 0.76 2908 2198 128 179 0.70 2751 1928 79 

160 0.80 2852 2302 134 180 0.71 2762 1973 81 

161 0.81 2869 2333 136 181 0.76 2803 2135 88 

162 0.90 2913 2567 149 182 0.77 2878 2221 91 

     183 0.80 2811 2237 92 

     184 0.90 2628 2339 96 

185 

10 27.22 

0.10 2779 284 7 206 

14 32.21 

0.05 2509 137 3 

186 0.12 2762 340 9 207 0.07 1449 107 2 

187 0.20 2763 572 15 208 0.10 2582 253 6 

188 0.28 1294 366 9 209 0.20 2640 538 12 

189 0.30 2873 858 22 210 0.23 2692 607 13 

190 0.33 2403 788 20 211 0.27 2674 731 16 

191 0.36 2876 1045 27 212 0.29 2712 774 17 

192 0.40 2916 1192 31 213 0.30 2728 808 18 

193 0.45 2807 1276 33 214 0.35 2643 933 20 

194 0.50 2898 1486 39 215 0.40 2688 1147 25 

195 0.60 2744 1612 42 216 0.43 2862 1235 27 

196 0.62 2868 1764 46 217 0.50 2531 1272 28 

197 0.64 2920 1869 49 218 0.55 2662 1453 32 

198 0.65 3052 1992 52 219 0.58 2776 1621 36 

199 0.70 3036 2084 54 220 0.60 2793 1658 36 

200 0.72 2986 2135 55 221 0.62 2739 1702 37 

201 0.77 2781 2153 56 222 0.63 2739 1714 38 

202 0.80 2795 2209 57 223 0.66 2671 1754 38 

203 0.81 2848 2303 60 224 0.68 2650 1803 40 

204 0.85 2955 2501 65 225 0.70 2799 1945 43 

205 0.90 2935 2709 70 226 0.74 2877 2121 47 

     227 0.80 2861 2260 50 
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 In the experimental study, the transition to turbulence detection method is 

divided into two parts for f≤1 Hz and f >1 Hz because the turbulence detection 

parameter which is valid for f≤1 Hz is not suitable for f >1 Hz as can be introduced in 

the previous chapter. The critical Womersley number corresponding to the critical 

oscillation frequency of f=1 Hz is  =8.61, which is also found as critical value as 

a result of comprehensive literature survey as can be seen from Figs. 8.1 and 8.2. 
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Figure 8.1. Available data for the onset and the end of transition in pulsatile pipe 

flows in terms of critm,Re  

(        onset of transition;         end of transition) 

Steady Flow Critical Re=2300 
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Figure 8.2. Available data for the onset and the end of transition in pulsatile pipe 

flows in terms of critta,Re  

(        onset of transition;         end of transition) 

 

 

Figures 8.1 and 8.2 illustrate the available data on pulsatile flows in terms of 

)(ReRe ,,  critmcritm  
and )(ReRe ,,  crittacritta , respectively as a result of 

literature survey. Although the covered range of   is 0<  <70, the available 

data are confined to the range of 0<  <20 as can be seen in Fig. 8.1. The steady 

flow case with  =0 is also given in the figures by Re =2300. As can be seen from 

Fig. 8.1, there are two different characteristics of the relations between critm,Re and 

Steady Flow Critical Re=2300 
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  described by a dashed line and a solid line drawn in the ranges of 1<  <8 

and 8<  <70, respectively. For low frequencies, an increase in  causes a 

decrease in critm,Re while, for high frequencies, an increase in  causes an increase 

in critm,Re . No analysis can be done in terms of the end of transition due to the 

insufficient data. The study of Çarpınlıoğlu (2003) is based on the investigation of 

flow dynamics of laminar and turbulent pulsatile pipe flow. Hence the specified 

points in Fig. 8.2 as the onset and the end of transition are just comment anticipated 

from the results of the PhD. study of Gündoğdu (2001).   

 The available data in the literature in terms of critta,Re  as a function of   

are expressed in Fig. 8.2. The same characteristics for 1<  <8 and  >8 are 

seen in conformity with the above-mentioned expressions. Similarly, for low 

frequencies in the range of 1<  <8, an increase in  causes a decrease in 

critta,Re while, for high frequencies, an increase in  causes an increase in critta,Re . 

In the range of  <8, the data of Hershey and Im (1968) show that an increase in 

  results in a decrease in critta,Re , whose magnitudes are even less than 2300. 

However, in the range of 8<  <30, an increase in  causes an increase 

in critta,Re for the onset and the end of transition.  

 In view of these figures, it is expressed that f=1 Hz (  =8.61) can be 

determined as critical state such that this critical number of f=1 Hz (  =8.61) is 

also verified in the following analyses of pulsatile flow dynamics for random 

selected runs in laminar regime and at the onset of transition to turbulence regime.  

 

 

8.2. Pulsatile Laminar Regime 

 Several runs corresponding to the laminar regime are naturally obtained in the 

study during the detection of transition to turbulence in pulsatile pipe flow. 
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8.2.1. Velocity waveforms in pulsatile laminar regime 

 The sample velocity waveforms corresponding to laminar regime are given in 

this section through Figs. 8.3 and 8.12. The velocity waveforms at the onset of the 

transition to turbulence are also given to show and verify the differences on velocity 

waveforms in laminar regime and at the onset of transition. The plots are selected for 

both r/R=0.977 and r/R=0 covering all   in the range of 2.72≤  ≤32.21 and for 

different velocity amplitude ratios of 1A . In this section, the first two upper plots of 

velocity waveforms are corresponding to the laminar regime and the last two plots 

are corresponding to the velocity waveforms at the onset of transition in each figure. 

The shapes of the velocity profiles are sinusoidal at both r/R=0.977 and r/R=0 as 

shown in all figures in this section. 

Figure 8.3 shows the velocity waveforms in laminar regime and at the onset 

of transition for  =2.72 (f=0.1 Hz). The small perturbations on the velocity 

waveform at r/R=0.977 in laminar regime (Fig. 8.3a) are due to the wall effect and 

they do not imply the onset of transition. The transition to turbulence is clearly 

observed as sensible peaks or collapses on the waveforms at the onset of transition in 

Fig. 8.3b. These peaks and collapses are defined in the literature (Wygnanski and 

Champagne, 1973), (Wygnanski et al., 1975), (Durst and Ünsal, 2006) as puffs in 

steady transitional flows.  

The influence of velocity amplitude ratio, 1A  on flow dynamics is also 

verified in Fig. 8.3. Although the transition to turbulence is observed at the 

decelerating phases of waveforms for 1A =0.84 in Fig. 8.3b, the flow regime becomes 

laminar for 1A =0.96 as seen in Fig. 8.3a at constant value of f=0.1 Hz (  =2.72). 

Hence it is deduced that the turbulent bursts disappear by keeping the oscillation 

frequency, f (in other words  ) constant and increasing the velocity amplitude 

ratio, 1A , which has also been declared in the study of Ertunç et al. (2003).    
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                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =2347, osRe =2248,  =2.72 and 1A =0.96 

 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =2770, osRe =2316,  =2.72 and 1A =0.84 

 

Figure 8.3. Velocity waveforms in laminar and at the onset of transition at r/R=0.977 

and r/R=0 for  =2.72 

 

 

 

 

 The velocity waveforms in the laminar regime and at the onset of transition at 

 =3.85 (f=0.2 Hz) are seen in Figs. 8.4a and 8.4b, respectively. The wall effect 

on the velocity profiles at r/R=0.977 is seen in the figures. The effect of 1A  on the 

flow dynamics is seen once more at  =3.85 (f=0.2 Hz). Although the transition to 

turbulence is seen at 1A =0.36, the increase of velocity amplitude ratio to 1A =0.76 at 

taRe ≈3800 stabilizes the flow and the turbulent bursts at both r/R=0.977 and r/R=0 

disappear resulting in laminar flow.  
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                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =3803, osRe =2871,  =3.85 and 1A =0.76 

 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =3801, osRe =1377,  =3.85 and 1A =0.36 

 

Figure 8.4. Velocity waveforms in laminar and at the onset of transition at r/R=0.977 

and r/R=0 for  =3.85 

 

 

 

 Figure 8.5 shows the sinusoidal velocity waveforms in laminar and at the 

onset of transition to turbulence regimes at  =5.44 (f=0.4 Hz). The flow is seen to 

be laminar at 1A =0.51 and starts to transition to turbulence at 1A =0.28. The 

turbulent bursts are always seen in the decelerating phase at r/R=0.977. The bursts 

can occur in both decelerating and accelerating phases of waveforms at r/R=0 for 

 ≥5.44 (f≥0.4 Hz). However the bursts are always seen in the decelerating phases 

at  =2.72 (f=0.1 Hz) and  =3.85 (f=0.2 Hz).  
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                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =2150, osRe =1094,  =5.44 and 1A =0.51 

 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =3192, osRe =900,  =5.44 and 1A =0.28 

 

Figure 8.5. Velocity waveforms in laminar and at the onset of transition at r/R=0.977 

and r/R=0 for  =5.44 

 

 

 

 The velocity waveforms at  =6.67 (f=0.6 Hz),  =7.70 (f=0.8 Hz) and 

 =8.61 (f=1 Hz) in laminar regime and at the onset of transition are given 

through Figs. 8.6 and 8.8, respectively. In laminar regimes (Figs. 8.6a, 8.7a and 

8.8a), no bursts are seen for both r/R=0.977 and r/R=0. The shapes of the velocity 

profiles are sinusoidal. The wall effect is observed at r/R=0.977 in these figures. The 

destabilizing effect of 1A  on the velocity waveforms is observed when 1A  is 

decreased through Figs. 8.6b and 8.8b.   
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                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =2261, osRe =1209,  =6.67 and 1A =0.53 

 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =3109, osRe =1141,  =6.67 and 1A =0.37 

 

Figure 8.6. Velocity waveforms in laminar and at the onset of transition at r/R=0.977 

and r/R=0 for  =6.67 

 

 

 

 

                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =2548, osRe =1164,  =7.70 and 1A =0.46 
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                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =2839, osRe =682,  =7.70 and 1A =0.24 

 

Figure 8.7. Velocity waveforms in laminar and at the onset of transition at r/R=0.977 

and r/R=0 for  =7.70 

 

 

 

                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =1082, osRe =773,  =8.61 and 1A =0.71 

 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =2759, osRe =521,  =8.61 and 1A =0.19 

 

Figure 8.8. Velocity waveforms in laminar and at the onset of transition at r/R=0.977 

and r/R=0 for  =8.61  
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 In conformity with the literature survey as expressed in the introduction 

section of this chapter, the verification of the critical range of oscillation frequency, 

f>1 Hz, in other words  >8.61 is satisfied by means of observation of the 

different behavior of turbulent bursts at r/R=0 at the onset of the transition to 

turbulence. The velocity waveforms in the range of 12.17≤  ≤ 32.21 (2 Hz ≤ f ≤14 

Hz) are given through Figs. 8.9 and 8.12. The velocity profiles are in sinusoidal 

shape and no turbulent bursts are observed in laminar regime through Figs. 8.9a and 

8.12a. As can be noticed through Figs. 8.9b and 8.12b, the behaviors of the turbulent 

bursts at r/R=0 are different than collapse. The turbulent bursts are seen to be like 

sudden and sharp drops at the decelerating phase at the onset of transition, rather than 

previously observed collapse shape for f ≤1 Hz. As stated before, the increase in 1A  

stabilize the flow for  <32.21 (f <14 Hz) and the flow becomes as laminar as 

seen Figs. 8.9a and 8.11a. However, there is an adverse effect of 1A for  =32.21 

(f =14 Hz) such that an increase in 1A destabilize the flow.    

 

 

 

                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =2549, osRe =958,  =12.17 and 1A =0.39 
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                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =2541, osRe =766,  =12.17 and 1A =0.30 

 

Figure 8.9. Velocity waveforms in laminar and at the onset of transition at r/R=0.977 

and r/R=0 for  =12.17 

 

 

 

 

                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =2160, osRe =832,  =17.22 and 1A =0.39 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =2662, osRe =405,  =17.22 and 1A =0.15 

 

Figure 8.10. Velocity waveforms in laminar and at the onset of transition at 

r/R=0.977 and r/R=0 for  =17.22 
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 On the other hand, the turbulent bursts at r/R=0.977 are rather different than 

others for  =27.22 and 32.21 as can be seen from Figs. 8.11b and 8.12b. The 

turbulent bursts at r/R=0.977 are like split puff at the end of decelerating phase of the 

waveform, which is defined in the Ph. D. study of Nishi (2009).  

 

 

 

                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =2762, osRe =340,  =27.22 and 1A =0.12 

 

 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =2779, osRe =284,  =27.22 and 1A =0.10 

 

Figure 8.11. Velocity waveforms in laminar and at the onset of transition at 

r/R=0.977 and r/R=0 for  =27.22 
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                 (r/R=0.977)                 laminar                      (r/R=0) 

(a) taRe =1449, osRe =107,  =32.21 and 1A =0.07 

 

 

                 (r/R=0.977)      transition to turbulence        (r/R=0) 

(b) taRe =2531, osRe =1272,  =32.21 and 1A =0.50 

 

Figure 8.12. Velocity waveforms in laminar and at the onset of transition at 

r/R=0.977 and r/R=0 for  =32.21 

 

 

 

 According to the observations on the velocity waveforms, some deductions 

can be presented as follows: 

1) The observed shapes of the velocity profiles in all runs of the experimental study 

are sinusoidal.  

2) The small perturbations on the velocity waveforms at r/R=0.977 in laminar regime 

are due to the wall effect.   

3) The increase in 1A  causes the shape of the velocity waveforms resembling the 

laminar one at constant   for  <32.21 (f <14 Hz).  
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4) The condition of  ≤8.61 (f ≤1 Hz) is verified as the critical state, which is also 

found as a result of the literature survey. For  >8.61 (f >1 Hz), the different 

behavior of turbulent bursts at r/R=0 at the onset of the transition to turbulence is 

observed. The bursts are sudden and sharp drops at the decelerating phase at the 

onset of transition, rather than previously observed collapse shape for f ≤1 Hz.  

 

 

8.2.2. Velocity distributions of time averaged and oscillating components in 

pulsatile laminar regime 

 In order to obtain time averaged and oscillating velocity distributions in 

pulsatile pipe flow, the first method mentioned in previous chapters is used in 

TDFC.vi. In the first method, each time averaged and oscillating component of 

velocity, 
taU  and 1,osU are evaluated by TDFC.vi at each radial position of the 

hotwire probe. Then evaluated taU  and 1,osU  data for each radial position through 

the half of the pipe cross-section are used separately to obtain the cross-sectional taU  

and 1,osU distributions with respect to radial position, r.  

 The cross-sectional distributions of taU  and 1,osU in laminar regime 

at  =2.72, 3.85 and 5.44 for runs 26, 46 and 62 are given in Fig. 8.13. The 

distributions of 
taU  are parabolic as shown in Fig. 8.14. The distributions of 

taU  is 

compatible with the steady Blasius profile with a maximum deviation of ±4% for 

 ≤5.44. However the distributions of 1,osU  are not parabolic and do not obey 

theoretical steady flow Blasius profile as shown in Fig. 8.15. The cross-sectional 

distribution of 1,osU  begins to collapse near the pipe centerline when  ≥3.85 as 

shown in Fig. 8.13. 
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(a) taRe =2347, osRe =2248,  =2.72 and 1A =0.96 

 

 

 

 

 

         

(b) taRe =3803, osRe =2871,  =3.85 and 1A =0.76 

 

 

 

 

         

(c) taRe =2325, osRe =1108,  =5.44 and 1A =0.48 

 

 

Figure 8.13. Cross-sectional distributions of taU  and 1,osU  for runs 26, 46 and 62 
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Figure 8.14. Cross-sectional distributions of tamta UU ,/  with r/R for runs 26, 46 and 

62 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.15. Cross-sectional distributions of 1,,1, / osmos UU  with r/R for runs 26, 46,62  

 

 

 The cross-sectional distributions of taU  and 1,osU  for  ≥6.67 (f ≥0.6 Hz) 

are given in Fig. 8.16.  The profiles of 1,osU are rather different than the usual steady 

laminar profile. As seen from Fig. 8.16, 1,osU distributions firstly begin to increase 

towards the pipe centerline, then decrease and later maintain its constant magnitude 

up to pipe centerline. These behaviors of 1,osU distributions are very compatible with 
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theoretical laminar theory for 1,osU , Eq. (4.23), which is given in the paper of Ohmi 

et al. (1982). 

 The increase rate of 1,osU distribution is dependent on  . 1,osU  increases 

up to r=0.0067 m and then decrease up to pipe centerline at  =6.67. As   

increases, the increase of 1,osU  shifts towards the pipe centerline such that 1,osU  

increases up to r=0.0082 m at  =7.70, r=0.0092 m at  =8.61 and r=0.0102 m 

at  ≥12.17.  

 

                          

(a) taRe =1239, osRe =795,  =6.67 and 1A =0.64 

 

 

                               

(b) taRe =2765, osRe =1140,  =7.70 and 1A =0.41 
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(c) taRe =2233, osRe =754,  =8.61 and 1A =0.34 

 

 

                               

(d) taRe =2549, osRe =958,  =12.17 and 1A =0.39 

 

 

                              

(e) taRe =1699, osRe =888,  =17.22 and 1A =0.52 
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(f) taRe =2762, osRe =340,  =27.22 and 1A =0.12 

 

 

                               

(g) taRe =2509, osRe =137,  =32.21 and 1A =0.05 

 

Figure 8.16. Cross-sectional distributions of taU  and 1,osU  for runs 92, 110, 128, 

147, 174, 186 and 206 

 

 

 tamta UU ,/  and 1,,1, / osmos UU  distributions for  ≥ 6.67 with the steady flow 

Blasius profiles are given in Figs. 8.17 and 8.18. As seen from Fig. 8.17, only 

tamta UU ,/  profile for run 206 at  =32.21 deviates from the Blasius profile.  
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Figure 8.17. Cross-sectional distributions of tamta UU ,/  with r/R for runs 92, 110, 128, 

147, 174, 186 and 206 

 

 

 

 

 The distributions of 1,,1, / osmos UU  are rather different than steady flow Blasius 

profile, obeying the theoretical laminar theory for 1,osU  given in Eq. (4.23). 

However, 1,,1, / osmos UU  distribution at  =6.67 is quite different than the others. 

The common behavior of 1,,1, / osmos UU  distributions for  ≥6.67 is given with the 

dashed line.     

 

 

 

 

 

 

 

 

 

 

Figure 8.18. Cross-sectional distributions of 1,,1, / osmos UU  with r/R for runs 92, 110, 

128, 147, 174, 186 and 206 
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 As a deduction, the observations on taU  and 1,osU  distributions can be 

summarized as follows; 

1) The cross-sectional distributions of 
taU  at  =2.72, 3.85 and 5.44 in laminar 

regime are parabolic with an excellent conformity of theoretical Blasius profile (Fig. 

8.14). On the other hand, 1,osU  distributions at  =2.72, 3.85 and 5.44 in laminar 

regime do not obey theoretical steady flow Blasius profile as shown in Fig. 8.15.  

2) The cross-sectional distributions of 
taU  for  ≥6.67 (f ≥0.6 Hz) are parabolic 

and there is a good conformity with theoretical steady flow Blasius profile, except 

that at  =32.21 (f =14 Hz). As seen from Fig. 8.17, only tamta UU ,/  distribution at 

 =32.21 deviates from the Blasius profile.  

3) The distributions of 1,osU  for  ≥6.67 (f ≥0.6 Hz) firstly increase towards the 

pipe centerline, then decrease and later keep its magnitude constant up to pipe 

centerline, which are same as Ohmi et al.'s observation on 1,osU  distribution (Ohmi 

et al., 1982).  

4) The increase rate of 1,osU distribution is dependent on  . When   increases, 

the increase of 1,osU  shifts towards the pipe centerline from r=0.0067 m at 

 =6.67 to r=0.0102 m at  =32.21.  

 

8.2.3. Mean velocity profiles in pulsatile laminar regime 

In order to obtain mean velocity profiles through the pipe cross-section in the 

pulsatile flow, the second method is used in the devised program, TDFC.vi. In the 

second method, the )(tU values of the cycle for each phase at 13 different radial 

positions of the pipe are firstly saved as a matrix form. Next, the cross sectional 

mean velocity for each phase of the cycle are evaluated by numerically integrating 

the ensemble averaged data over the cross section of the pipe by using the well-
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known Simpson's rule in the program. Then the evaluated )(tUm
 is approximated in 

the program by the finite Fourier series expansion using Eq. (2.17).  

Figure 8.19 shows the mean velocity profiles obtained experimentally and 

comparisons of them with FFT approximations for runs 3, 59, 106, 149, 170 and 188. 

As a result of the sampling frequency of 100 Hz, 1000, 250, 125, 50, 25 and 10 data 

are acquired per a cycle at  =2.72, 5.44, 7.70, 12.17, 17.22 and 27.22, 

respectively as seen from Fig. 8.19. The shapes of the mean velocity profiles 

obtained experimentally are sinusoidal. Figure 8.19 also shows that there are 

excellent agreements between the experimental and theoretical mean velocity 

profiles. This shows the accuracy and sensitivity of the data acquisition and 

processing processes by means of the used daqboard and the devised program, 

TDFC.vi in LabView environment. Turbulent burst is observed in neither 

accelerating nor decelerating phases of the mean velocity profiles.  

 

 

taRe =2416, osRe =438,  =2.72  taRe =2807, osRe =987,  =5.44 

 

 

taRe =2307, osRe =732,  =7.70  taRe =2408, osRe =1000,  =12.17 
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taRe =1019, osRe =443,  =17.22  taRe =1294, osRe =366,  =27.22 

 

Figure 8.19. Cross-sectional mean velocity profiles obtained experimentally and their 

FFT approximations for runs 3, 59, 106, 149, 170 and 188 

 

 

8.2.4. Pressure waveforms in pulsatile laminar regime 

 Figure 8.20 illustrates the pressure waveforms in laminar regime of pulsatile 

pipe flow for the sample runs 3, 42, 62, 90, 110, 128, 149, 174, 190 and 207 for all 

values of  . The shapes of the pressure waveforms are sinusoidal as same as 

velocity waveforms. Although the time dependency of the pressure waveforms for P6 

and P7 at the last locations of X/D=589 and 619 are not clearly observed, these 

waveforms are exactly sinusoidal at all values of  , however rather small in 

magnitude. As noticed from the figure, the magnitude of static pressure at each phase 

is decreased along the downstream axial locations, X/D at all values of  .  

 On the other hand, the time averaged and oscillating components of pressure, 

taP  and 1,osP  are seen to be increased when taRe is increased. The maximum taP  is 

found to be 1,taP =59 Pa at  =3.85 (f=0.2 Hz) among the selected plots. 

Meanwhile, the magnitudes of 1,osP are always seen to be smaller than their 

corresponding magnitudes of taP ( 1,osP / taP <1) at each downstream pressure 

measurement stations at all values of  , except those at  =8.61 (f=1 Hz), 

 =12.17 (f=2 Hz) and  =17.22 (f=4 Hz) as being 1,osP / taP >1; i.e. the 

magnitudes of taP  and 1,osP   are found as 
1taP =26 Pa and 

11,osP =45 Pa; 
2taP =18 Pa 
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and 
21,osP =44 Pa; 

3taP =14 Pa and 
31,osP =33 Pa; 

4taP =10 Pa and 
41,osP =22 Pa; 

5taP =7 

Pa and 
51,osP =12 Pa; 

6taP =5 Pa and 
61,osP =4.4 Pa; 

7taP =3 Pa and 
71,osP =2.4 Pa 

at  =8.61 (f=1 Hz).  =8.61 (f=1 Hz) as being the critical limit in this study is 

verified once more according to 1,osP / taP <1. Besides, the amplitudes of the 

sinusoidal pressure waveforms at  ≥27.22 (f ≥10 Hz) are seen to be smaller when 

compared those at  <27.22 (f<10 Hz).  

 During the accumulation of the velocity data for 13 radial positions, the static 

pressure data at each pressure measurement station are accumulated 13 times by the 

devised program, TDFC.vi. The pressure data acquired at each station, which are 

taken for 13 times in one run are found to be same in magnitude with an accuracy of 

±0.8%. This verifies the accuracy of pressure measurement at each pressure 

measurement station.  

 

      

taRe =2416, osRe =438,  =2.72,  taRe =3696, osRe =2264,  =3.85,  

  1A =0.18     1A =0.61 

 

      

taRe =2325, osRe =1108,  =5.44,  taRe =2261, osRe =1209,  =6.67, 

  1A =0.48     1A =0.53 
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taRe =2765, osRe =1140,  =7.70,  taRe =2233, osRe =754,  =8.61, 

  1A =0.41     1A =0.34 

 

 

 

 

      

taRe =2408, osRe =1000,  =12.17, taRe =1699, osRe =888,  =17.22, 

  1A =0.42     1A =0.52 

 

 

 

 

      

taRe =2403, osRe =788,  =27.22,  taRe =1449, osRe =107,  =32.21, 

  1A =0.33     1A =0.07 

 

 

Figure 8.20. Pressure waveforms acquired from each pressure transmitters for runs 3, 

42, 62, 90, 110, 128, 149, 174, 190 and 207 



 186 

8.2.5. Flow resistance in pulsatile laminar regime 

 Flow resistance in pulsatile laminar regime is investigated in terms of friction 

factor, static pressure drop and wall shear stress in this study. The friction factors as 

instantaneous friction factor, )(tu , time averaged friction factor, tau , , and 

instantaneous laminar quasi-steady friction factor, )(tqL  are evaluated by means of 

the velocity and pressure measurements.  

 

    

8.2.5.1. Variations of LtP )(  , )(tUm  and )(tw in pulsatile laminar regime 

The last two pressure transmitters located at 15D downstream and 15D 

upstream of the hotwire probe at the velocity measurement station, X/D=589 and 

619, are used to evaluate the instantaneous static pressure drop per unit length, 

LtP /)(  by means of the devised program, TDFC.vi. The experimentally 

determined LtP /)(  is compared with its FFT approximation for each run. 

Instantaneous wall shear stress, )(tw is also evaluated using the definition of the 

well-known momentum integral equation given in Eq. (2.16).  

Figure 8.21 shows the combined profiles of the experimentally measured 

)(tUm  and LtP /)( with their FFT approximations, and the theoretically evaluated 

)(tw  in laminar regime as sample plots. The shapes of the experimentally measured 

)(tUm , LtP /)( and calculated )(tw  are seen to be sinusoidal. The solid lines on the 

measured LtP /)(  and )(tUm show the first order FFT approximations of 

LtP /)( and )(tUm . 

As can be seen from Fig. 8.21, there are excellent agreements 

between LtP /)( , )(tUm  and their FFT approximations with the maximum 

deviations of ±2%. However some deviated data signals are seen on the pressure 

waveforms at  =2.72 (f=0.1 Hz) with a maximum deviation of ±5%. In fact there 

is a good agreement between LtP /)( and its FFT approximation at  =2.72 
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(f=0.1 Hz), however it does not look like so due to more pressure data acquired at 

one period as 1000 data.  

The effect of   on the behavior of the )(tw  profiles can be seen in Fig. 

8.21. Although the time averaged and oscillating components of )(tw have always 

positive values at  ≤3.85 (f ≤0.2 Hz), )(tw  has negative values at some instants 

at  >3.85 (f >0.2 Hz). Also, tawosw ,1,, / >1 is observed at  >3.85 (f >0.2 Hz).    

 

 

taRe =2416, osRe =438,  =2.72 and 1A =0.18 

 

 

taRe =3058, osRe =2438,  =3.85 and 1A =0.79 

 

 

taRe =2548, osRe =1164,  =7.70 and 1A =0.46 
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taRe =1390, osRe =978,  =12.17 and 1A =0.70 

 

 

taRe =2160, osRe =832,  =17.22 and 1A =0.39 

 

 

taRe =2762, osRe =340,  =27.22 and 1A =0.12 

 

Figure 8.21. Variations of LtP )(  , )(tUm  with their FFT approximations and 

)(tw for runs 3, 47, 112, 156, 168, 186 

 

 

8.2.5.2. The variations of )(tu  and )(tqL in pulsatile laminar regime  

The flow resistance characteristics in terms of instantaneous friction 

factor, )(tu , time averaged friction factor, tau , , and instantaneous laminar quasi-
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steady friction factor, )(tqL are also evaluated by means of the measured data of 

LtP /)(  and )(tUm  in TDFC.vi.  

There is a constant value of tau ,  at each run. The variations of 

)(tu and )(tqL in laminar regime are given together for the sample runs of 3, 47, 

133, 156, 168 and 186 in Fig. 8.22. The time dependency of )(tu and )(tqL  are seen 

in the figure although )(tqL is based on quasi-steady approach. )(tu  profiles are 

time dependent but not sinusoidal at all values of  . 

As can be seen from the figure, the magnitudes of )(tu and )(tqL  are rather 

different from each other at each run. Hence it is verified that the experimental range 

is not in quasi-steady regime. As noticed from the figure, the characteristic behaviors 

of )(tu and )(tqL  are completely different at each  . Although )(tqL has a 

noticeable time dependency at  ≤8.61 (f ≤1 Hz), the pulsatile variation disappears 

at  >8.61 (f >1 Hz) as seen from the figure. 

It is also noticed that there is an effect of 1A  on the behavior of )(tu profile 

at each  . When 1A  is increased from 1A =0.10 to 1A =0.90 at any value of  , 

the shape of )(tu profile is deformed and getting sharp and sharp. The profiles of 

)(tu in Fig. 8.22a and 8.22f are very smooth and almost sinusoidal at 1A =0.18 and 

1A =0.12, respectively. However, )(tu profile begins to change in shape as a hill at 

1A ≥0.30 as seen in Fig. 8.22e. Moreover this hill-shape is getting sharp and sharp 

when 1A is increased as can be observed in Fig. 8.22b, 8.22c and 8.22d. However, 

there is no effect of   on the deformation of the )(tu profile.  
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(a) taRe =2416, osRe =438,  =2.72,            (b) taRe =3058, osRe =2438,  =3.85, 

  1A =0.18     1A =0.79 

             

                     

(c) taRe =1473, osRe =804,  =8.61,              (d) taRe =1390, osRe =978,  =12.17, 

  1A =0.55     1A =0.70 

 

                     

(e) taRe =2160, osRe =832,  =17.22,             (f) taRe =2762, osRe =340,  =27.22, 

  1A =0.39     1A =0.12 

 

 

Figure 8.22. Variations of )(tu and qL for runs 3, 47, 133, 156, 168 and 186 
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8.3. Pulsatile Flow Regime at the Onset of Transition to Turbulence 

8.3.1. Velocity waveforms in pulsatile flow regime at the onset of transition to 

turbulence 

The sample plots of velocity waveforms at the onset of the transition to 

turbulence are given in this section. Near each velocity waveform, the corresponding 

graphical representation of the transition detection method is introduced. The plots 

are selected covering all   in the range of 2.72≤  ≤32.21. The plots are 

directly outputs of the devised program, TDFC.vi. The intermittency factor, γ, at the 

onset of the transition to turbulence is found to be less than 0.1 in the covered 

experimental ranges.  

 Figure 8.23 illustrates the velocity waveforms at the onset of transition and 

the graphical representation of the used transition detection method at r/R=0.977 and 

r/R=0 for  =2.72. The turbulent bursts at r/R=0.977 are seen in the decelerating 

phase of the velocity waveform as peaks in shape (see Fig. 8.23a), however the 

turbulent bursts at r/R=0 are seen in the decelerating phase of the waveform as 

collapse in shape (see Fig. 8.23b). These typical shapes of the turbulent bursts are 

seen in the study of Wygnanski and Champagne (1973), Wygnanski et al. (1975), 

Durst and Ünsal (2006) as puffs in steady transitional flows and in the Ph.D. thesis of 

Nishi in time dependent pipe flows (Nishi, 2009).  

In Fig. 8.23, the graphical representations of the detection method are also 

introduced for r/R=0.977 and r/R=0 at  =2.72. The dynamic turbulence detection 

parameter, 3TDP  and the dynamic threshold parameter, 1TP  for f ≤1 Hz are 

introduced in the previous chapter as    22
),( νωUdttrdUR ta  and  nω1 , 

respectively. The dynamic 1TP  is denoted with the red dashed line in the detection 

method.  

As is seen from the figure, the instantaneous values of the 3TDP  exceed the 

1TP =0.905 in magnitude at the instants where the turbulent bursts occur for both 

r/R=0.977 and r/R=0 at  =2.72 ( f = 0.1 Hz). As can be noticed from the figure, 
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the occurrence of the turbulent bursts (as peaks of turbulence detection parameter on 

the graphic of the detection method) has also time periodicity, due to the 

propagations of the turbulent bursts to downstream of the pipeline, such that the 

peaks appear at the definite time and period, i.e. at t=5 s, 15 s, 25 s and 35 s with the 

incremental of 10 s which is the period of T=10 s for  =2.72 ( f=0.1 Hz). The 

dynamic 3TDP  is    22
),( νωUdttrdUR ta  for  ≤8.61 (f ≤1 Hz) as can be seen 

from the following figures.  

 

           

(a) taRe =3018, osRe =1610,  =2.72 and 1A =0.53 (r/R=0.977)  

 

           

(b) taRe =3018, osRe =1610,  =2.72 and 1A =0.53 (r/R=0) 

 

Figure 8.23. Velocity waveforms at the onset of transition and transition to 

turbulence method at r/R=0.977 and r/R=0 for run 14 

 

 

As mentioned in the previous chapter, the 1TP  and 2TP  for both f ≤1 Hz and   

f >1 Hz, respectively are dynamic and their magnitudes are dependent on  , in 

other words f. Figure 8.24 shows the variation of the dynamic 1TP =  nω1  for f ≤1 

Hz . The value of 1TP decreases when   (in other words f ) increases. 
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Figure 8.24. Variation of 1TP  with f  in the range of 2.72≤  ≤8.61  

 

 

In order to verify the detection method, a sample plot is shown in Fig. 8.25 

for laminar regime at  =2.72. As seen from the figure, the instantaneous values 

of    22

3 ),( νωUdttrdURTDP ta  at both r/R=0.977 and r/R=0 do not exceed the 

dynamic 1TP =  nω1 in the magnitude of 0.905 at any instant for  =2.72 ( f=0.1 

Hz), due to existing no turbulent burst on the velocity waveforms as shown from the 

waveform graphs. The small perturbation on the velocity waveform at r/R=0.977 (see 

Fig. 8.25a) is due to the wall effect; however no turbulent burst is detected on the 

velocity waveform. 1TP  for  =2.72 are quite above the maximum values of 3TDP  

at both radial positions. Hence no transition to turbulence is detected for this run at 

both r/R=0.977 and r/R=0 by the devised program, TDFC.vi. This verification of the 

detection method is satisfied for the other runs.  

 

 

 

           

(a) taRe =2347, osRe =2248,  =2.72 and 1A =0.96 (r/R=0.977)   
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(b) taRe =2347, osRe =2248,  =2.72 and 1A =0.96 (r/R=0) 

 

Figure 8.25. Laminar velocity waveforms and graphical representations of the 

detection method at r/R=0.977 and r/R=0 for run 26  

 

 

 

 The velocity waveforms at the onset of transition and the graphical 

representations of the used detection method for both r/R=0.977 and r/R=0 at 

 =3.85,  =5.44 and  =6.67 are shown in Fig. 8.26. The turbulent bursts at 

r/R=0.977 are seen as peaks in shape in the decelerating phase of the waveforms. The 

bursts at r/R=0 are seen as collapses in shape in the decelerating phase of the 

waveforms. As seen from the graphical representations of the detection method, the 

instantaneous values of 3TDP  for both r/R=0.977 and r/R=0 at  =3.85,  =5.44 

and  =6.67 exceed the dynamic 1TP =  nω1 in the magnitudes of 0.764, 0.508 

and 0.320, respectively at the instants where the turbulent bursts occur.   

 

           

 

(a) taRe =4817, osRe =3939,  =3.85 and 1A =0.82 (r/R=0.977)  
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(b) taRe =4817, osRe =3939,  =3.85 and 1A =0.82 (r/R=0) 

 

 

            

(a) taRe =3887, osRe =1940,  =5.44 and 1A =0.50 (r/R=0.977) 

    

               

(b) taRe =3887, osRe =1940,  =5.44 and 1A =0.50 (r/R=0) 

 

 

            

(a) taRe =3229, osRe =1616,  =6.67 and 1A =0.50 (r/R=0.977)   
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(b) taRe =3229, osRe =1616,  =6.67 and 1A =0.50 (r/R=0) 

 

Figure 8.26. Velocity waveforms at the onset of transition and transition to 

turbulence method at r/R=0.977 and r/R=0 for runs 50, 64 and 88 

 

 

 Figure 8.27 shows the velocity waveforms and the graphical representations 

of the turbulence detection method at r/R=0.977 and r/R=0 for run 86 in which the 

flow is laminar at all radial positions of the hotwire probe at taRe =2893 and 

 =6.67. The small perturbations on the waveform at r/R=0.977 is due to the wall 

effect. As seen from Fig. 8.27, the dynamic 1TP  is quite greater than the maximum 

value of 3TDP  at both radial positions. Hence TDFC.vi does not detect any turbulent 

bursts in this run. This illustration is introduced in order to verify the accuracy of the 

detection method once more.    

 

 

 

           

(a) taRe =2893, osRe =1184,  =6.67 and 1A =0.41 (r/R=0.977)  
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(b) taRe =2893, osRe =1184,  =6.67 and 1A =0.41 (r/R=0) 

 

Figure 8.27. Laminar velocity waveforms and graphical representations of the 

detection method at r/R=0.977 and r/R=0 for run 86 

 

 

 The velocity waveforms at the onset of transition and the detection method at 

r/R=0.977 and r/R=0 for  =7.70 and  =8.61 are shown in Fig. 8.28. The 

turbulent bursts are seen as peaks in shape in the decelerating phase of the 

waveforms at r/R=0.977. They are seen as collapses in shape in the decelerating 

phase of the waveforms at r/R=0. The graphical representations of the transition to 

turbulence method for both r/R=0.977 and r/R=0 are also illustrated in the figure. 

When turbulent bursts occur in the flow, the maximum values of 

   22

3 ),( νωUdttrdURTDP ta  for  =7.70 and  =8.61 are seen to be above 

the dynamic 1TP =  nω1 which are 0.195 and 0.116 in magnitude, respectively, as 

can be observed from the graphical representations of the detection method. Hence, 

TDFC.vi detects the turbulent bursts and gives an alarm.     

            

(a) taRe =3144, osRe =1587,  =7.70 and 1A =0.50 (r/R=0.977)    
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(b) taRe =3144, osRe =1587,  =7.70 and 1A =0.50 (r/R=0) 

 

 

             

(a) taRe =2759, osRe =521,  =8.61 and 1A =0.19 (r/R=0.977)    

 

           

(b) taRe =2759, osRe =521,  =8.61 and 1A =0.19 (r/R=0) 

 

 

Figure 8.28. Velocity waveforms at the onset of transition and transition to 

turbulence method at r/R=0.977 and r/R=0 for runs 113 and 123 

 

 

 

 As stated in previous chapter, the turbulence detection sub-program 

embedded into TDFC.vi is divided into two parts for the cases of  ≤8.61 (f≤1 Hz) 
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and  >8.61 ( f >1 Hz). The dynamic 4TDP  and the dynamic 2TP  become 

   222
),( ωUdttrdU ta  and  41  , respectively for  >8.61 ( f >1 Hz), which 

are used in TDFC.vi for detection of the onset of transition when it occurs. Figure 

8.29 shows the variation of the dynamic 2TP =  41   for  >8.61 ( f >1 Hz). The 

value of 2TP  decreases when   (in other words f ) increases. 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.29. Variation of 2TP  with f  in the range of 12.17≤  ≤32.21  

 

 

 

 Figure 8.30 shows the velocity waveforms at the onset of transition and the 

graphics of the detection method at r/R=0.977 and r/R=0 for  >8.61 ( f >1 Hz) 

corresponding to  =12.17,  =17.22,  =27.22 and  =32.21. As can be 

noticed from Fig. 8.30b, the turbulent bursts are seen to be like sudden and sharp 

drops in shape in the decelerating phase at r/R=0 for  >8.61, rather than 

previously observed collapses in shape for  ≤8.61. As shown in the figure, the 

instantaneous 4TDP  values are seen to be above 2TP  at the instants where the 

transition to turbulence starts.  
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(a) taRe =2541, osRe =766,  =12.17 and 1A =0.30 (r/R=0.977)  

 

 

 
  

       

(b) taRe =2541, osRe =766,  =12.17 and 1A =0.30 (r/R=0) 

 

 

 

 

     

(a) taRe =2662, osRe =405,  =17.22 and 1A =0.15 (r/R=0.977) 

 

 

 

 
 

        

(b) taRe =2662, osRe =405,  =17.22 and 1A =0.15 (r/R=0) 
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(a) taRe =2779, osRe =284,  =27.22 and 1A =0.10 (r/R=0.977)  

 

 
   

    

(b) taRe =2779, osRe =284,  =27.22 and 1A =0.10 (r/R=0) 

 

 

 

     

(a) taRe =2643, osRe =933,  =32.21 and 1A =0.35 (r/R=0.977) 

 

 

     

    

(b) taRe =2643, osRe =933,  =32.21 and 1A =0.35 (r/R=0) 

 

 

Figure 8.30. Velocity waveforms at the onset of transition and transition to 

turbulence method for  >8.61(f >1 Hz) at r/R=0.977 and r/R=0 for runs 146, 164, 

185, 214  
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 Figure 8.31 shows the velocity waveforms at all r/R at the onset of transition 

to turbulence for runs 50, 64, 88, 113, 123, 146, 164, 185 and 214. The transition to 

turbulence in the decelerating phase of the velocity waveforms can be seen clearly at 

all radial positions for  =2.72 and  =3.85 as can be observed from the figure. 

The turbulent bursts are as peaks in shape from r/R=0.977 to r/R=0.692. After 

r/R=0.692 towards the pipe centerline, the bursts become as collapses in shape. The 

same behavior was seen in the Ph.D. thesis of Nishi (Nishi, 2009). However, the 

turbulent bursts cannot be easily seen on the velocity waveforms for  ≥17.22 ( f 

≥4 Hz) by direct visual observation on the velocity waveforms although turbulent 

bursts occur at  ≥17.22. Hence the importance of the devised turbulence 

detection program arises once more.    

 

 

   

 taRe =3018,  =2.72, 1A =0.53    taRe =4817,  =3.85, 1A =0.82 

 

 

 

 

   

          taRe =3887,  =5.44, 1A =0.50            taRe =3229,  =6.67, 1A =0.50 
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          taRe =3144,  =7.70, 1A =0.50              taRe =2759,  =8.61, 1A =0.19 

 

 

 

 

   

          taRe =2541,  =12.17, 1A =0.30              taRe =2662,  =17.22, 1A =0.15   

 

 

 

 

 

   

          taRe =2779,  =27.22, 1A =0.10            taRe =2643,  =32.21, 1A =0.35  

  

 

Figure 8.31. Velocity profiles at all r/R at the onset of transition to turbulence for 

runs 50, 64, 88, 113, 123, 146, 164, 185 and 214  
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 According to the observations on the velocity waveforms at the onset of 

transition, the following expressions can be deduced as: 

1) The observed shapes of the velocity profiles in all runs of the experimental study 

are sinusoidal at the onset of transition.  

2) The turbulent bursts are seen in the decelerating phase of the velocity waveform as 

peaks and collapses in shape at r/R=0.977 and r/R=0, respectively for  ≤8.61. 

The turbulent bursts are seen to be like sudden and sharp drops in shape in the 

decelerating phase at r/R=0 for  >8.61. The critical state of  >8.61 (f>1 Hz) 

is verified once more. 

3) The dynamic 3TDP  and 1TP  are used    22
),( νωUdttrdUR ta  and  nω1 , 

respectively for f ≤1 Hz. The dynamic 4TDP  and 2TP  become    222
),( ωUdttrdU ta  

and  41  , respectively for  >8.61 ( f >1 Hz). 

4) The occurrence of the turbulent bursts is found to be time periodicity, due to the 

propagations of the turbulent bursts to downstream of the pipeline. 

5) 1TP  and 2TP  decrease when   (in other words f ) increases for both f ≤1 Hz 

and f >1 Hz. 

6) It is verified that TDFC.vi does not detect any turbulent bursts at any radial 

position throughout the pipe cross-section and does not give an alarm for runs in 

laminar regime. This verification of the detection method is satisfied for all runs in 

laminar regime.  

7) The velocity waveforms at all r/R at the onset of transition are also shown in 

figures for all values of  . The turbulent bursts in the decelerating phase of the 

velocity waveforms can be seen clearly at all radial positions for  <17.22. 

However, the turbulent bursts cannot be detected by means of the visual observation 

of velocity waveforms for  ≥17.22 ( f ≥4 Hz). Hence the importance of the 

devised turbulence detection program arises once more.    
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8.3.2. Velocity distributions of time averaged and oscillating components in 

pulsatile flow regime at the onset of transition to turbulence 

 To obtain velocity distributions of time averaged and oscillating components, 

taU  and 1,osU  in pulsatile pipe flow, the first method is used in TDFC.vi as 

previously mentioned.  

 The cross-sectional distributions of 
taU  and 1,osU at the onset of transition 

at  =2.72, 3.85 and 5.44 for runs 14, 50 and 64 are given in Fig. 8.32. The 

distributions of taU  are not parabolic in shape, hence do not obey the well-known 

Blasius profile at the onset of transition as shown in Fig. 8.33. There is a big 

deviation between the experimental data and the Blasius theory with ±22% near the 

pipe centerline. The distributions of 1,osU  are also not parabolic and do not obey the 

theoretical steady flow Blasius profile as shown in Fig. 8.34. These deductions 

certify that these runs are not laminar and they are at the onset of transition. The 

cross-sectional distribution of 1,osU  begins to collapse near the pipe centerline 

when  ≥3.85 as shown in Fig. 8.32. This behavior of 1,osU distribution is similar 

with that in laminar regime.  

 

          

(a) taRe =3018, osRe =1610,  =2.72 and 1A =0.53   
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(b) taRe =4817, osRe =3939,  =3.85 and 1A =0.82 

          

(c) taRe =3887, osRe =1940,  =5.44 and 1A =0.50 

 

Figure 8.32. Cross-sectional distributions of taU  and 1,osU  for runs 14, 50 and 64 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.33. Cross-sectional distributions of tamta UU ,/  with r/R for runs 14, 50 and 

64 at the onset of transition 
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Figure 8.34. Cross-sectional distributions of 1,,1, / osmos UU  with r/R for runs 14, 50 

and 64 at the onset of transition 

 

 

 The cross-sectional distributions of 
taU  and 1,osU  for  ≥6.67 (f ≥0.6 Hz) 

at the onset of transition are given in Fig. 8.35.  The profiles of 1,osU are rather 

different than those  <6.67 (f<0.6 Hz). As seen from Fig. 8.35, 

1,osU distributions firstly begin to increase towards the pipe centerline, then decrease 

and later maintain its constant magnitude up to pipe centerline, which is similar with 

those in laminar regime. These behaviors of 1,osU distributions are similar with 

theoretical laminar theory for 1,osU , Eq. (4.23), which is given in the paper of Ohmi 

et al. (1982), however do not obey exactly due to the onset of transition to 

turbulence.  

 The increase rate of 1,osU distribution is dependent on  . 1,osU  increases 

up to r=0.0067 m and then decrease up to pipe centerline at  =6.67. As   

increases, the increase of 1,osU  shifts towards the pipe centerline such that 1,osU  

increases up to r=0.0082 m at  =7.70, r=0.0092 m at  =8.61 and r=0.0102 m 

at  ≥12.17. This shift of the increase rate is also seen in the 1,osU distribution in 

laminar regime.    
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 The distribution of 1,osU at  =32.21 is unexpected in shape at the onset of 

transition as seen in Fig. 8.35g. The value of 1,osU suddenly increased after r=0.0052 

m towards pipe centerline. This behavior of 1,osU  distribution is seen for only 

1A ≤0.35 at  =32.21. 

        

(a) taRe =3229, osRe =1616,  =6.67 and 1A =0.50   

          

(b) taRe =3144, osRe =1587,  =7.70 and 1A =0.50 

          

(c) taRe =2759, osRe =521,  =8.61 and 1A =0.19 
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(d) taRe =2541, osRe =766,  =12.17 and 1A =0.30 

 

          

(e) taRe =2662, osRe =405,  =17.22 and 1A =0.15 

 

          

(f) taRe =2779, osRe =284,  =27.22 and 1A =0.10 
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(g) taRe =2643, osRe =933,  =32.21 and 1A =0.35 

 

Figure 8.35. Cross-sectional distributions of 
taU  and 1,osU  for runs 88, 113, 123, 

146, 164, 185 and 214  

 

 

 

 The distributions of taU  at  ≥6.67 (f ≥0.6 Hz) are not parabolic in shape 

and also do not obey the Blasius profile at the onset of transition as same as those at 

 <6.67 (f <0.6 Hz) as shown in Fig. 8.36. The deviation between the 

experimental data and the Blasius theory is ±20% near the pipe centerline. The 

distributions of 1,osU  are also not parabolic and do not obey the theoretical steady 

flow Blasius profile as shown in Fig. 8.37. The common behavior of 1,,1, / osmos UU  

distributions for  ≥6.67 is given with the dashed line.     

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.36. Cross-sectional distributions of tamta UU ,/  with r/R for runs 88, 113, 123, 

146, 164, 185 and 214 at the onset of transition 
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Figure 8.37. Cross-sectional distributions of 1,,1, / osmos UU  with r/R for runs 88, 113, 

123, 146, 164, 185 and 214 at the onset of transition 

 

 

 As a result, the following deductions on the cross-sectional distributions of 

taU  and 1,osU at the onset of transition can be given as follows; 

1) The distributions of 
taU  are not parabolic in shape and do not obey the Blasius 

profile at the onset of transition for  ≤5.44 with a big deviation between the 

experimental data and the Blasius theory of ±22% near the pipe centerline. The 

distributions of taU  at  ≥6.67 (f ≥0.6 Hz) are not parabolic in shape and are not 

compatible with the Blasius profile at the onset of transition with a maximum 

deviation of ±20% near the pipe centerline. 

2) The distributions of 1,osU  are also not parabolic and do not obey the theoretical 

steady flow Blasius profile.   

3) The cross-sectional distribution of 1,osU  begins to collapse near the pipe 

centerline when  ≥3.85.  

4) The cross-sectional distributions of 1,osU  for  ≥6.67 (f ≥0.6 Hz) at the onset 

of transition are rather different than those  <6.67 (f<0.6 Hz).  

5) The increase rate of    1,osU
  
distribution is dependent on  . As   increases, 
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the increase of 1,osU  shifts towards the pipe centerline such that 1,osU  increases up 

to r=0.0082 m at  =7.70, r=0.0092 m at  =8.61 and r=0.0102 m at 

 ≥12.17.  

6) The distribution of 1,osU at  =32.21 for only 1A ≤0.35 is different in shape 

than others at the onset of transition. The value of 1,osU suddenly increased after 

r=0.0052 m towards pipe centerline. This behavior of 1,osU  distribution is seen at 

only  =32.21.  

 

 

8.3.3. Mean velocity profiles in pulsatile flow regime at the onset of transition to 

turbulence 

The mean velocity profiles obtained experimentally with their FFT 

approximations as direct output plots of TDFC.vi are shown in Fig. 8.38 for runs 14, 

64, 113, 146, 164 and 185. The shapes of the mean velocity profiles obtained 

experimentally are sinusoidal. The influence of the turbulent bursts can be seen on 

the mean velocity profiles. Due to the transition to turbulence, there are some 

deviations between the experimental and theoretical mean velocity profiles. The 

mean deviations between the experimental and theoretical mean velocity are ±8% for 

all runs.  

 

 

 

taRe =3018,  =2.72, 1A =0.53    taRe =3887,  =5.44, 1A =0.50 
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taRe =3144,  =7.70, 1A =0.50  taRe =2541,  =12.17, 1A =0.30   

 

 

taRe =2662,  =17.22, 1A =0.15    taRe =2779,  =27.22, 1A =0.10   

 

Figure 8.38. Cross-sectional mean velocity profiles obtained experimentally and 

theoretically for runs 14, 64, 113, 146, 164 and 185 

 

 

8.3.4. Pressure waveforms in pulsatile flow regime at the onset of transition to 

turbulence 

 The pressure waveforms at the onset of transition are seen in Fig. 8.39 for 

runs 14, 50, 64, 88, 113, 123, 146, 164, 185 and 214. The shapes of the pressure 

waveforms at the onset of transition are sinusoidal at each downstream location as 

same as velocity waveforms. Although the time dependency of the pressure 

waveforms for P6 and P7 at last two axial locations of X/D=589 and 619 are not 

clearly observed, these waveforms are exactly sinusoidal at all values of  , 

however rather small in magnitude, as observed those in laminar regime.  

 As noticed from the figure, the magnitude of static pressures at each phase is 

decreased at downstream locations. The oscillation amplitudes of the sinusoidal 

pulsation become very small at  =27.22 and  =32.21 as can be seen from the 
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last two plots. Meanwhile, the magnitudes of 1,osP are always seen to be smaller than 

their corresponding magnitudes of taP ( 1,osP / taP <1) at each downstream pressure 

measurement stations at all values of  , except those at  =8.61 (f=1 Hz) 

and  =12.17 (f=2 Hz), as being 1,osP / taP >1 at the onset of transition as same as 

the pressure waveforms in the laminar regime. At  =27.22 and  =32.21, the 

magnitudes of the oscillation amplitude at each axial location of the pressure 

transmitter are found to be smaller when compared with those at  <27.22.  

 It is not meaningful to say that the time averaged and oscillating components 

of pressure, taP  and 1,osP  are seen to increase when an increase of taRe . On contrary 

to laminar regime, the higher values of taP  and 1,osP  can be seen for lower taRe . The 

maximum taP  is found to be 130 Pa at the axial location of the first pressure 

transmitter at maximum taRe =4817. Meanwhile, the accelerating phases of the 

pressure waveforms for  =2.72 and  =3.85 are inclined rightwards which are 

seen only at the onset of transition as seen from the figure. This behavior is not 

observed for other values of  . 

 

        

      

taRe =3018,  =2.72, 1A =0.53     taRe =4817,  =3.85, 1A =0.82 
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taRe =3887,  =5.44, 1A =0.50     taRe =3229,  =6.67, 1A =0.50  

 

 

  

      

taRe =3144,  =7.70, 1A =0.50   taRe =2759,  =8.61, 1A =0.19 

 

 

 

      

taRe =2541,  =12.17, 1A =0.30     taRe =2662,  =17.22, 1A =0.15   
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taRe =2779,  =27.22, 1A =0.10  taRe =2643,  =32.21, 1A =0.35 

 

 

Figure 8.39. Pressure waveforms acquired from each pressure transmitters for runs 

14, 50, 64, 88, 113, 123, 146, 164, 185 and 214 

 

 

 

 

8.3.5. Flow resistance in pulsatile flow regime at the onset of transition to 

turbulence 

 Frictional loss characteristics at the onset of the transition to turbulence are 

also investigated in the experimental study. The frictional factors as instantaneous 

friction factor, )(tu , time averaged friction factor, tau , , and instantaneous laminar 

quasi-steady friction factor, qL  are evaluated by means of the velocity and pressure 

measurements.  

 

8.3.5.1. Variations of LtP )(  , )(tUm  and )(tw  in pulsatile flow regime at the 

onset of transition to turbulence 

The last two pressure transmitters at X/D=589 and 619 are used to evaluate 

the pressure drop through the test section. In the devised program, TDFC.vi, the 

instantaneous pressure drop per unit length, LtP /)(  is evaluated at the onset of 

transition to turbulence. The experimentally determined values of LtP /)(  are 

compared with FFT approximations for each run. Instantaneous wall shear 

stress, )(tw is also evaluated using the definition of momentum integral equation 

given in Eq. (2.16). In Fig. 8.40, the solid lines on the measured LtP /)(  and 

)(tUm show the first order FFT approximations of LtP /)( and )(tUm  for runs 14, 
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57, 113, 146, 164, 185. The shapes of the experimentally measured )(tUm , 

LtP /)( and theoretically evaluated )(tw  are seen to be sinusoidal. 

The mean deviation between LtP /)(  and its FFT approximation is found to 

be ±10% due to flow being at the onset of transition. The deviation of LtP /)(  and 

its FFT approximation becomes closer to each other for  >7.70 at the onset of 

transition. The turbulent bursts on the pressure and velocity waveforms are seen at 

the same instants.  

 

 

taRe =3018, osRe =1610,  =2.72 and 1A =0.53  

  

 

 

 

taRe =3192, osRe =900,  =5.44 and 1A =0.28 

 

 

 

 

taRe =3144, osRe =1587,  =7.70 and 1A =0.50 
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taRe =2541, osRe =766,  =12.17 and 1A =0.30 

 

 

 

 

taRe =2662, osRe =405,  =17.22 and 1A =0.15 

 

 

 

 

taRe =2779, osRe =284,  =27.22 and 1A =0.10 

 

 

Figure 8.40. Variations of LtP )(  , )(tUm  with their FFT approximations and 

)(tw for runs 14, 57, 113, 146, 164, 185 

 

 

8.3.5.2. The variations of )(tu  and )(tqL  in pulsatile flow regime at the onset of 

transition to turbulence 

The variations of )(tu and qL  for runs 14, 50, 113, 146, 164, 185 are given 

in Fig. 8.41. The time dependency of )(tu and )(tqL  are seen in the figure although 

)(tqL is based on quasi-steady approach. )(tu  and )(tqL profiles are time 



 219 

dependent but not sinusoidal at all values of  . As can be seen from the figure, 

the magnitudes of )(tu and )(tqL  are rather different from each other at each run as 

same as those in laminar regime. Hence it is verified that the experimental range is 

not in quasi-steady regime. Although )(tqL has a time dependency at  ≤8.61 (f 

≤1 Hz), the pulsatile variation disappears at  >8.61 (f >1 Hz). 

It is also noticed that there is an effect of 1A  on the behavior of )(tu profile 

at each   as observed in laminar regime. When 1A  is increased from 1A =0.10 to 

1A =0.90 at any value of  , the shape of )(tu profile is deformed and getting 

sharp and sharp. )(tu profile begins to change in shape as a hill at 1A ≥0.30 as seen 

in Fig. 8.41. The same deduction is expressed for )(tu profile in laminar regime. 

Moreover this hill-shape is getting sharp and sharp when 1A is increased. However, 

there seems to be no effect of   on the shape formation of the )(tu profile. 

 

 

                     

taRe =3018, osRe ,  =2.72,               taRe =4817, osRe =3939,  =3.85   

  1A =0.53     1A =0.82 
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taRe =3144, osRe =1587,  =7.70                taRe =2541, osRe =766,  =12.17 

  1A =0.50     1A =0.30 

 

 

 

 

                     

taRe =2662, osRe =405,  =17.22                taRe =2779, osRe =284,  =27.22 

  1A =0.15     1A =0.10 

 

Figure 8.41. Variations of )(tu and qL for runs 14, 50, 113, 146, 164, 185 

 

 

8.6. Conclusions 

Flow dynamics of pulsatile flow in laminar regime and at the onset of 

transition can be expressed as follows; 

1) The observed shapes of the velocity profiles both in laminar regime and at the 

onset of transition are sinusoidal.  
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2) The increase in 1A  at constant   causes the flow to keep in laminar regime for 

 <32.21 (f <14 Hz).  

3)  >8.61 (f >1 Hz) is found to be the critical state both in the laminar regime and 

at the onset of transition. This critical state has also been expressed previously by 

means of the data available in the literature. For  >8.61 (f >1 Hz), the turbulent 

bursts are seen as sudden and sharp drops in shape in the decelerating phase at r/R=0 

at the onset of the transition to turbulence although they are as collapses in shape for 

f≤1 Hz.  

4) The occurrence of the turbulent bursts is found to be time periodicity as a result of 

the propagations of the turbulent bursts along the pipeline. 

5) The cross-sectional distributions of 
taU  in laminar regime obey the theoretical 

Blasius profile with a maximum deviation of ±4% for all values of  , except for 

 =31.22 (f =14 Hz). However, the distributions of 
taU  at the onset of transition 

are not parabolic in shape and do not obey the Blasius profile with a mean deviation 

±22% near the pipe centerline.  

6) The cross-sectional distributions of 1,osU  both in laminar regime and at the onset 

of transition do not obey the theoretical steady flow Blasius profile. The distributions 

of 1,osU  for  ≥6.67 (f ≥0.6 Hz) firstly tends to increase towards the pipe 

centerline, then decrease and later keep its magnitude constant up to pipe centerline 

both in laminar regime and at the onset of transition. The increase rate of 

1,osU distribution is dependent on  . When   increases, the increase of 1,osU  

shifts towards the pipe centerline from r=0.0067 m at  =6.67 to r=0.0102 m at 

 =32.21.  

7) At the onset of transition, the distribution of 1,osU at  =32.21 is different in 

shape than others for 1A ≤0.35. The value of 1,osU suddenly increased after r=0.0052 

m towards pipe centerline.  
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8) The shapes of the mean velocity profiles obtained experimentally in laminar 

regime and at the onset of transition are sinusoidal. There are excellent agreements 

between the experimental and theoretical mean velocity profiles in laminar regime. 

However, the influence of the turbulent bursts can be seen on the mean velocity 

profiles at the onset of transition. The mean deviations between the experimental and 

theoretical mean velocities are found as ±8% for all runs due to the onset of 

transition.  

9) The static pressure data at each pressure measurement station are accumulated 13 

times by the devised program, TDFC.vi due to the velocity measurements throughout 

13 radial positions. The pressure data acquired at each station, which are taken for 13 

times in one run are found to be same in magnitude with an accuracy of ±0.8%.  

10) The shapes of the pressure waveforms are sinusoidal as same as velocity 

waveforms in laminar regime and at the onset of transition. The magnitudes of 

1,osP are found to be greater than taP  ( 1,osP / taP >1) at  =8.61 (f=1 Hz), 

 =12.17 (f=2 Hz) and  =17.22 (f=4 Hz) in laminar regime. On the other hand, 

the magnitudes of 1,osP are found to be greater than taP  ( 1,osP / taP >1) at  =8.61 

(f=1 Hz) and  =12.17 (f=2 Hz) at the onset of transition. 

11) The conformity between LtP /)( , )(tUm  and their FFT approximations are 

found to be excellent with the maximum deviations of ±2% in laminar regime. 

However, the mean deviation between LtP /)(  and its FFT approximation is found 

to be ±10% due to flow being at the onset of transition. The deviation of LtP /)(  

and its FFT approximation becomes closer to each other for  >7.70 at the onset 

of transition. 

12) There is an effect of 1A  on the behavior of )(tu profile at each  . 

)(tu profile begins to deform and becomes as a hill in shape for 1A ≥0.30 both in 

laminar regime and at the onset of transition. Moreover this hill-shape is getting 

sharp and sharp when 1A is increased. However, no influence of   on the 

deformation of the )(tu profile is found.  
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CHAPTER 9 

 

INTERACTIVE INFLUENCES OF OSCILLATION FREQUENCY AND 

AMPLITUDE ON THE CRITICAL REYNOLDS NUMBERS AND FRICTION 

FACTORS AT THE ONSET OF TRANSITION 

 

9.1. Introduction 

In this study, the time averaged Reynolds number, taRe , the oscillating 

Reynolds number, osRe  and the Reynolds number based on the Stokes layer 

thickness, 
S

Re  are defined at the onset of the transition to turbulence as the 

corresponding critical values of critta,Re , critos,Re and critS ,Re , respectively. These 

critical values of critta,Re , critos,Re and critS ,Re are determined by TDFC.vi when the 

first turbulent bursts are seen on the velocity waveforms.  

In this chapter, the effects of pulsatile flow parameters; Womersley 

number,   and velocity amplitude ratio, 1A  on critta,Re , critos,Re  and critS ,Re are 

investigated. In view of the study of Ohmi and Iguchi (1981), the variation between 

the parameter of 43Reta calculated from the combination of   and taRe and 

the parameter of tausL , is discussed in the laminar regime and at the onset of 

transition.  

As a result of the comprehensive study on the effects of the pulsatile flow 

parameters, some correlation studies are carried out in view of the literature. These 

correlations are also introduced in this chapter.  
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9.2. Effect of 1A  on critta,Re  at Constant Value of   

 Figure 9.1 shows the effect of 1A on critta,Re in the range of 2.72≤  ≤32.21. 

As shown in the figure, the maximum critta,Re at which the transition to turbulence 

starts in the flow is satisfied at  =3.85 ( f=0.2 Hz). The pulsatile flow can be kept 

as laminar up to critta,Re =4817 at  =3.85. Generally, it can be said that critta,Re is 

increased at each   when 1A increases. However, the variations of critta,Re with 1A  

are investigated separately at each   in order to clarify the effect of 1A on 

critta,Re in details.    
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Figure 9.1. Effect of 1A on critta,Re in the range of 2.72≤  ≤32.21 

 

The effect of 1A  on critta,Re at  =2.72 at the onset of transition to 

turbulence is given in the range of 0.10≤ 1A ≤0.90 in Fig. 9.2. The variation of 

critta,Re  with 1A  is seen to be sinusoidal. The value of critta,Re =2702 at 1A =0.10 

increases up to critta,Re =3133 at 1A =0.43, then begins to decrease to critta,Re =2759 

at 1A =0.73, and later increases again to critta,Re =2884 at 1A =0.87, which varies in the 

sinusoidal form in the range of 0.10≤ 1A ≤0.90. However there is no upward or 
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downward inclination of the sinusoidal behavior. The mean value of critta,Re  in the 

range of 0.10≤ 1A ≤0.90 is critta,Re =2891 with a maximum deviation of ±8% as 

denoted with the red dashed line. As a result, the pulsatile flow through the pipeline 

can be kept as laminar up to maximum value of critta,Re =3133 at  =2.72 if the 

velocity amplitude ratio is adjusted to 1A =0.43.     
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Figure 9.2. Effect of 1A on critta,Re at  =2.72 

 

 The variation of critta,Re with 1A  at  =3.85 in the range of 0.10≤ 1A ≤0.90 

is given in Fig. 9.3. The different behavior of critta,Re  variation with 1A  is seen at 

 =3.85 when compared with that at  =2.72. There is an upward inclination in 

the relationship, in which this variation tends to increase up to 1A =0.90. In the 

experimental study, the maximum value of critta,Re  is found as critta,Re =4817 at 

1A =0.87 and  =3.85 as seen from the figure. This means that the flow through 

the pipeline can be kept as laminar up to taRe =4817 in the experiment by adjusting 

the oscillation frequency of the pulsation to f=0.2 Hz (  =3.85).  

 Figure 9.4 illustrates the relationship between critta,Re  and 1A  at  =5.44 at 

the onset of transition to turbulence. The similar behavior like that at  =2.72 is 

seen at  =5.44 but the values of critta,Re are higher than those at  =2.72. 
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critta,Re =2764 is found at 1A =0.10. Its value is increased up to critta,Re =4067 at 

1A =0.59 and then decreases to 3422 at 1A =0.90.  
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Figure 9.3. Effect of 1A on critta,Re at  =3.85 

 

 All these values are found to be higher when compared with those at 

 =2.72, but lower when compared with those at  =3.85. However, the same 

sinusoidal behavior of the variation with upward trend is seen at  =5.44.  

     

2000

2500

3000

3500

4000

4500

5000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

A 1

R
e t

a
,c

ri
t

√ω´=5.44

Figure 9.4. Effect of 1A on critta,Re at  =5.44 

 

As seen from Fig. 9.5, the sinusoidal variation of critta,Re  at  =6.67 tends 

to raise upwards when 1A  increases similarly to the upward trend of the 
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critta,Re variation with 1A  at  =3.85 and  =5.44. The value of critta,Re is found 

to be critta,Re =2729 at 1A =0.10, and increases up to the maximum value of  

critta,Re =3368 at 1A =0.90.    
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Figure 9.5. Effect of 1A on critta,Re at  =6.67 

 

 As seen in Figs. 9.6 and 9.7, the variations of critta,Re  with 1A  are seen to 

become slightly sinusoidal at  =7.70 and  =8.61 when compared with those 

at  ≤6.67. The value of critta,Re  is found as critta,Re =2669 at 1A =0.10 and 

increase up to critta,Re =3295 at 1A =0.90 at  =7.70 in Fig. 9.6. critta,Re =2807 is 

found at  =8.61 and 1A =0.10 and increases to the maximum value of 

critta,Re =3157 at 1A =0.90 as seen in Fig. 9.7. 
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Figure 9.6. Effect of 1A on critta,Re at  =7.70 
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Figure 9.7. Effect of 1A on critta,Re at  =8.61 

 

 

 The sinusoidal variations of critta,Re  with 1A disappear when  ≥12.17, as 

illustrated in Figs. 9.8-9.11. Figure 9.8 shows the relation between critta,Re  and 1A  at 

 =12.17. The effect of 1A  on critta,Re  begins to disappear at  =12.17. The 

values of critta,Re  are found to be critta,Re =2592 at 1A =0.10 and critta,Re =2913 at 

1A =0.90. The mean value of critta,Re  in the range of 0.10≤ 1A ≤0.90 is critta,Re =2752 

with a maximum deviation of ±7% as denoted with the red dashed line. 

 The sinusoidal behavior of the variation between critta,Re and 1A  is not seen at 

 =17.22 in Fig. 9.9. There is almost no effect of 1A  on critta,Re  such that the 

mean value of is critta,Re =2727 in the range of 0.10≤ 1A ≤0.90 with a maximum 

deviation of ±4% as denoted with the red dashed line. The critta,Re values are found as 

critta,Re =2638 at 1A =0.10 and critta,Re =2811 at 1A =0.90 for  =17.22. The values 

of  critta,Re  at each 1A  are seen to be very close to each other for  ≥12.17 (f ≥2 

Hz). This verifies the critical state of  =8.61 once more such that everything on 

flow dynamics become different at  >8.61.  
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Figure 9.8. Effect of 1A on critta,Re at  =12.17 
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Figure 9.9. Effect of 1A on critta,Re at  =17.22 

 

 The values of critta,Re become absolutely independent from 1A  at  =27.22  

and  =32.21 as seen in Figs. 9.10 and 9.11. The values of critta,Re are found to be 

nearly constant value as critta,Re =2880 and critta,Re =2725 with maximum deviations 

of ±5% and ±6% at  =27.22 and  =32.21, respectively. 

 As a deduction, the effect of 1A on critta,Re begins to disappear when 

 ≥12.17, and there is almost no effect of 1A  on critta,Re at  ≥17.22. 
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Figure 9.10. Effect of 1A on critta,Re at  =27.22 
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Figure 9.11. Effect of 1A on critta,Re at  =32.21 

 

 

9.3. Effect of 1A  on critos,Re  at Constant Value of   

Figure 9.12 shows the effect of 1A  on critos,Re in the range of 

2.72≤  ≤32.21. critos,Re  is definitely dependent on 1A  and there is a linear 

relationship between critos,Re  and  1A  at all values of  .   

 The effect of 1A  on critos,Re  at  =2.72 at the onset of transition is given in 

the range of 0.10≤ 1A ≤0.90 in Fig. 9.13. The variation of critos,Re  with 1A  is linear, 
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and critos,Re increases when 1A  increases. The value of critos,Re =272 at 1A =0.10 

increases up to critos,Re =2567 at 1A =0.90.  
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Figure 9.12. Effect of 1A on critos,Re in the range of 2.72≤  ≤32.21 
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Figure 9.13. Effect of 1A on critos,Re at  =2.72 

 

 

 The maximum values of critos,Re at the onset of transition are seen at 

 =3.85 ( f=0.2 Hz) as seen in Fig. 9.14. The maximum value of critos,Re  is found 

as critos,Re =4261 at 1A =0.90.  
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Figure 9.14. Effect of 1A on critos,Re at  =3.85 

 

 

 

 

 The relations between critos,Re  and 1A  at  =5.44,  =6.67 and 

 =7.70 are given in Figs. 9.15-9.17, respectively. The linear relationships 

between critos,Re  and 1A are observed again. The minimum and maximum values of 

critos,Re  at 1A =0.10 and 1A =0.90 are seen to be almost same such as critos,Re =272 at 

1A =0.10 and critos,Re =2966 at 1A =0.90 with maximum deviations of ±2% 

at  =5.44,  =6.67 and  =7.70.  
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 Figure 9.15. Effect of 1A on critos,Re at  =5.44 
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 Figure 9.16. Effect of 1A on critos,Re at  =6.67 
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Figure 9.17. Effect of 1A on critos,Re at  =7.70 

 

 

 

 There is a linear relation between critos,Re  and 1A  at  ≥8.61 as seen in 

Figs. 9.18-9.22. critos,Re increases when 1A  increases. However, the maximum values 

of critos,Re  at 1A =0.90 are found to be lower at  ≥8.61 when compared with those 

at  <8.61 as critos,Re =2597 with maximum deviation of ±8% in the range of 

8.61≤  ≤32.21.  
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 Figure 9.18. Effect of 1A on critos,Re at  =8.61 
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Figure 9.19. Effect of 1A on critos,Re at  =12.17 
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 Figure 9.20. Effect of 1A on critos,Re at  =17.22 
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Figure 9.21. Effect of 1A on critos,Re at  =27.22 
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 Figure 9.22. Effect of 1A on critos,Re at  =32.21 

 

 
 

 The linear relations between critos,Re  and 1A  in the range of 2.72≤  ≤32.21 

are found to be in the form of 211,Re cAccritos  which are given in Table 9.1. 

 

Table 9.1. Linear relations between critos,Re  and 1A in the range of 2.72≤  ≤32.21 

 

  1c  2c  Mean Deviation (%) 

2.72 2766 59.6 ±0.5 

3.85 5088 -455.4 ±1 

5.44 3604 -41.2 ±3 

6.67 3411 -128.1 

±0.5 
7.70 3394 -130.5 

8.61 3256 -86.7 

12.17 2981 -105.2 

17.22 2777 -19.8 

±1 27.22 2914 -9.6 

32.21 2859 -54.7 
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9.4. Effect of 1A  on critS ,Re  at Constant Value of   

Figure 9.23 shows the relationships between critS ,Re and 1A  at the onset of 

transition in the range of 2.72≤  ≤32.21. critS ,Re is dependent on 1A  for all values 

of  . The relationships between critS ,Re and 1A  are found to be linear such as 

critS ,Re increases when 1A  increases. However, the inclination of the relationship 

between critos,Re and 1A  tends to decrease when  increases as can be noticed from 

the figure, expect the inclination of the relationship between critos,Re and 1A  at 

 =3.85. The maximum value of critS ,Re is seen again at  =3.85.  
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 Figure 9.23. Effect of 1A on critS ,Re in the range of 2.72≤  ≤32.21 

 

 

 

The linear relations between critS ,Re  and 1A  in the range of 2.72≤  ≤32.21 are in 

the form of 211,Re cAccritS
 and they are given in Table 9.2. 
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Table 9.2. Linear relations between critS ,Re  and 1A in the range of 2.72≤  ≤32.21 

 

  1c  2c  Mean Deviation (%) 

2.72 719 15.6 
±0.5 

3.85 935 -83.7 

5.44 468 -5.2 ±3 

6.67 362 -13.8 

±0.5 

7.70 311 -11.9 

8.61 268 -7.2 

12.17 174 -6.5 

17.22 114 -0.6 

27.22 76 -0.3 

32.21 63 -1.2 

 

 

9.5. Effect of  on critta,Re  at Constant Value of 1A  

 The other important pulsatile flow parameter which affects the value of 

critta,Re is  . In this section, the effect of  on critta,Re  is discussed in the range 

of 0.10≤ 1A ≤0.90.  

 Figure 9.24 shows the variation of critta,Re  with  in the ranges of 

0.10≤ 1A ≤0.90 and 2.72≤  ≤32.21. The variation between critta,Re and   can 

roughly be described such that the value of critta,Re  increases from  =2.72 to 

 =3.85, later decreases up to  =12.17, and maintains almost at constant value 

between  =12.17 and  =17.22. Then, it begins to increase up to  =27.22 

and decreases again up to  =32.21 as seen from Fig. 9.24. Hence the behavior of 

the relationship between critta,Re and  is found to change with respect to the value 

of   at each 1A . The maximum values of critta,Re are seen at  =3.85 ( f=0.2 

Hz). The relationship between critta,Re  with  is also discussed seperately at 

each 1A  in details.        
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 Figure 9.24. Effect of  on critta,Re in the range of 0.10≤ 1A ≤0.90 

 

 As seen from Fig. 9.25, the value of critta,Re is almost independent on   at 

1A =0.10 resulting the mean values of critta,Re =2698 with maximum deviation of 

±4%, which is denoted with red dashed line.  
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 Figure 9.25. Effect of  on critta,Re at 1A =0.10 
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 Figure 9.26 shows the variation of critta,Re  with   at 1A =0.20. The mean 

value of critta,Re is denoted with the red dashed line as critta,Re =2764. However, there 

are maximum deviations at  =3.85 and  =5.44 with ±8% between the value 

of critta,Re and its mean value denoted with red dashed line. If these deviations at 

 =3.85 and  =5.44 are not taken into consideration, it can be said that the 

value of critta,Re  is independent from   at 1A =0.20 as same as observed at 

1A =0.10.     
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 Figure 9.26. Effect of  on critta,Re at 1A =0.20 

 

 

 

 Figure 9.27 shows the variation between critta,Re  and   at 1A =0.30. The 

sinusoidal variation between critta,Re  and   at 1A =0.30 is clearly seen from the 

figure. The maximum value of critta,Re =3278 is seen at  =3.85 (f =0.2 Hz) and 

1A =0.30. After  =3.85, critta,Re decreases up to  =12.17, later it increases up 

to  =27.22 and then decreases again at  =32.21.    

 The variations between critta,Re  and   at 1A >0.30 are found to be 

completely different in shape when compared with those at 1A ≤0.30 as shown in 

Figs. 9.28-9.33. 
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 Figure 9.27. Effect of  on critta,Re at 1A =0.30 

 

 

 

The value of critta,Re increases suddenly up to  =3.85 forming a sharp jump and 

then begins to decrease  >3.85 at 1A >0.30. There are also two different behaviors 

of the relationship between critta,Re  and   for 3.85≤  ≤8.61 and  >8.61 at 

1A >0.30. The value of critta,Re decreases sharply for 3.85≤  ≤8.61, however its 

value is nearly maintained constant for  >8.61 at 1A >0.30. This difference 

observed in the behaviors of the relationship between critta,Re  and   for 

3.85≤  ≤8.61 and  >8.61 verifies  =8.61 being as the critical state once 

more.     
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 Figure 9.28. Effect of  on critta,Re at 1A =0.40 
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 Figure 9.29. Effect of  on critta,Re at 1A =0.50 
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 Figure 9.30. Effect of  on critta,Re at 1A =0.60 
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Figure 9.31. Effect of  on critta,Re at 1A =0.70 



 242 

2000

2500

3000

3500

4000

4500

5000

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34

√ω´

R
e t

a
,c

ri
t

A1=0.80

 

 Figure 9.32. Effect of  on critta,Re at 1A =0.80 
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 Figure 9.33. Effect of  on critta,Re at 1A =0.90 

 

 

 The available data of critta,Re in the literature, which are scarce in amount, at 

the onset and at the end of transition in the pulsatile pipe flows are presented in Fig. 

9.34. The experimental data obtained at the onset of transition in the present study 

are also inserted into Fig. 9.34 in order to compare them with those in the literature 

in the covered range of  .  

 The critical range of  =8.61, as mentioned in the previous sections, is also 

seen in Fig. 9.34. The average value of critta,Re is taken at each   in the range of 



 243 

0.10≤ 1A ≤0.90. The behavior of the averaged critta,Re  value is denoted by the red 

dashed line in Fig. 9.34. As seen from the figure, the averaged value of critta,Re  

decreases when   increases at 3.85≤  ≤8.61, however the averaged value of 

critta,Re is nearly maintained constant at  >8.61.  

 Moreover, only the data of Hershey-Im (1968) at  <8 and the data of 

Ohmi et al. (1982) at  >8 in terms of critta,Re are available at the onset of 

transition in the literature. Hence the experimental data in the range of 

2.72≤  ≤32.21 provide a contribution to the literature filling the gap in  range. 

However, there is a difference in terms of critta,Re  value between the present data and 

the data of Ohmi et al. (1981) at  >8. Ohmi et al. (1982) studied on transition to 

turbulence in pulsatile flow at two different   values of  =8.93 and 

 =16.48 for 15 runs and found critta,Re =4830 at  =8.93 and critta,Re =12300 at 

 =16.48 due to the appearance of the first turbulent bursts in the later stage of of 

decelerating phase of the velocity waveform. The differences between the present 

and Ohmi et al.’s data  in terms of critta,Re  at  >8 may be due to the difference 

between the transition detection methods or the investigation in the limited range of 

 at which only two values of  used for 15 experimental runs in the study of 

Ohmi et al. (1982). The detection method of Ohmi et al. (1982) is based on the visual 

observation of the turbulent bursts on the velocity waveforms. However the fully-

automated computerized detection method is used in the present study in order to 

detect the turbulent structures as peaks near the wall region and as collapses at the 

pipe centerline. The differences between the present and Ohmi et al.’s data in terms 

of critta,Re  at  >8 may be due to the differences in these proposed detection 

methods and/or the differences in the criteria used at the definition of the onset of 

transition. 
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Figure 9.34. Comparison of the experimental data with the data available in the 

literature in terms critta,Re with   in pulsatile pipe flows at the onset of transition 

 

 

9.6. Effect of  on critos,Re  at Constant Value of 1A  

 The effect of  on critos,Re  is also investigated at constant value of 1A  in 

the range of 0.10≤ 1A ≤0.90 at the onset of the transition to turbulence as can be seen 

from Fig. 9.35. In order to investigate the effect of   on critos,Re  in details, the 

variations between them are presented separately at each 1A  through Figs. 9.36-9.44.  

 



 245 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

0 4 8 12 16 20 24 28 32 36

√ω´

R
e o

s,
cr

it

A1=0.10

A1=0.20

A1=0.30

A1=0.40

A1=0.50

A1=0.60

A1=0.70

A1=0.80

A1=0.90

 

Figure 9.35. Effect of  on critos,Re in the range of 0.10≤ 1A ≤0.90 

 

 The similar behaviors which are observed in the relationships of critta,Re and 

  at 1A =0.10 and 1A =0.20 are observed in Figs. 9.36 and 9.37 such that the value 

of critos,Re is independent on   at 1A =0.10 and 1A =0.20 resulting the mean values 

of critos,Re =271 and critos,Re =550 with maximum deviations of ±5% and ±8%, 

respectively. 
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 Figure 9.36. Effect of  on critos,Re at 1A =0.10 
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 Figure 9.37. Effect of  on critos,Re at 1A =0.20 

 

 

 The influence of   on critos,Re is seen after 1A ≥0.30, which is as same as 

the influence of   on critta,Re after 1A ≥0.30. The same characteristic behavior like 

at critta,Re is seen with drawn line for  >2.72 on the figures. The maximum value 

of critos,Re is always seen at  =3.85 (f =0.2 Hz) as deduced previously after 

1A ≥0.30. The same behaviors of the relationships like those between critta,Re  and 

  are also seen for the relationships between critos,Re  and   for 1A ≥0.30.  

 The maximum value of critos,Re at 1A =0.30 is found to be critos,Re =987 

at  =3.85 as seen in Fig. 9.38. After  =3.85, the value of critos,Re  decreases up 

to  =12.17 as critos,Re =766, and then becomes nearly constant as critos,Re =803 

with a maximum deviation of ±6%.  

 The similar relationship is seen at 1A =0.40 in Fig. 9.39. The maximum value 

of critos,Re at 1A =0.40 is found to be critos,Re =1672 at  =3.85. After  =3.85, 

the value of critos,Re  decreases up to  =12.17 as critos,Re =1050, and then its value 

becomes nearly constant as critos,Re =1119 with a maximum deviation of ±6%.  
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 Figure 9.38. Effect of  on critos,Re at 1A =0.30 
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 Figure 9.39. Effect of  on critos,Re at 1A =0.40 

 

 

 The relationship between critos,Re and   at 1A =0.50 is seen in Fig. 9.40. 

The maximum value of critos,Re at 1A =0.50 is found to be critos,Re =2165 

at  =3.85. After  =3.85, the value of critos,Re  begins to decrease 

to critos,Re =1324 at  =12.17, and becomes constant as critos,Re =1357 with a 

maximum deviation of ±9%. The maximum deviation of ±9% is seen at  =27.22.    
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 Figure 9.40. Effect of  on critos,Re at 1A =0.50 

 

 

 

 The relationships between critos,Re and   at 1A =0.60, 0.70, 0.80 and 0.90 

are given in Figs. 9.41-9.44. The maximum values of critos,Re  are found to be 

critos,Re =2468, 2922, 3533 and 4261, respectively at  =3.85. After  =3.85, the 

values of critos,Re  decrease to critos,Re =1702, 1960, 2302 and 2567 at  =12.17, and 

become constant as critos,Re =1644, 1979, 2252 and 2560 with maximum deviations 

of ±3%, ±5%, ±2% and ±8%, respectively.  
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 Figure 9.41. Effect of  on critos,Re at 1A =0.60 
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 Figure 9.42. Effect of  on critos,Re at 1A =0.70 
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Figure 9.43. Effect of  on critos,Re at 1A =0.80 
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Figure 9.44. Effect of  on critos,Re at 1A =0.90 
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9.7. Effect of  on critS ,Re  at Constant Value of 1A  

 The effect of  on critS ,Re  is also investigated at constant value of 1A  in 

the range of 0.10≤ 1A ≤0.90 at the onset of the transition to turbulence in the 

experimental study. When the value of   increases, critS ,Re decreases at each 

value of 1A  as can be seen in Fig. 9.45. The value of critS ,Re  decreases dramatically 

until  =12.17. After  =12.17, the value of critS ,Re still decreases, however 

not dramatically. On the other hand, the maximum values of critS ,Re are always seen 

at 1A =0.90 for each  .  
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Figure 9.45. Effect of  on critS ,Re in the range of 0.10≤ 1A ≤0.90 

 

  The relationships between critS ,Re and   in the range of 0.10≤ 1A ≤0.90 

are given in the form of 
m

crit c
S



  1,Re  in Table 9.3. 
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Table 9.3. Relations between critS ,Re  and  in the range of 0.10≤ 1A ≤0.90 

1A  1c  m  Mean Deviation (%) 

0.10 193 1.0063 

±1 0.20 399 1.0104 

0.30 715 1.0723 

0.40 1112 1.1041 ±2 

0.50 1433 1.1222 ±3 

0.60 1750 1.1284 

±2 0.70 1860 1.0853 

0.80 2186 1.0963 

0.90 2511 1.1020 ±3 

 

 

9.8. Correlations on Critical Reynolds Numbers 

 As a result of the detailed investigations on the flow dynamics in the previous 

sections, it is essential to perform a correlation study on critta,Re , critos,Re  and critS ,Re  

in terms of  and 1A . Figure 9.46 shows the flow map of critta,Re  and critos,Re , 

classifying the laminar regime and the onset of transition to turbulence in the range 

of 2.72≤  ≤32.21. As is seen from the figure, the transition to turbulence starts 

when critta,Re is above roughly 2700. Below this value, the flow is roughly seen to be 

laminar. Hence this figure gives an overall idea about the border of the critical states. 

The flow can be kept as laminar at higher taRe in the order of nearly 3500 at 

 =3.85 ( f=0.2 Hz). Hence these data of taRe =3696, taRe =3803 and taRe =3058 

in which the flow is still laminar at  =3.85 ( f=0.2 Hz) are above the border of 

critical state of critta,Re ≈2700, circled in the figure. In the figure, (L) and (OT) 

represent the data in the laminar regime and at the onset of transition to turbulence, 

respectively.   
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Figure 9.46. Flow map showing laminar regime and onset of transition in terms of 

taRe  and  osRe  

 

 

 Figure 9.47 shows the critical limit between the laminar regime (L) and the 

onset of transition (OT) to turbulence in the range of 2.72≤  ≤32.21. The overall 

characteristic of the relationship between critta,Re and   is given with the dashed 

line. It can be deduced that the behavior of critta,Re varies differently with respect to 

  in the intermediate region. The value of critta,Re  increases with increasing of 

  up to  =3.85. After  =3.85, critta,Re  decreases sharply with increasing of 

  in the range of 3.85≤  ≤8.61, however critta,Re increases in the range of 

8.61<  <27.22 and then begins to decrease at  ≥27.22. Hence the intermediate 

region may be divided into sub-regions in view of the different characteristics of 

critta,Re  variations with  , which are observed at all values of 1A .  

Laminar Regime 

Onset of Transition  

Reta= Reos 
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Figure 9.47. Flow map showing laminar regime and onset of transition in terms of 

critta,Re with respect to   

 

 As a correlation study, the relationship between critta,Re  and 1A at the 

onset of transition is presented in Fig. 9.48. Although critta,Re is dependent on the 

combination effect of 1A and  for  ≤8.61 ( f ≤ 1 Hz), given with dashed lines, 

the influence of 1A  on critta,Re  disappears for  >8.61, denoted with solid line 

in Fig. 9.48. This figure shows the validity of the critical state at  =8.61 once 

more. 
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Figure 9.48. Relationship between critta,Re  and 1A at the onset of transition 

 

 The variations of critos,Re with   in the covered ranges of 

2.72≤  ≤32.21 and 0.10≤ 1A ≤0.90 are given in Fig. 9.49. The maximum value of 

critos,Re is seen as critos,Re =4261 at  =3.85 ( f=0.2 Hz) and 1A =0.90. The value of 

critos,Re at each  varies with 1A  as shown in Fig. 9.49.  
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Figure 9.49. Relationship between critos,Re  and  at the onset of transition 
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 In order to investigate the influences of   and 1A  together on critos,Re , 

some trials are performed and a relation between critos,Re  and 1A is found at each 

f as can be seen in Fig. 9.50. The inclination angle of the relationship between 

critos,Re  and 1A tends to decrease with increasing of f. The relationship between  

critos,Re  and 1A  at each f  is given in the form of 211,Re cAccritos   in Table 

9.4. 
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 Figure 9.50. Relationship between critos,Re  and 1A at the onset of transition 

 

Table 9.4. Relations between critos,Re  and 1A in the range of  

0.1 Hz≤ f ≤14 Hz 

 

f 
1c  2c  Mean Deviation (%) 

0.1 1017 -60 ±0.5 

0.2 1322 455 ±1 

0.4 663 41 ±3 

0.6 511 128 

±0.5 

0.8 441 130 

1 378 87 

2 245 105 

4 161 20 

10 107 9.6 

14 89 55 
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9.9. Correlations on Friction Factors 

In reference to the study of Ohmi and Iguchi (1981), the variation between 

the parameter of 43Reta calculated from the combination of   and taRe and 

the parameter of tausL , is discussed in the laminar regime and at the onset of 

transition. The relations between tausL ,  and 43Reta  in laminar regime and at 

the onset of transition are given in Figs. 9.51 and 9.52. The relations in the laminar 

regime and at the onset of transition are also given with deviations of ±7% and 

±19%, respectively as follows: 

 

 

  3125.2
43

, Re0011.0


 tatausL                                           (9.1) 

 

 

  0375.2
43

, Re0018.0


 tatausL                    (9.2) 

 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 0.5 1 1.5 2 2.5

√ω ʼ/√(Reta
3/4

)

λ s
L

 /
λ u

,t
a

√ωˈ=2.72 (L)

√ωˈ=3.85 (L)

√ωˈ=5.44 (L)

√ωˈ=6.67 (L)

√ωˈ=7.70 (L)

√ωˈ=8.61 (L)

√ωˈ=12.17 (L)

√ωˈ=17.22 (L)

√ωˈ=27.22 (L)

√ωˈ=32.21 (L)

 

Figure 9.51. Relationship between 43Reta  and tausL , in the laminar regime 
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Figure 9.52. Relationship between 43Reta  and tausL , at the onset of 

transition 

 

 The variations between 43Reta  and tausL ,  in laminar regime and at 

the onset of transition are presented together in Fig. 9.53. As can be seen from the 

figure, there is a link between data in laminar regime and at the onset of transition. 

The relation between 43Reta  and tausL , which is valid for both data in 

laminar regime and at onset of transition is given with a deviation of ±18% as 

follows: 
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 Figure 9.53. Relationship between 43Reta  and tausL , in the laminar 

regime and at the onset of transition 

 

 

 In the study of Ohmi and Iguchi (1981), the limit between quasi-steady and 

intermediate regions as well as the limit between intermediate and inertia dominant 

ones are defined by 43Reta =0.145 and 1.50, respectively which are also 

identified in Figs. 9.52 and 9.53 with red dashed lines. As can be noticed from the 

figures, the verification is also satisfied with the present study in which the regions at 

 <5.44 and  >27.22 are considered to be quasi-steady and inertia dominant, 

respectively. 

9.10. Conclusions 

In this section, the effects of   and 1A  on critta,Re , critos,Re  and critS ,Re are 

presented. Some correlation studies are carried out similar to the literature. The 

following deductions are expressed in view of the detailed investigations; 

0.145 1.5 
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i) Effect of 1A  on critta,Re  at constant value of   

1) The maximum critta,Re =4817 at the onset of transition is obtained at  =3.85 

(f=0.2 Hz).  

2) The variation of critta,Re  with 1A  at  =2.72 at the onset of transition to 

turbulence is seen to be sinusoidal.  

3) Although the behavior of critta,Re  variation with 1A  at  =3.85 is seen to be 

sinusoidal, there is also an upward inclination in the sinusoidal form, in which this 

variation tends to increase up to 1A =0.90.  

4) The sinusoidal behavior of critta,Re variation with 1A  at  =5.44 is found as 

similar as that at  =2.72, however the values of critta,Re are higher than those 

at  =2.72.  

5) The sinusoidal variation of critta,Re  at  =6.67 tends to raise upwards when 1A  

increases similarly to the upward trend of the critta,Re variation with 1A  at  =3.85.  

6) The variations of critta,Re  with 1A  are seen to become slightly sinusoidal at 

 =7.70 and  =8.61 when compared with those at  ≤6.67.  

7) The effect of 1A  on critta,Re  begins to disappear at  =12.17. The values of  

critta,Re  at each 1A  are seen to be very close to each other for  ≥12.17 (f ≥2 Hz). 

This verifies the critical state of  =8.61. The values of critta,Re become absolutely 

independent from 1A  at  =27.22 and  =32.21. 

ii) Effect of 1A  on critos,Re  at constant value of   

1) The variation of critos,Re  with 1A  at each   is linear in the form of 

211,Re cAccritos  . When 1A  increases, critos,Re increases.  
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2) The maximum value of critos,Re  is found at  =3.85 (f=0.2 Hz) as critos,Re =4261 

at 1A =0.90.  

 

iii) Effect of 1A  on critS ,Re  at constant value of   

1) The relationships between critS ,Re and 1A  at each  are found to be linear in 

the form of 211,Re cAccritS
  such as critS ,Re increases when 1A  increases. 

However, the inclination of the relationship between critos,Re and 1A  tends to 

decrease when  increases.  

2) The maximum value of critS ,Re is seen again at  =3.85 (f=0.2 Hz).  

 

iv) Effect of  on critta,Re  at constant value of 1A   

1) The value of critta,Re  increases in the range of 2.72≤  ≤3.85. Later it decreases 

up to  =12.17, and maintains almost at constant value between  =12.17 and 

 =17.22. Then, it begins to increase up to  =27.22 and again decreases up to 

 =32.21. 

2) The value of critta,Re is almost independent on   at 1A =0.10 resulting the mean 

values of critta,Re =2698 with maximum deviation of ±4%. 

3) The value of critta,Re  is almost independent from   at 1A =0.20 as same as 

observed at 1A =0.10 if the deviations at  =3.85 and  =5.44 are not taken into 

consideration.  

4) There is a sinusoidal variation between critta,Re  and   at 1A =0.30.  
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5) The variations between critta,Re  and   at 1A >0.30 are found to be completely 

different in shape when compared with those at 1A ≤0.30. The value of 

critta,Re increases suddenly up to  =3.85 and then begins to decrease  >3.85 at 

1A >0.30. The value of critta,Re decreases sharply for 3.85≤  ≤8.61, however its 

value is nearly maintained constant for  >8.61 at 1A >0.30. It verifies once more 

that  =8.61 is the critical state.     

6) The critical range of  =8.61 is also seen in view of the data in the literature 

although only critta,Re  data of Hershey-Im (1968) at  <8 and critta,Re  data of 

Ohmi et al. (1981) at  >8 are available at the onset of transition in the literature.  

7) The experimental data in the range of 2.72≤  ≤32.21 provide a contribution to 

the literature filling the gap in  range.  

8) However, there is a difference in terms of critta,Re  value between the present data 

and the data of Ohmi et al. (1982) at  >8. The differences between the present 

and Ohmi et al.’s data  in terms of critta,Re  at  >8 may be due to the differences 

in the experimental conditions, transition detection methods and the pipe diameters 

or the investigation in the limited range of  at which only two values of 

 used for 15 experimental runs in the study of Ohmi et al. (1982).         

 

v) Effect of  on critos,Re  at constant value of 1A  

1) The value of critos,Re is independent on   at 1A =0.10 and 1A =0.20 resulting the 

mean values of critos,Re =271 and critos,Re =550 with maximum deviations of ±5% and 

±8%, respectively. 

2) The influence of   on critos,Re is seen after 1A ≥0.30, which is as same as the 

influence of   on critta,Re after 1A ≥0.30.  
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3) The maximum value of critos,Re at 1A =0.30 is found to be critos,Re =987 

at  =3.85.  

 

vi) Effect of  on critS ,Re  at constant value of 1A  

1) The value of critS ,Re decreases when   increases at each value of 1A . critS ,Re  

decreases dramatically until  =12.17. After  =12.17, the value of critS ,Re still 

decreases, however not dramatically.  

2) The maximum values of critS ,Re are always seen at 1A =0.90 for each  .  

3) The relationships between critS ,Re and   in the range of 0.10≤ 1A ≤0.90 are 

given in the form of 
m

crit c
S



  1,Re . 

 

vii) Correlation studies  

1) The behavior of critta,Re varies differently with respect to   in the intermediate 

region. The value of critta,Re  increases with increasing of   up to  =3.85. 

After  =3.85, critta,Re  decreases sharply with increasing of   in the range of 

3.85≤  ≤8.61, however critta,Re increases in the range of 8.61<  <27.22 and 

then begins to decrease at  ≥27.22. Hence the intermediate region may be 

divided into sub-regions in view of the different characteristics of critta,Re  variations 

with  , which are observed at all values of 1A .  

2) critta,Re is dependent on the dimensionless parameter of 1A for  ≤8.61 (f ≤1 

Hz), however the influence of 1A disappears on critta,Re for  >8.61. This 

behavior of critta,Re  with 1A shows the validity of the critical state at  =8.61 

once more. 
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3) The inclination angle of the relationship between critos,Re  and 1A tends to 

decrease with increasing of f. The relationship between  critos,Re  and 1A  at each f  

is given in the form of 211,Re cAccritos   . 

4) In reference to the study of Ohmi and Iguchi (1981), the relationships between 

tausL ,  and 43Reta  in the laminar regime and at the onset of transition are 

found with deviations of ±7% and ±19%, respectively as 

  3125.2
43

, Re0011.0


 tatausL  and   0375.2
43

, Re0018.0


 tatausL  .  

5) The relation between 43Reta  and tausL , which is valid for both data in 

laminar regime and at onset of transition is found with a deviation of ±18% as 

  0789.2
43

, Re0017.0


 tatausL  .  
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CHAPTER 10 

 

RECOMMENDATIONS FOR FURTHER STUDIES 

 

 The results and the conclusions of the present study are given in details at the 

end of each chapter of the thesis. Hence some suggestions for further studies are 

presented in this chapter.  

 

1. Until now, the investigations on the time-dependent pipe flow dynamics at the 

onset of transition to turbulence are quite rare, which have been generally carried out 

by means of the observation of velocity waveforms to detect turbulent structures in 

transitional regime. Moreover, there are opposite results in terms of the effect of 

oscillation frequency on flow stability and transition.  In the present study, the flow 

dynamics and the detection of the onset of transition to turbulence are investigated in 

pulsatile pipe flows in details by means of the well-controlled program devised in 

LabView 2009 environment.  

 It is deduced that the oscillation frequency, f  is also an important parameter 

alone despite of existing in Womersley number,  . In the present study, the 

maximum values of critta,Re and critos,Re are observed at f =0.2 Hz at the onset of the 

transition to turbulence in 26.6 mm-diameter pipe. Hence the flow dynamics at the 

onset of transition should be investigated for different pipe diameters.   

2. As a result of the detailed investigation on the flow dynamics of pulsatile pipe 

flow, it is found that there is a difference in terms of critta,Re  value between the 

present data and the data of Ohmi et al. (1982) at  >8 at the onset of transition to 
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turbulence. The differences between the present data and Ohmi et al.’s data  in terms 

of critta,Re  at  >8 may be due to the differences in the experimental conditions, 

transition detection methods and the pipe diameters and/or the investigation in the 

limited range of  at which only two values of  used for 15 experimental runs 

in the study of Ohmi et al. (1982). In the same manner, the flow dynamics at the end 

of transition should be investigated and compared with those in literature. 

3. The designed program, TDFC.vi and the used methodology in the present study 

has an ability to trigger the MFC unit and control the measurement devices, to 

acquire and acquisite the data from the measurement devices, to process, analyze and 

post-process the data, to plot the necessary charts and graphs and to save all data and 

their corresponding results as processed data, charts and graphs into the specified 

file. The program has also been developed in order to detect the onset of transition to 

turbulence in pulsatile pipe flows, due to the difficulty for detection of the turbulent 

bursts by visual observation in velocity waveforms.   

 In this manner, the end of transition should be detected by means of a well-

controlled program devised in a software program similar to the devised program in 

LabView environment in the present study. 

4. The experimental data in the range of 2.72≤  ≤32.21 provide a contribution to 

the literature filling the gap in  range.  

 The maximum critta,Re =4817 at the onset of transition is obtained at 

 =3.85 (f=0.2 Hz). The variation of critta,Re  with 1A  at  =2.72 at the onset of 

transition to turbulence is seen to be sinusoidal. The variations of critta,Re  with 1A  

are observed to become slightly sinusoidal at  =7.70 and  =8.61 when 

compared with those at  ≤6.67. The effect of 1A  on critta,Re  begins to disappear 

at  =12.17. The values of  critta,Re  at each 1A  are seen to be very close to each 

other for  ≥12.17 (f ≥2 Hz).  
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 As an overall observation, the value of critta,Re  tends to increase when   

increases in the range of 2.72≤  ≤3.85. After  =3.85, the value of critta,Re  

decreases up to  =12.17, and maintains almost at constant value between 

 =12.17 and  =17.22. Then, it begins to increase up to  =27.22 and again 

decreases up to  =32.21. However, as a result of the detailed investigation, it is 

observed that the value of critta,Re is almost independent on   at 1A =0.10 and 

1A =0.20 with maximum deviation of ±4%. The sinusoidal variation between critta,Re  

and   begins at 1A =0.30. The variations between critta,Re  and   at 1A >0.30 

are found to be completely different in shape when compared with those at 1A ≤0.30. 

The value of critta,Re increases suddenly up to  =3.85 and then begins to 

decrease  >3.85 at 1A >0.30. The value of critta,Re decreases sharply for 

3.85≤  ≤8.61, however its value is nearly maintained constant for  >8.61 at 

1A >0.30.    

 These detailed analyses on the flow dynamics should also be performed in 

oscillating and transient pipe flows.    

5. The effects of the time-dependent flow characteristics such as taRe , osRe , 

 and 1A on the development length for fully developed laminar and turbulent 

time dependent pipe flows should be studied.  

6. The studies on the time dependent pipe flow dynamics should also be carried out 

in rough pipes in the future.  

7. The onset and the end of transition to turbulence should be studied in both 

oscillating and transient pipe flows.  

8. Heat enhancement should also be studied at the onset and the end of transition in 

time dependent pipe flows in the future.  
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9. The physical nature of the pneumatic conveying systems is similar to the time 

dependent flows. Hence two-phase time dependent pipe flows should be studied for 

improvements and contributions in pneumatic conveying systems.    
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APPENDIX 1 

 

SUMMARY OF THE STUDIES IN LITERATURE CONDUCTED ON PULSATILE PIPE FLOWS 

 

Author/ Article 

Name 
Re Period (T)   f 

Amplitude 

( 1A ) 

Velocity 

Measurement 

Pressure 

Measurement 
r/R 

D 

M
e
d

iu

m
 

L 

 

Shemer, 

Wygnanski and 

Kit (1985)/ 

Pulsating flow 

in a Pipe 

 

2900≤ mRe ≤7500 
0.5 s  ≤ T ≤  

5 s 4.5 ≤  ≤ 15 
0.2Hz ≤  f  ≤   

2 Hz 1A < 0.35 

At the exit of 

plane with 

arrays of 

normal hot 

wires 

Pressure drop 

along the pipe 

with pressure 

transducers 

0.5 mm 

from the 

wall ; 

r/R=0.97. 

33 

mm 

air 

16.5 

m 

Gündoğdu 

(2000) / 

An 

experimental 

investigation on 

pulsatile pipe 

flows 

1870 ≤ taRe  

≤61200 

109≤ osRe ≤18650 

 

0.339 s ≤ T ≤ 

10.64 s 4.9 ≤  ≤ 28 
0.094 Hz ≤ f ≤ 

2.95 Hz  
0.0035 ≤ 1A ≤ 

0.7113 

In the pipe test 

section with 

hot wire, 

X=125D 

Pressure drop 

along the pipe 

with pressure 

transducer 

 

50.4 

mm 

air 

10 

m 

Iguchi and Ohmi 

(1985)/ 

Experimental 

Study of 

Turbulence in a 

Pulsatile Pipe 

Flow 

18900 ≤  taRe  

≤84500 

 

0.51 s ≤ T ≤ 

3.21 s 
9.01 ≤  ≤ 

22.6 

0.311 Hz ≤ f ≤ 

1.96 Hz 
0.248 ≤ 1A  ≤ 

0.802 

In the pipe test 

section with 

hot wire, 

X=90D 

Pressure drop 

along the pipe 

with pressure 

transducer 

r/R 

=0.975 

49.9 

mm 

air 

6 m 
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Ohmi, Iguchi  

and Urahata 

(1982)/ 

Transition to 

Turbulence in a 

Pulsatile Pipe 

Flow, Part 1 

0≤ taRe ≤24000 

 

0.975 s ≤ T ≤ 

3.33 s 
8.93 ≤  ≤ 

16.5 

0.3 Hz≤ f ≤ 

1.026 Hz 
0.0636 ≤ 1A  ≤ 

1.81 

In the pipe test 

section 2730 

mm from the 

inlet with hot 

wire, hence 

(X/(ReD))=0.0

27 

Pressure drop 

along the pipe 

with pressure 

transducer 

r/R 

=0.975 

50.4 

mm 

air 

5 m 

 

Einav and 

Sokolov (1993)/ 

An 

Experimental 

Study of 

Pulsatile Pipe 

Flow in the 

Transition 

Range 

 

0≤ mRe ≤100000 

0≤ osRe ≤4000 

 

8.93 s ≤ T ≤ 

41.6 s 
9.89 ≤  ≤ 

21.2 

0.024 Hz≤ f ≤ 

0.112 Hz 

Amplitude 

adjustments 

between 0 and 5 

cm by moving 

the 90 cm crank 

in a groove on 

the flywheel. 

In the pipe test 

section at 8.2 

m from the 

entrance with a 

conical hot 

film probe. 

Pressure drop 

with capacitance 

transducer at 6.2 

m and 11.9 m 

downstream 

from the pipe 

entrance. 

r/R =1 

25.4 

mm 

water 

18.3 

m 

Peacock, Jones, 

Tock and Lutz 

(1998)/ 

The Onset of 

Turbulence in 

Physiological 

Pulsatile Flow 

in a Straight 

Tube 

450≤ mRe ≤4200 

1500 ≤ 
P

peakRe  

≤9500 

 

0.4 s ≤ T ≤ 

3.33 s 1.5≤  ≤ 55 
0.3 Hz ≤  f  ≤ 

2.5 Hz 
 

LDA 

measurement 

Ultrasound 

flow probe to 

measure 

instantaneous 

volumetric 

flow. 

Hot film probe 

was mounted 

flush with the 

pipe wall to 

measure wall 

shear stress. 

 

4 

mm, 

9 

mm, 

14m

m 

30m

m 

water 
50% 

sodium

Thiocy
anate+

water,

40% 
glyceri

n+wat

er  

Shemer and Kit 

(1984)/ 

An 

Experimental 

3600≤ mRe ≤9000 

 

0.55 s ≤ T ≤ 

5.5 s 4.55≤  ≤ 14.4 
0.182  Hz≤ f ≤ 

1.82 Hz 
 

Nine hot wires 

distributed 

equidistantly 

along the 

Pressure drop 

measurement 

along the pipe 

with a pressure 

r/R =0.97  

at 0.5 

mm from 

the wall. 

33 

mm 
air 
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Investigation of 

the Quasisteady 

Turbulent 

Pulsating Flow 

in a Pipe 

radius at the 

exit cross 

section of the 

pipe.  

transducer  

17 

m 

Shemer (1985)/ 

Laminar-

Turbulent 

Transition in a 

Slowly Pulsating 

Pipe Flow 

Measurements at 

mRe =4000.  

Laminar was kept 

at mRe ≤20000. 

T=2.7 s   =6.5 f=0.37 Hz  

At several 

radial locations 

at the exit 

plane of the 

pipe. Also, two 

flush-mounted 

hot wires .  

Pressure drop 

measurement 

along the pipe 

with a pressure 

transducer 

r/R =0.97 

33 

mm 

air 

17 

m 

 

Gerrard / 

An 

Experimental 

Investigation of 

Pulsating 

Turbulent 

Water Flow in a 

Tube 

 

mRe =3770 T=12 s  =14.4 f=0.082 Hz  

Velocity 

measurement 

by marking the 

fluid and 

taking 

photographs.  

  

38.1 

mm 

water  

Sarpkaya (1966)/ 

Experimental 

Determination 

of the Critical 

Reynolds 

Number for 

Pulsating 

Poiseuille Flow 

Laminar up 

to Re =6500. 
  

0.5 cps ≤  f  ≤  

3 cps 

Piston stroke: 

0.5-6 inch 

Discharge was 

measured with 

an orifice 

meter.  

Differential 

pressure 

transducer.  

 

11.2 

mm 
Aeroh
ydrauli

c oil 

16.4

6 m 
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Stettler and 

Hussain (1986)/ 

On Transition 

of the Pulsatile 

Pipe Flow 

1100≤ mRe ≤3000 

 
0.204 s ≤T 0≤  ≤ 70 0 ≤ f ≤4.88 Hz 

1A ≤ 1 
Measurement 

with LDA 
  

25.4 

mm 
water 

13.9

7 m 

Yellin (1966)/ 

Laminar-

Turbulent 

Transition 

Process in 

Pulsatile Flow 

0≤ mRe ≤3500 

 

3.31 s ≤ T ≤ 

15.72 s 4≤  ≤ 13 
0.064 Hz≤ f ≤ 

0.302 Hz 
 

Orifice 

flowmeter and 

visually by 

photosensitive 

cells  

  

12.7 

mm 

Benton
ite 

 

Hershey and Im 

(1968)/ 

Critical 

Reynolds 

Number for 

Sinusoidal Flow 

of Water in 

Rigid Tubes 

200≤ mRe ≤4000 

 

0.857 s ≤ T ≤ 

5.98 s 0≤  ≤ 4.24 
0.167 Hz≤ f ≤ 

1.167 Hz 
 

The average 

flow rate was 

measured 

directly with a 

graduated 

cylinder and a 

stopwatch.  

Two pressure 

transducers 

connected to 

pressure taps. 

 

2.5 

mm

≤d≤

8m

m water 

1 m 

Ramaprian and 

Tu (1980)/ 

An 

Experimental 

Study of 

Oscillatory Pipe 

Flow at 

Transitional 

Reynolds 

Numbers 

mRe ≈2100 
0.571 s ≤ T ≤ 

20 s 3.77≤  ≤ 22.3 
0.05 Hz ≤ f ≤ 

1.75 Hz 
0.6 ≤ 1A ≤ 1.4 

Measurements 

with LDA 

Pressure 

transducer 
 

50 

mm 

“Eurek

a” 
oil 

8.8 

m 
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Clamen and 

Minton (1977)/ 

An 

Experimental 

Investigation of 

Flow in an 

Oscillating Pipe 

1275≤ mRe ≤2900 

 

5.68 s ≤ T ≤ 

32.2 s 
11.2 ≤  ≤ 

26.7 

0.031 Hz ≤ f ≤ 

0.176 Hz 
0.5 ≤ 1A ≤ 5.4 

Hydrogen-

bubble 

technique 

(photographed 

by a camera to 

measure the 

velocities of 

pulsating flow. 

  

51 

mm 

water 

6 m 
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APPENDIX 2 

 

SUMMARY OF THE STUDIES IN LITERATURE CONDUCTED ON OSCILLATING PIPE FLOWS 

 

Author/ Article 

Name 
Re Period (T)   f Amplitude ( 1A ) 

Velocity 

Measurement 

Pressure 

Measurement 
r/R 

D 

M
ed

i

u
m

 

L 

Eckmann and 

Grotberg 

(1991)/ 

Experiments 

on Transition 

to Turbulence 

in Oscillatory 

Pipe Flow 

500≤ E

S
Re ≤854 

(Transition to 
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APPENDIX 3 

 

 

TECHNICAL SPECIFICATION OF THE SCREWED AIR COMPRESSOR 

 

The compressor in the set-up has the following technical specifications; 

 

Compressor Type   : Lupamat LKV 30/8 Screwed Air Compressor 

Air Supply    : 4.85 m
3
/min  (0.08 m

3
/s) 

Operating Pressure Range  : 8 bar 

Weight     : 800 kg 
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APPENDIX 4 

 

 

TECHNICAL SPECIFICATION OF PSK TYPE PRESSURIZED AIR DRIER 

 

The pressurized air drier has the following technical specifications; 

 

Model     : Pnöso Type-S PSK-6000F 

Condenser Cooling Type  : Air Cooling Type  

Refrigerant     : R-22 

Air Supply    : max. 6 m
3
/min (0.1 m

3
/s) 

Air Inlet Temperature   : 35 
o
C 

Dew Point    : 4 
o
C 

Operating Pressure   : 7 bar 

Maximum Operating Pressure : 16 bar 

Compressor Motor Power  : 1.5 HP (1.12 kW) 

Weight     : 220 kg 
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APPENDIX 5 

 

 

TECHNICAL SPECIFICATION OF PROBE TRAVERSING MECHANISM 

 

RCP2-SA6-I-PM-6-200-P1-SBE Robocylinder has the following technical 

specifications; 

 

Product   : Electro-mechanic cylinder 

Stroke    : 200 mm 

Product Total Length  : 450 mm 

Speed    : 300 mm/max 

Acceleration   : 0.3G 

Motor    : 42P Pulse motor 

Positioning Repeatability : 0.02 mm 

Load Capacity   : 12 kg max (Horizontal)- 2.5 kg max (Vertical) 

Encoder   : Incremental 

Drive System   : Ball screw Ø 10 mm, rolled C10 

Backlash   : 0.1 mm or less 

Guide    : Integrated with base 

Allowable Load Moment : Ma: 8.9 Nm, Mb: 12.7 Nm, Mc: 18.6 Nm 

Base    : Material: Aluminum with white alumite treatment 
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RCP2-CGA-SA6-I-PM-O-P Robocylinder Positioning Unit has the following 

technical specifications; 

Product   : Electro-mechanic cylinder motor-encoder driver and   

                                                 positioning unit 

Input Power   : DC24V ±10 % 

Power Capacity  : 2 A max. 

Number of Controlled  

Axes    : 1 axis 

Controlled Method  : Weak field-magnet vector control (patent pending) 

Positioning Number  : Standard 16 points, maximum 64 points 

Backup Memory  : 100,000 times rewritten ability EEPROM 

PIO    : 10 dedicated inputs, 10 dedicated outputs 

LED Indicators  : Ready (Green), Run (Green), Alarm (Red) 

I/F Power   : External Power Supply: DC24V ±10 %, 0.3 A,  

      insulated 

Communication  : RS485 1 channel (terminated externally) 

Encoder Interface  : Incremental specification conforming to EIA RS- 

      422A/423A 

Forced Release of  

Electro-magnetic Brake : Toggle switch on front panel of enclosure 

Insulation Strength  : DC500V 10 MΩ 

Operating Temperature : 0-40 ˚C 

Operating Humidity  : 85% RH or less (non-condensing) 

Protection Class  : IP20 

Weight    : 300 g 

Accessory   : PIO flat cable (2 m) 
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APPENDIX 6 

 

 

TECHNICAL SPECIFICATION OF 55P11 GENERAL PURPOSE TYPE 

MINIATURE PROBE 

 

The technical specification of the 55P11 general purpose type miniature probe is 

given as; 

 

Sensor Material     : Pt-plated tungsten wire 

Sensor Wire Dimensions    : 5 μm diameter 

           1.25 mm long   (l/d=250) 

Sensor Resistance R20 (approx.)   : 3.5 Ω 

Temperature Coefficient of Resistance (TCR)  

α20 (approx.)      : 0.36 %/
o
C 

Maximum Sensor Temperature   : 300 
o
C 

Maximum Ambient Temperature   : 150 
o
C 

Minimum Velocity     : 0.2 m/s (for air) 

Maximum Velocity     : 500 m/s (for air) 

Frequency Limit fcpo     : 90 Hz 

Frequency Limit fcmax     : 400 kHz 

Space Conditions     : Recommended for both little 

       space and sufficient space 
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APPENDIX 7 

 

 

TECHNICAL SPECIFICATIONS OF 56C17 CTA BRIDGE and 56N21 

LINEARIZER 

 

56C17 CTA system has the following technical specifications; 

 

Probe Resistance Range   : 3-30 Ω 

Bridge Ratio     : 1:20 

Upper Frequency Limit   : 150 kHz 

Maximum Probe Current   : 315 mA 

Typical Output Noise Level 

(10 m/s, 10 kHz)    : 0.02 % Turbulence 

Output Impedance    : 10 Ω 

Output Voltage Range   : 0-12 V 

Maximum Gain AC    : 1111 

Maximum Gain DC    : 38783 

Maximum Length of Transducer Cable : 100 m 

Square Wave Generator Frequency  : 1 kHz 

Typical Equivalent Input Drift of  

Amplifier     : 3 μV/
o
C 

Typical Equivalent Input Noise of  

Amplifier     : 2.2 nV/Hz
1/2

 

Module Width     : 1 Inches 

Uncertainty in Resistance Measurement : <5 % 

Ambient Temperature Range   : 5-40 
o
C 

Ambient Humidity Range   : 20-80 % 

Weight      : 0.65 kg 
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56N21 Linearizer has the following technical specifications; 

 

Type of Linearization Principle  : Exponential 

Accuracy of Linearity    : 0.5 % of reading  

        +0.15 % of full scale 

Upper Frequency Limit   : 300 kHz 

Input Impedance    : 10
4
 MΩ 

Output Impedance    : 100 

Input Voltage Range    : 0-12 V 

Output Voltage Range   : 0-10 V 

Stability     : 0.05 %/
o
C 

Module Width     : 1 Inches 

Module Weight    : 0.39 kg 
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APPENDIX 8 

 

TECHNICAL SPECIFICATION OF THE PRESSURE TRANSMITTER 

 

The WIKA SL-1 pressure transmitter for low pressure applications has the following 

technical specifications; 

 

Pressure Ranges    : ±20 mbar (±2 kPa) 

Type of Pressure    : Relative Pressure 

Wetted Parts Material    : Stainless Steel, Silicon, Aluminum,  

        Gold 

Case Materials    : Stainless Steel 

Power Supply     : 14-30 VDC 

Signal Output     : 0-10 V 

Accuracy     : ≤ 0.5 % 

Non-linearity     : ≤ 0.2 % 

Non-repeatibilty    : ≤ 0.1 % 

1-year Stability    : ≤ 0.3 % 

Time Resolution    : 1 kHz 

Permissible Temperature of Medium : -30 
o
C..80 

o
C 

Permissible Temperature of Ambient : -20 
o
C..80 

o
C 

Process Connection    : G1/2” 

Weight      : approx. 0.3 kg 
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APPENDIX 9 

 

TECHNICAL SPECIFICATION OF DATA ACQUISITION AND 

PROCESSING EQUIPMENT 

 

Personal Daq/3001 USB Module has the following technical specifications; 

 

Resolution     : 16 bit 

Sample Rate     : 1 MHz 

On-board Thermocouple Inputs  : 8 

Analog Inputs (channels)   : 8 (differential) or 16 (single-ended) 

Analog Outputs    : 4 (16 bit, 1 MHz) 

Digital I/O     : 24 

Counter Inputs/Timer Outputs  : 4/2 

Latency     : low-latency control output capability  

        as low as 2 μs latency 

Environment Operating Temperature : -30 
o
C..70 

o
C 

Communications    : USB 2.0 high-speed mode (480 Mbps)  

                                                                         if available, otherwise USB 1.1 full-   

                                                                         speed mode (12 Mbps) 

Acquisition Data Buffer   : 1 MSample 

Power Supply    : 6-16 VDC 

Voltage Measurement Speed   : 1 μs per channel 

Output Voltage    : ± 10 V 

Weight    : 431 g 

 

The Personal Daq/3001 USB Module supports C++
®
, Visual Basic

®
, LabVIEW

®
, 

.Net
®
, DASYLab

®
 and MATLAB

®
 softwares.  
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