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ABSTRACT 

MULTIVARIABLE CONTROL OF A TEMPERATURE PROCESS WITH A 

CONTINUOUSLY STIRRED TANK  

RASUL, Hazhar 

MSc. in Electrical and Electronics Engineering 

Supervisor: Assist. Prof. Dr. Tolgay KARA 

August 2016, 100 pages 

Control of a continuously stirred tank (CST) is a benchmark process control problem, 

which can be utilized to describe and suggest control solutions to many industrial and 

domestic temperature processes. The current research idea is using a CST as a blender 

for cold and hot water through two control valves escorted with a pump to achieve a 

desired temperature and flow rate at the outlet of a domestic shower system. The 

process control system is in multivariable (MV) structure with three control inputs and 

two outputs. The control goal is to track the set points and maintain stable, smooth and 

minimum-overshoot responses despite perturbations of each inlet includ ing 

temperature and flow variations. 

In current research, the system dynamic mathematical model is developed. The MV 

system is linearized to make the elimination of loop interaction easier. In closed loop, 

two sub-processes of temperature and flow rate are controlled using fuzzy logic self-

tuning proportional integral derivative (PID) control and fuzzy logic control (FLC) 

with a proportional gain, respectively. 

Performance of proposed control mechanism and decoupler is tested via a number of 

simulations. Performance of proposed MV control system is tested with respect to 

reference and disturbance variations. Proposed MV control system tracks the reference 

point and gives good system stability and performance in rejecting disturbances. 

Key Words:  Multivariable Control, Linearization, Decoupling, Proportional Integral 

Derivative (PID) control, Fuzzy Logic Control, Fuzzy Logic Self-Tuning PID. 



 

ÖZET 

SÜREKLİ KARIŞTIRILAN TANK İÇEREN SICAKLIK SÜRECİNİN ÇOK 

DEĞİŞKENLİ DENETİMİ 

RASUL, Hazhar 

Yüksek Lisans Tezi, Elektrik-Elektronik Mühendisliği Bölümü 

Tez Yöneticisi: Yrd. Doç. Dr. Tolgay KARA 

Ağustos 2016, 100 sayfa 

Sürekli karıştırılan tank (SKT) denetimi, birçok endüstriyel ve evsel süreci açıklamak 

ve denetim çözümleri önermek için faydalanılabilecek temel bir süreç denetim 

problemidir. Mevcut araştırma fikri, evsel bir duş sisteminin çıkışında arzu edilen 

sıcaklık ve debiye ulaşmak amacıyla iki denetim vanası ve bir pompa aracılığıyla 

SKT’yi bir soğuk sıcak su karıştırıcısı olarak kullanmaktır. Süreç denetim sistemi, üç 

denetim girişi ve iki çıkışla çok değişkenli yapıdadır. Denetim hedefi, girişlerdeki hem 

sıcaklık hem de debi değişimlerindeki sarsımlara rağmen set değerlerini takip etmek 

ve kararlı, yumuşak ve en düşük aşma değerine sahip yanıtları elde etmektir.  

Mevcut çalışmada, sistem dinamik matematiksel modeli geliştirilmiştir. Çok 

değişkenli sistem, döngü etkileşiminin giderilmesini daha kolay yapabilmek için 

sistem doğrusallaştırılmıştır. Kapalı döngüde, sıcaklık ve debi süreçleri sırasıyla 

bulanık mantık özayarlamalı oransal tümlevsel türevsel (PID) denetim ve oransal 

kazançlı bulanık mantık denetimi ile denetlenmiştir.  

Önerilen denetim mekanizması ve etkileşim gidericinin başarımı benzetimlerle test 

edilmiştir. Önerilen çok değişkenli denetim sistemi, referans değeri ve bozucu 

değişimlerine karşı test edilmiştir. Önerilen çok değişkenli denetim sistemi referans 

değerini takip ederken iyi bozucu savurması ve kararlılık özellikleri göstermiştir.   

Anahtar Kelimeler:  Çok Değişkenli Denetim, Doğrusallaştırma, Etkileşim Giderme, 

Oransal Tümlevsel Türevsel (PID) denetim, Bulanık Mantık Denetimi, Bulanık 

Mantık Özayarlamalı PID.  
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CHAPTER I  

INTRODUCTION 

Since decades, continuously stirred tank (CST) is an important subject, which is used 

in many chemical processes such as reactors which is a mixing vessel used for blending 

between two or more components and reacting to produce one or more products. 

In recent years, great strides have been made in making homes automated. Since these 

homes provide secure and relaxation life, in addition they save time and money which 

is economically improved. Through on going this idea, an automated shower for 

providing a certain comfortable water temperature and soft flow rate at the instant, 

which the water is releasing the showerhead is one of the CST applications, for specific 

available conditions like: cold and hot water supply temperature and pressure typically 

varies during circling of the seasons or lag in the heating rate in the boiler and level 

variation of water in the storage tanks. 

1.1. Motivation 

Temperature and flow rate control for the CST has many advantages in industrial and 

chemical process applications, such as reactors, mixers and others especially in 

refineries and biochemistry labs beside the normal life home applications. 

As part of our daily routine, the shower has evolved from the place which can make 

you feel fresh to a place of therapy and relaxation. Hence most of the people enjoy a 

proper nice shower, a shower that its flow rate almost powerful enough to give a good 

massage and release ache from tired muscles, with a comfort hot temperature. And 

since the worst option for a shower is one that's gravity fed with an inadequate head of 

water, since the head of water provides the water pressure through the stored cold water 

containers (traditionally in the loft) above the shower, which feeds the shower with 

cold water directly, and also forces hot water from a storage cylinder (The hot water 

is heated by an immersion heater or ‘regular’ or ‘heat-only’ boiler), as considered in 

current thesis.
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Hence control of mentioned temperature and flow rate through the CST is the purposed 

challenge. These control issues have been subject to many researches to develop 

various control algorithms to deal with stability, set point tracking and disturbance 

rejection. It is thus clear that there is a need to develop control techniques applicable 

to both temperature and flow rate control systems. To investigate these control 

problems, a CST with two control valves and a pump at the outlet is considered as 

shown in Figure 1.1. 

 
Figure 1.1. The proposed multivariable continuously stirred tank system piping and 

instrumentation diagram. 

1.2. Literature Review 

Many researchers have studied and proposed controller methods for multiple- input, 

multiple-output (MIMO) temperature and mass flow rate control on a tank in different 

processes including bath temperature and mass flow rate control. Those temperature 

and mass flow rate control designs have been done through heater and valve position 

actuators respectively in real physical systems and simulations, which are linear and 

nonlinear methods depending on the physical plant dynamics. Often in MV control 

processes various control objectives interact with each other. Blending tanks are 

processes in which usually loop interactions happen while it is necessary to control 

both the flow and composition of the outlet stream. Accomplishing this objective may 

get easy through manipulating the flow of the inlets. 

There are many studies proceeded to emphasize this objective through decoupling the 

interacted loops statically (relative gains) and dynamically. Since most processes are 

considered as nonlinear MV systems with mutual interactions, the good control 

performance cannot be obtained by simple controllers. Makoto, Toru and Yoshimi [1] 
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used a designed decoupler which has been generated by the sum of a static decoupler 

and a neural-net based decoupler. Then, the former has been used so as to 

approximately decouple the controlled object. Arjin , Theerachai, Tianchai, Phongchai 

and Jutarut [2] used conventional decoupling method for diagonalization of a plant. 

Zheng and GAO [3] proposed a decoupler to reduce the interactions of two control 

loops.  

On the other hand, for the temperature control objective many studies were done in 

individual processes different than proposed thesis work. Yuvraj and Yaduvir [4] have 

used classical PID controller for controlling temperature at the outlet stream of heat 

exchanger. Chia-Feng and Jung-Shing [5] implemented a hardware for controlling 

bath temperature based of a recurrent neural fuzzy controller. The design realized on 

an Field-Programmable Gate Array (FPGA) chip. Several sets of experiments were 

performed on a practical water bath temperature control, comparing with the generally 

adopted controllers. Mary et al [6] proposes a novel approach based on self-tuning 

FLC and genetic algorithm (GA) optimized fuzzy logic controller, for the design of a 

temperature control process. The process was simulated using the mathematical model 

of the real water bath plant. The controlled variable is the output temperature of water 

while the manipulated variable is the heat flowing inward the system. Also for same 

previous plant mechanism, Chen et al [7] compared the functional-link-based fuzzy 

neural network (FLFNN) controller to the PID controller, the manually designed fuzzy 

controller (FC), the functional link neural network (FLNN) and the Takagi-Sugeno-

Kang-type fuzzy neural network (TSK-type FNN). Tavoosi [8] have proposed an 

adaptive Neuro- Fuzzy Inference Systems (ANFIS) used as controller for control of 

water temperature in the bath system. A Sugeno fuzzy model was chosen. There are 

five layers of network. The hybrid learning algorithm, a combination of least square 

and back propagation methods is used for training this network. Recursive least square 

method for adjusting linear output parameters is proposed. This controller has five 

membership functions using Gaussian type membership function. There are twenty 

five rules used for this system. Also the design of PID self-tuning controller was 

presented by Therese and Nair [9]. The controller consists of conventional PID 

controller and FLC, which is capable of tracking the set point through self-tuning. The 

proposed method is applied in a MV process which was a heater-mixer set up. The 

heater-mixer setup consists of two non-interacting stirred tanks. Leena and Vishal [10] 
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carried out the comparison between the fuzzy logic and adaptive neuro-fuzzy 

controller. They made use these two control systems to regulate the water temperature 

of a bath system. Treesalayapun, Ualrongjil and Kanlapanil [11] presented a novel 

fuzzy neural network called Fuzzy Graphic Rule Network (FGRN), which is a simple 

structure used to control the water bath temperature. 

Absolutely for flow control objective also many studies have been done in various 

processes like boilers, water distribution and fluid flow in air conditioning systems etc. 

Jahmeerbacus [12] proposed a fuzzy logic based flow rate regulation scheme for a 

pumping system driven by an induction motor. The output signal from fuzzy controller 

is used to generate the torque producing component of the stator current. The 

performance of the controller is tested with variable flow rate command, and with large 

step changes in the pumping system curve parameters. Khan, Choudhry and Zeeshan 

[13] proposed a GA based Adaptive Fuzzy Logic Controller (AFLC) design for the 

MV control by manipulating valve positions to adjust the water and steam flow rates. 

A method for the adaptation of FLC by modifying Fuzzy Rule Matrix (FRM) based 

on GA has been proposed. The proposed adaptive controller outperforms the existing 

fuzzy controller in terms of steady state error, rise time and settling time. Xiaoyan and 

Wanneng [14] used two kinds of methods to regulate the flow rate. The controlling 

unit of the system is a neuron-based adaptive controller whose property is compared 

with that of traditional auto control system - PID control system. Jiri and Petr [15] 

controlled the water tank level via input volumetric flow rate through the proportional 

solenoid valve. The adaptive approach with the recursive identification was employed 

for controlling the system. The controller could be tuned by the choice of the pole 

position in the pole-placement method. 

1.3. Goals and Contribution of Thesis 

Temperature and flow rate control problem for the CST as shown in Figure 1.1 is 

considered in this thesis. In particular, the control actuators here are two valves and a 

pump where they have to work simultaneously which is in contrast with the vast 

majority of literature on the temperature or flow rate control for the CST. As long as 

in the current thesis the tank temperature can be maintain to a desired set point by 

varying the water inlet flow rates where enter the tank, at same instant keeping the 

output flow rate at a desired set point, although through use a pump, high pressure 
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water streaming can be maintain and it also works as a reserve during pressure 

reduction caused by low level water in the storage tanks. Also the small volume 

blender tank is used to reduce high rate inlet fluctuations because of above described 

dynamics, which is may lead the user expose to scalding or frigid water during  

numerous temperature fluctuations. 

Furthermore, as we will see in following chapters, linearization of the system about 

some nominal point can give same response of the nonlinear real system, which is 

facilitated in the design of decoupling and conventional closed loop control methods. 

As long as there are limited ranges for the control inputs, those conventional control 

methods are not capable to provide the same response for every different set point step 

changes beside the disturbance rejecting performance. Achieving and maintaining 

comforted temperature and smoothed flow rate of water must be emphasized in 

accordance with disturbances, hence, the advanced Fuzzy logic self-tuning PID and 

FLC with a proportional gain respectively is proposed. 

1.4. Organization of Thesis 

The previous sections give short definition of CST and an overview about control 

objectives which occur in these systems. Then in the previous studies some control 

solutions for other specific projects with similar conditions are given. The 

mathematical model development for the system is applied including linearization the 

developed nonlinear system, brief background of linearization technique, Laplace 

transformation criteria and other specifications are discussed further in Chapter II. 

Chapter III presents control problems of the thesis specified CST system. A short 

background of MV systems, loop interactions, and proposed decoupling method 

escorted with control methodologies and strategies are also given. 

After the decouplers and controllers are designed, simulations of CST system based 

on the above designed stages is given in Chapter IV and performances of CST system 

are tested through the simulated system. In Chapter V results and conclusions are 

discussed. 
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CHAPTER II  

MATHEMATICAL DYNAMIC MODEL OF CONSIDERED SYSTEM 

2.1. Introduction 

Developing the mathematical model for the process control systems is the first step in 

controller design. Mathematical models are sets of equations that describe a process. 

Through transfer functions and block diagrams the mathematical models are developed 

[16]. in which transfer functions are in linear systems. Traditionally, processes can be 

controlled using linear system analysis and design tools. This approach was employed 

despite the fact that most chemical processes are modelled by non-linear equations. 

The main reason for the extensive use of linear dynamic systems theory is that closed-

form analytical solutions exist for linear systems which can be used easily to prove 

universal stability and controller performance. Also, non-linear systems are adequately 

approximated by linear systems near some operating conditions [17]. 

Considering current system as described in Figure 1.1, the thermodynamic and fluid 

equations may be used to find the equations of motion of mechanisms. In this section 

the dynamic modeling equations to find the tank temperature and flow rate are 

developed under these assumptions: 

 The volume of liquids (sum of hot and cold water) are constant with constant 

density and heat capacity. 

 Perfect mixing is assumed in the tank. 

 The tank inlet flow rates and inlet temperatures may change. 

 The rate of heat transfer from the tank to the ambient is governed by 

equation Q = UA(To −Ta), where U is the overall heat transfer coefficient and 

A is the area for heat transfer. 

The mathematical dynamical models that are developed starting from a balance on a 

conserved quantity: mass or energy. The balance can be written as:
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(
flow of mass/energy 
into control volume

)− (
flow of mass/energy 
out of control volume

)

= (
Rate of change of mass/energy

accumulated in the control volume
) 

(2.1) 

2.2. Developing Mathematical Models 

2.2.1. Temperature Control Mathematical Model 

We are interested in developing the mathematical model that describes how the outlet 

temperature, To, responds to the changes of inlet temperatures, T1 and T2, taking the 

contents of the tank as the control volume, an unsteady state energy balance gives us 

the desired relation between the inlets and outlet temperatures. 

Applying (2.1) in term of an equation:  

 
d[Vρu(t)]

dt
= f1(t) ρ h1(t) + f2(t) ρ h2(t) – fo(t) ρ ho(t) –  Q(t) (2.2) 

where: 

u(t) = internal energy of liquid in tank, J/kg. 

f1(t), f2(t), fo(t) = volumetric flow rate, m3/s. 

ρ = liquid density, kg/m3. 

V = volume of liquid in tank, m3. 

h1(t), h2(t), ho(t) =inlet and outlet liquid enthalpies, J/kg. 

In this process chemical reactions do not exist. Also in terms of temperatures, using as 

reference state for u(t) and h(t) the pure component in the liquid state at 0 degree and 

the pressure of the system, the forgoing equation can be written as: 

 
d[Vρu(t)]

dt
= f1(t)ρKpT1+ f2(t) ρKpT2 – fo(t)ρKpTo–  Q(t) (2.3) 

where:  

Kp= liquid heat capacity at constant pressure, J/kg-oC. 

Kv= liquid heat capacity at constant volume, J/kg-oC. 

Q(t) = rate of heat transfer to the surrounding, J/s. 

Because the densities and the heat capacities are assumed constant and equal over the 

operating temperature range, inserting: 

 u(t) = KvTo  (2.4) 
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The last equation can be written as: 

 Vρ Kv
d[To]

dt
= f1(t)ρKpT1+ f2(t) ρKpT2 – fo(t)ρKpTo–  Q(t) (2.5) 

According to the material balance with constant density and volume: 

 
dV

dt
= 0 (2.6) 

Then: 

 f1(t) +  f2(t) =  fo(t) (2.7) 

From (2.5) and (2.7): 

 
VρKv

d[To]

dt
= f1(t)ρKpT1

+ f2(t)ρKpT2– f1(t)ρKpTo– f1(t)ρKpTo–Q(t) 
(2.8) 

VρKv
d[To]

dt
= f1(t)ρKp[T1–To]+ f2(t)ρKp[T2–To]–Q(t) 

 d[To]

dt
=
f1(t)ρKp

Vρ Kv
[T1– To]+

f2(t)ρKp

Vρ Kv
[T2–To]–

Q(t)

Vρ Kv
 (2.9) 

Also 

 Q(t) = UA[To–Ta] (2.10) 

where: 

U= heat transfer rate to the surroundings, J/s. 

A= heat transfer area, m2. 

Ta= temperature of surroundings, Co, an input variable. 

Substituting (2.10) in (2.9): 

 
d[To]

dt
=
f1(t)ρKp

Vρ Kv
[T1– To]+

f2(t)ρKp

Vρ Kv
[T2–To]–

UA[To–Ta]

Vρ Kv
 (2.11) 

2.2.2. Pump Speed Mathematical Model [18] 

As prescribed in previous sections this thesis focuses on a system that consists of 

centrifugal pump powered by a variable speed DC electric motor and pumping out 

from a constant volume water-tank. The tank receives liquid through two intakes 

having flow rates f1(t) and f2(t) through two control valves. 
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Mathematical model is developed by analyzing the dynamics of the plant and it is 

based on fundamental laws of physics and fluid mechanics. Determining the 

mathematical model of the plant includes determining mathematical models of 

centrifugal pump and tank.   

The counterpart of Newton's law of force says that the angular acceleration is 

proportional to the torque on the axis. Hence, the equation of motion for the motor-

pump set can be written as: 

 
J
dw

dt
= τa–τp = τMT– (τp+ τζ) (2.12) 

where: 

J = moment of inertia (kg.m2) 

τa = τMT= active output torque of the DC motor (N.m)  

τp= passive/resistive torque of the pump (N.m) 

τζ= is the viscous torque (N.m) 

The pump torque includes two terms, passive torque Mp and viscous torque Mζ which 

is defined as when an object moves through a fluid, the viscosity of the fluid acts on 

the moving object with a force that resists the motion of the object. Commonly, viscous 

torque is modeled by either Newton’s or Stokes’ models. Both models agree that the 

drag force acts in the direction opposite to the velocity vector for the object in motion 

[19]. 

The pump viscous torque and passive torque are given by: 

 τζ = kζw (2.13) 

 
τp =

ρgfo(t)H

ηw
 

(2.14) 

where:  

kζ=viscous torque constant (N.m/rad/s). 

w=pump speed (rpm or rad/s)  

g = gravity (m/s2) 
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From (2.14) it can be concluded that the basic parameters of centrifugal pump are: 

pump flow rate fo(t), pump head H and angular velocity w. Pump flow rate can be 

expressed by peripheral cross section of the impeller channels and meridian 

component of velocity. Thus, for different modes of operation the flow is proportional 

to the angular velocity, as it is: 

 
H′

H
=
w′2

w2
 (2.15) 

It should be noted that the last equation is obtained assuming that the pump efficiency 

coefficient is constant. Basically it is slightly changed in different modes, which to 

some extent reflects to the parameters. Equation (2.15) is valid for any two modes, so 

if it is written for arbitrary and nominal mode and replaced into (2.14) it is obtained: 

 τp =
ρgHN
ηwN

2 fo(t)w = krfo(t)w (2.16) 

Pump suppliers set the pump characteristics (fo(t)-H and fo(t)-η curves) for a nomina l 

speed n. Due to the complexity of centrifugal pump dynamics, the assumption that 

fo(t)-H curve with sufficient accuracy describes the behavior of the pump in 

transitional regimes is accepted into analysis of their work, i.e. static characteristic of 

the pump is used. The characteristic curve of a centrifugal pump can be described by 

the equation:  

 H = Aw2 +Bwfo(t)+Cfo
2(t) (2.17) 

where A, B and C are characteristic constants for each pump, that is a parabola family 

with parameter w, i.e. this expression determines the family of static characteristics of 

centrifugal pump. From (2.17), expressing fo(t) and w through their nominal values, 

the pump head will be: 

H = (A+ B
foN(t)

wN
+ C

foN(t)
2

wN
2 )w2 

     = kww
2 (2.18) 

where: 

kw is constant assuming a limitation for the pump speed and flow. 
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The head of a pump in terms of the pressure difference across the pump can be 

expressed as [20]: 

 H =
P3– P

ρg
+
S2

2g
 (2.19) 

where: 

 
P3 , P = static pressures after and before the pump, respectively, kPa 

S = dynamic pressure, kPa 

From (2.18) and (2.19) we can derive  

P3– P

ρg
+
S2

2g
= kww

2 

P = P3 +
ρS2

2
– ρgkww

2  (2.20) 

As long as today’s technology needs to be easier and faster responses, which means 

using few number of components for controlling an equipment. DC motor is one of 

such equipments, whose speed is directionally proportional to the supply voltage. The 

DC motor uses electricity and a magnetic field to produce torque. 

In modeling the armature controlled DC motor for this study, simple electrical circuit 

of armature controlled DC motor diagram as shown in Figure 2.1 was employed [21, 

22]. 

 

Figure 2.1. Separately excited armature controlled DC motor diagram. 

Instantaneous armature current is: 

 
Va = iaRa + ea + La

dia
dt

 (2.21) 

http://www.engineeringtoolbox.com/pump-energy-equation-d_631.html
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where: 

           La and Ra  are the armature inductance and resistance, respectively.  

The motor back emf, which is also known as speed voltage, is expressed as: 

 ea = knwa (2.22) 

where: 

kn= motor voltage constant (in V/A-rad/s). 

In assumptions that the field excitation circuit is constant and under steady state 

operation the time derivative is zero, assuming the motor is not saturated: 

 Va = iaRa + ea (2.23) 

The torque developed by the motor is: 

 τMT = iakT     ≫    ia =
τMT
kT

 (2.24) 

where: 

kT= torque constant in V/A-rad/sec. 

MMT  can be derived by substituting (2.22) and (2.20) into (2.21): 

 τMT =
kTVa
Ra

–
kTkn
Ra

w (2.25) 

The speed of DC motor can simply be set by applying the correct voltage [23]. 

In assumption that simple term m3(x) is a motor setting point voltage, (2.25) will be: 

 τMT =
kTVam3(x)

Ra
–
kTkn
Ra

w (2.26) 

2.2.3. Control Valve Mathematical Model 

In process control systems valve is a control device, it can be used to regulate the flow 

of materials within a process. Nowadays several different kinds of valves (butterfly, 

ball, globe etc.) exist, depending on the application and chemical process in 

consideration they can be selected. The sizing of valves depends on the fluids 

processing unit (heat exchanger, tank, pump etc.) which is in series with the valve [23]. 
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Also the control valve is simply an orifice with a variable area of flow. If Cv is defined 

as valve coefficient, the basic principles regulating flow through an orifice provide the 

following formula for the liquid flow rate through the valve [16]. 

 f(t) = Cv  m(x)√
∆Pv
s. g

 (2.27) 

where: 

f(t)=liquid flow rate 

∆Pv =pressure drop across the valve  

s. g =specific gravity of liquid  

m(x)=flow characteristic. 

Cv =valve coefficient. 

The above equation is a general equation which is used to describe flow through a 

valve. This is the equation to start with when you want to model a valve and it can be 

modified for different situations. The key is m(x), inherent flow characteristic in 

modeling the flow through a valve, and depends on the kind of valve you are using 

[23]. 

Here in this thesis the linear (m(x) = x for linear valve control) is assumed which 

means flow is directly proportional to the valve lift. Also according to the pump speed 

interaction to the valves flow, it gives a nonlinearity to the system. For developing the 

mathematical models of both valves within pump speed the following steps are done: 

The ∆Pv are between Pi and P, so we can derive equations like: 

fi(t) = Csmi(x)√∆Pv         and  i = 1, 2             

           = Csmi(x)√Pi− P (2.28) 

where:  

Cs =
Cv

√1/s.g
    

By substituting (2.20) in (2.28)  
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 f1(t) = Csm1(x)√P1 − P3  +
ρ(S1

2 − S3
2)

2
+ ρgkww

2 (2.29) 

Also this equation applies for the second valve 

 f2(t) = Csm2(x)√P2 − P3  +
ρ(S2

2 − S3
2)

2
+ ρgkww

2 (2.30) 

where: 

P1, P2, P3 and P are static pressures in front of the two valves, outtake of pump 

and inside the tank followed by S1, S2 and S3 the dynamic pressures 

respectively. 

2.3. Combining the System Dynamic Equations 

By substituting (2.29) and (2.30) in (2.7)  

 

fo(t) = Csm1(x)√P1 −P3  +
ρ(S1

2− S3
2)

2
+ ρgkww

2 

+ Csm2(x)√P2 − P3  +
ρ(S2

2 − S3
2)

2
+ ρgkww

2 

(2.31) 

By substituting (2.31) into (2.16) 

 τp = Cskrw(m1(x)√G1 +m2(x)√G2) (2.32) 

where: 

G1 = P1 −P3 +
ρ(S1

2 − S3
2)

2
+ ρgkww

2        

G2 = P2 −P3 +
ρ(S2

2 − S3
2)

2
+ ρgkww

2 

Substituting (2.13), (2.26) and (2.32) into (2.12) gives 

 

dw

dt
=
kTVam3(x)

JRa
−
kTkn
JRa

w

− (
Cskrw

J
(m1(x)√G1 + m2(x)√G2))+

kζ

J
w 

(2.33) 
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Also substituting (2.29) and (2.30) into (2.11) gives 

 

dTo
dt

=
Csm1(x)√G1 ρKp

Vρ Kv 
[T1–To]

+
Csm2(x)√G2 ρKp

Vρ Kv
[T2– To]–

UA [To−Ta] 

Vρ Kv
 

(2.34) 

After neglecting the work done by the mixing impeller and other mentioned 

assumptions, two equations are derived which are the system output variables. 

Equations (2.34) and (2.31) are the system tank state temperature and output flow rate 

variables respectively. Equation (2.33) is the speed change of the pump which means 

partly related to the output flow rate, since flow rate is also related to the valve 

positions.  

2.4. Linearization of the Nonlinear Model 

Many dynamic chemical processes are modeled by set of nonlinear, first-order 

differential equations that generally arise from material and energy balances around 

the system [24]. As described above in this thesis two nonlinear, first order differentia l 

equations exist which they state tank temperature variation, which is directly related 

to the temperature controlled variable and pump speed variation, which gives 

controlled flow rate variable under constant valve position assumption.  

Process models are often linearized to perform stability analysis. Linear models are 

easier to understand and are necessary for most control system design methods [24]. 

State-space models use a system of first order ordinary differential equations in order 

to describe the dynamic behavior of the state variables. The model is comprised of an 

equation for each of the state variables that describes how this variable changes in time 

as a function of the other state variables and the external inputs [25]. 

 

 

 

 

 



16 

 

In general, a state-space model has the following form: 

 

{
 
 
 

 
 
 
dx1
dt

= a11x1 + a12x2 +⋯+ b11u1 + ⋯+ b1mum

⋮              ⋮           ⋮                          ⋮                               ⋮
dxn
dt

= an1x1 + an2x2 + ⋯+ bnnun +⋯ + bnmum

y1 = c11x1 + c12x2 +⋯+ c1nxn + ⋯ + d1mum
⋮              ⋮           ⋮                          ⋮                               ⋮
yr = cr1x1 + cr2x2 + ⋯+ crnxn +⋯+ drmum }

 
 
 

 
 
 

 (2.35) 

which has n state variables (x), m input variables (u) and r output variables (y). This 

relationship is normally written in the matrix form: 

 

{
  
 

  
 
[

ẋ1.
.
ẋn

] = [

a11 ⋯ a1n
⋮ ⋱ ⋮
an1 ⋯ ann

] [

x1.
.
xn

]+ [[
b11 ⋯ b1m
⋮ ⋱ ⋮
bn1 ⋯ bnm

]] [

u1.
.
um

]

[

y
.
.
yr

] = [

c11 ⋯ c1n
⋮ ⋱ ⋮
ar1 ⋯ arn

] [

x1.
.
xn

] + [[
d11 ⋯ d1m
⋮ ⋱ ⋮
dr1 ⋯ drm

]] [

u1.
.
um

]

}
  
 

  
 

 (2.36) 

which has the general (state-space) form: 

 ẋ = A x +  B u (2.37) 

 y = C x +  D u (2.38) 

where the dot over a state variable indicates the derivative with respect to time. The 

eigenvalues of the Jacobean matrix (A) determine the stability of the system of 

equations and the "speed" of response.  

The aij coefficient relates state variable j to the rate of change of state variable i. 

Similarly, the bij coefficient relates input j to the rate of change of state variable i. 

Also, cij relates state j to output i, while dij relates input j to output i. We can also say 

that the kth row of matrix C relates all states to the kth output, while the kth column 

of c relates state k to all outputs.  

In this section we have shown how to write modeling equations that are naturally linear 

in the state-space form. In the next section we show how to linearize nonlinear models 

and write them in the state-space form. Linear models are easier to analyze for stability 

and expected dynamic behavior [24]. 
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2.4.1. Linearization Technique  

Before we generalize our results, we will illustrate linearization for a single variable 

problem, considering a system with one state variable and one input variable. A 

general single variable nonlinear model is: 

 ẋ =
dx

 dt
= f(x,u) (2.39) 

The function of a single variable, f(x, u), can be approximated by a truncated Taylor 

series approximation around the steady-state operating point (xs, us)): 

 

ẋ = f(xs, us) =
∂f

∂x
|
xsus

(x − xs) +
∂f

∂u
|
xsus

(u − us)

+
1

2
 
∂2f

∂x2
|
xsus

(x − xs)
2 +

∂2f

∂x∂u
|
xsus

(x − xs)(u − us)

+
1

2
 
∂2f

∂u2
|
xsus

(u − us)
2. . . higher order terms

 (2.40) 

Truncating after the linear terms, we have: 

 ẋ ≈ f(xs, us)
∂f

∂x
|
xsus

(x− xs) +
∂f

∂u
|
xsus

(u − us) (2.41) 

Realizing that f(xs, us) = 0 and dx dt⁄ = d(x − xs) dt⁄  

 
d(x − xs)

dt
≈
∂f

∂x
|
xsus

(x − xs) +
∂f

∂u
|
xsus

(u − us) (2.42) 

Using deviation variables, ẋ = x − xs  and u̇ = u − us, 

 
dẋ

dt
≈
∂f

∂x
|
xsus

ẋ +
∂f

∂u
|
xsus

u̇ (2.43) 

which can be written: 

 
dẋ

dt
= Aẋ + Bu̇ (2.44) 

where: 

 a =
∂f

∂x
|
xsus

 and b =
∂f

∂u
|
xsus

  

If there is a single output that is a function of the states and inputs, then: 
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 y = g(x,u) (2.45) 

Again, performing a Taylor series expansion and truncating the quadratic and higher 

terms: 

 g(x,u) = ≈ g(xs, us) +
∂g

∂x
|
xsus

(x − xs)
∂g

∂u
|
xsus

(u − us) (2.46) 

Since g(xs,us) is simply the steady-state value of the output (ys), we can write: 

 y ≈ g(xs,us) +
∂g

∂x
|
xsus

(x− xs)
∂g

∂u
|
xsus

(u − us) (2.47) 

or 

 y − ys = C(x − xs) + D(u− us) 
(2.48) 

where: 

 c =
∂g

∂x
|
xsus

 and       d =
∂g

∂u
|
xsus

  

using deviation notation: 

 ẏ = Cẋ + Du̇ (2.49) 

The above description shows how to linearize single-state variable systems. In the 

thesis above technique is generalized for any number of states which is MIMO system. 

Generally, the (   ̇ ) notation is dropped and it is understood that the model is in 

deviation variable form: 

 
x ̇ = Ax + Bu 

y = Cx + Du 

(2.37) 

(2.38) 

2.4.2. Interpretation of Linearization 

In Section 2.3 the method of linearization of models into state-space form is illustrated. 

The objective of this section is to illustrate what is meant by linearization of a function. 

Now considering out thesis system the stirred tank with two control valves in series 

with a pump at the outtake as shown in Figure 2.2. 
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Figure 2.2. Proposed thesis open loop system black box block diagram including 

inputs, outputs and disturbances. 

Linearization will be applied considering that m1(x) , m2(x) and m3(x)  are the 

system controller inputs. T and F are temperature and flow output controlled variables, 

within taking (T1, T2, Ta, P1, P2, P3) as system major and minor disturbances. 

Equations (2.33) and (2.34) are obtained thesis dynamic models and valid for any mode 

of operation of the plant, and therefore, they can be applied to the nominal mode, in 

which case they get the form [18]: 

 

Csm1(x)√G1 ρKp
Vρ Kv

[T1–To]

+
Csm2(x)√G2 ρKp

Vρ Kv
[T2– To]–

UA [To−Ta] 

Vρ Kv
= 0 

(2.50) 

 

kTVam3(x)

JRa
−
kTkn
JRa

w− (
Cskrw

J
(m1(x)√G1+ m2(x)√G2))

+
kζ

J
w = 0 

(2.51) 

In the general nonlinear model, X is a vector of n=2 state variables (To  and w),  U is a 

vector of m=3 input variables m1(x), m2(x), and m3(x) and Y is a vector of r=2 output 

variables (To and F). Z is also a vector of 6 disturbance variables 

(T1, T2, Ta, P1, P2 and P3). 
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 {
x1̇ =

dTo
dt

= f1(To ,w,m1(x),m2(x),m3(x),T1, T2, Ta, P1, P2, P3)

x2̇ =
dw

dt
= f2(To ,w,m1(x),m2(x),m3(x),T1, T2, Ta, P1, P2, P3)

} (2.52) 

 {
y1 = g1(To ,w,m1(x),m2(x),m3(x),T1, T2, Ta, P1, P2, P3)

y2 = g2(To ,w,m1(x),m2(x),m3(x),T1,T2 , Ta,P1, P2, P3)
} (2.53) 

Normalized values are based on steady-state operating values. The equations that 

describe the behavior of the system can be presented in state space form by selecting 

the appropriate state variables. In addition, whenever it is possible, it is necessary to 

conduct linearization in order to get a simplified mathematical description of the 

system. In the case study, assuming that the relative deviations of individual variab les 

are small enough, the linearization of the functions f1 and f2 can be performed. The 

choice of state variables is made as follows: 

 

x1 = To 

x2 = w 

X = [x1  x2]
T 

U = [u1  u2  u3]
T 

Z = [z1  z2  z3  z4  z5  z6]
T 

 

where: 

 
X is a state vector and Z is the vector of disturbances mentioned 

above. 
 

As a result of the linearization procedure of the functions f1 and f2, the following 

constants are obtained: 

 

a11 =
∂f1
∂x1

=
∂f1

∂(T− Tos)
=
∂f1
∂T

    

= –  
Csm1(t)√G1 ρKp

Vρ Kv
–  
Csm2(t)√G2 ρKp

Vρ Kv
 – 

UA  

Vρ Kv
|

Nominals

 
(2.54) 

where: 

 

Nominals are steady state values 

=Tos, ws ,m1N(x),m2N(x),m3N(x),T1N , T2N, TaN , P1N, P2N , P3N  
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a12 =
∂f1
∂x2

=
∂f1

∂(w −ws)
=
∂f1 
∂w

= [T1– To]
Csm1(t)ρgkww ρKp

Vρ Kv√G1

+ [T2–To]
 Csm2(t)ρgkww ρKp

Vρ Kv√G2
|

Nominals

 

(2.55) 

 a21 =
∂f2
∂x1

=
∂f2

∂(T − Tos)
= 0 (2.56) 

 

a22 =
∂f2
∂x21

=
∂f2

∂(w− ws)
=
∂f2 
∂w

= –  
kT
JRa

 kn – 
Cskr
J
 {(m1(t) (√G1 +  

ρgkww
2

√G1
))

+ ( m2(t) (√G2 +
ρgkww

2

√G2
))} +  

kζ
J
|

Nominals

 

(2.57) 

 b11 =
∂f1
∂u1

=
∂f1

∂(m1 − m1N)
=
∂f1
∂m1

=
Cs√G1 ρKp

Vρ Kv
[T1–To]|

Nominals

 (2.58) 

 b12 =
∂f1
∂u2

=
∂f1

∂(m2 − m2N)
=
∂f1
∂m2

=
Cs√G2 ρKp

Vρ Kv
[T2–To]|

Nominals

 (2.59) 

 b13 =
∂f1
∂u3

=
∂f1

∂(m3 − m3N)
=
∂f1
∂m3

= 0 (2.60) 

 b21 =
∂f2
∂u1

=
∂f2

∂(m1 −m1N)
=
∂f2
∂m1

= – 
Cskr
J
w √G1|

Nominals

 (2.61) 

 b22 =
∂f2
∂u2

=
∂f2

∂(m2 − m2N)
=
∂f2
∂m2

= – 
Cskr
J
w√G2|

Nominals

 (2.62) 

 b23 =
∂f2
∂u3

=
∂f2

∂(m3 − m3N)
=
∂f2
∂m3

=
kTVa
JRa

|
Nominals

 (2.63) 

Also by the same form as calculated linearized input controller vector, the disturbance 

vector F is found. 

 v11 =
∂f1
∂z1

=
∂f1

 ∂(T1− T1s)
=
∂f1
∂T1

=
Csm1(t)√G1 ρKp

Vρ Kv
  |

Nominals

 (2.64) 
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 v12 =
∂f1
∂z2

=
∂f1

 ∂(T2 − T2s)
=
∂f1
∂T2

=
Csm2(t)√G2 ρKp

Vρ Kv
|

Nominals

 (2.65) 

 v13 =
∂f1
∂z3

=
∂f1

 ∂(Ta −Tas)
=
∂f1
∂Ta

=  
UA  

Vρ Kv
|
Nominals

 (2.66) 

 v14 =
∂f1
∂z4

=
∂f1

 ∂(P1 −P1s)
 =

∂f1
∂P1

= + 
Csm1(t)ρKp

2 √G1
[T1–To]|

Nominals

 (2.67) 

 v15 =
∂f1
∂z5

=
∂f1

 ∂(P2 −P2s)
=
∂f1
∂P2

= + 
Csm2(t)ρKp

2 √G2
[T2–To]|

Nominals

 (2.68) 

 

v16 =
∂f1
∂z6

=
∂f1

 ∂(P3 −P3s)
=
∂f1
∂P3

= − 
Csm1(t)ρKp

2Vρ Kv√G1
[T1–To]

−
 Csm2(t)ρKp

2Vρ Kv√G2
[T2– To]|

Nominals

 

(2.69) 

 v21 =
∂f2
∂z1

=
∂f2

 ∂(T1 −T1s)
=
∂f2
∂T1

= 0 (2.70) 

 v22 =
∂f2
∂z2

=
∂f2

 ∂(T2− T2s)
=
∂f2
∂T2

= 0 (2.71) 

 v23 =
∂f2
∂z3

=
∂f2

 ∂(Ta− Tas)
=
∂f2
∂Ta

= 0 (2.72) 

 v24 =
∂f2
∂z4

=
∂f2

 ∂(P1 −P1s)
 =

∂f1
∂P1

= –
Csm1(t)wkr

2J √G1
|

Nominals

 (2.73) 

 v25 =
∂f2
∂z5

=
∂f2

 ∂(P2− P2s)
=
∂f2
∂P2

= −
Csm2(t)wkr

2 J√G2
|

Nominals

 (2.74) 

 

v26 =
∂f2
∂z6

=
∂f2

 ∂(P3− P3s)
=
∂f2
∂P3

=  
Cskr
2J

w  (
m1(t)

 √G1
 +   

m2(t)

√G2
 )|

Nominals

 
(2.75) 

The state variables method is used here to describe more easily the dynamics of the 

system. The compact representation of the mathematical model using matrices is the 

advantage of this method which in this form allows computer simulation of system 

dynamics and designing controller in relatively easy way. Thus, by choosing the 
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appropriate state variables and linearization carried out, the linear mathematical model 

of the plant in the state space form has been obtained [18]. 

 X ̇ = AX+ BU+ VZ  

 

[
x ̇ 1
x ̇ 2
] = [

a11 a12
a21 a22

] [
x1
x2
] + [

b11 b12 b13
b21 b22 b23

] [

u1
u2
u3

]

+ [
v11 v12 v13
v21 v22 v23

v14 v15 v16
v24 v25 v26

]

[
 
 
 
 
 
z1
z2
z3
z4
z5
z6]
 
 
 
 
 

 

 

 

[

dT

dt
dw

dt

] = [

∂f1
∂T

∂f1 
∂w

∂f2
∂T

∂f2 
∂w

] [
T
w
] +

[
 
 
 
 
∂f1
∂m1

 
∂f1
∂m2

∂f1
∂Va

∂f2
∂m1

 
∂f2
∂m2

∂f2
∂Va]

 
 
 
 

[

m1(x)

m2(x)

m3(x)
]

+

[
 
 
 
  
∂f1
∂T1

  
∂f1
∂T2

 
∂f1
∂Ta

 
∂f2
∂T1

  
∂f2
∂T2

 
∂f2
∂Ta

 
∂f1
∂P1

 
∂f1
∂P2

∂f1
∂P3

 
∂f2
∂P1

 
∂f2
∂P2

∂f2
∂P3]

 
 
 
 

[
 
 
 
 
 
T1
T2
Ta
P1
P2
P3]
 
 
 
 
 

 

 

 

Y = CX +DU 

[
y1
y2
] = [

c11 c12
c21 c22

] [
x1
x2
] + [

d11 d12 d13
d21 d22 d23

] [

u1
u2
u3

] 
 

Since one state is measured, c11 and c12 are equal to one and zero, respectively. The 

output temperature is the same as state variable temperature while it is deviated 

variable from the steady state value. c21  is also equal to zero as long as there is no 

chemical interaction process and limited temperature level. c22  equated to some value 

taken from (2.31) after curve fitted to linearized value. Figure 2.3 shows the flow 

change according to pump speed and the curve fitting. Also D matrix elements are zero 

except  d21  and d22  because valve positions are directly related to the output flow rate, 

and they are equal, d21 = d22  . The numerical value calculated through (2.29) and 

(2.30) and assuming 3 seconds time response to each valve is assumed. 
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[
To
F
]

= [
1 0
0 0.00596

] [
To
w
]

+ [
0 0 0

11.5 × 1(t− 3) 11.5 × 1(t− 3) 0] [

m1(x)

m2(x)

m3(x)
] 

 

where: 1(t) is the unit step function. 

 

 
Figure 2.3. Pump speed vs. flow variations within constant valve positions, 

approximated to a linearly change through curve fitting. 

Considering the Tables 2.1 and 2.2, the steady state values and parameters are given 

respectively to perform linearization: 

Table 2.1. Steady state values of proposed system which are taken from real 

environment (Appendix 1). 
variable s.s value variable s.s value variable s.s value 

T1S 9.44    CO P2S 115.8    kPa m2(x) 0.8 

T2S 48.8    CO P3S 250       kPa m3(x) 1 

TOS 42       CO w 1700 rpm Va 36 Volt 

P1S 96.52     kPa m1(x) 0.2   

 

 
 



25 

 

 

Table 2.2. Assumed and real environment system parameters (Appendices 2, 3). 
Parameter values Parameter values Parameter values 

ρ 1000kg/m3 J 0.05512kg.m2 kn 0.0182 

V 0.018 m3 g 9.81 m s2⁄  Kp 4.181 

Ra 0.6758 Ω kT 0.1527N mA⁄  kr 0.926 

Cs 0.67 kw 0.000010935   

Notice that the values of UA and kζ  have not been specified. These values can be 

obtained by solving the two dynamic Equations (2.32) (2.33) at steady-state. 

From 
dw

dt
= 0 at steady-state, solve (2.32) to obtain kζ=0.0004527 𝐍.𝐦/𝐫𝐚𝐝/𝐬 

From 
dTo

dt
= 0 at steady-state, solve (2.33) to obtain UA=0.0042

𝐤𝐣

𝐬.𝐂
 

According to equations (2.54 – 2.75), the numerical values of matrix entries in 

equations (2.37, 2.38) are calculated and following state space model is obtained: 

 

[

dT

dt
dw

dt

]

= [
−0.01174 −0.000038

0 −0.0932
][
To
w
]

+ [
−0.3628 0.08 0
−5.728 −6.08 147.57

] [

m1(t)

m2(t)

m3(t)
]

+ [
 0.0022  0.0094 0.000055
0 0  0

−0.0015 0.00126 0.00025
−0.025 −0.0958 0.1212

]

[
 
 
 
 
 
T1
T2
Ta
P1
P2
P3]
 
 
 
 
 

 

 

2.5. Laplace Domain Transformation 

2.5.1. Transformation Technique  

The ability to obtain linear approximations of physical systems allows the analyst to 

consider the use of the Laplace transformation. The Laplace transform method 

substitutes relatively easily solved algebraic equations for the more difficult 

differential equations [26, 27]. 
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Now we turn to the matter of determining the transfer functions Gij(s) of a multi- input, 

multi-output (MIMO) system. Recalling (2.37) and (2.38)  

where y is the vector of multiple output and u is the multiple input, The Laplace 

transforms of above equations can be obtained as: 

 
sXij(s) = AXij(s) + BUij(s) 

Yij(s) = CXij(s) + DUij(s) 
 

where B here is a 3X2 matrix, since u is multi- input. Note that we do not include init ia l 

conditions, since we seek the transfer functions. Rearranging equation, we obtain  

 (sI − A)Xij(s) = BUij(s)  

Since [sI− A]−1 = φ(s),  

 Xij(s) = φ(s)BUij(s)  

Substituting Xij(s) into (2.38), 

 Yij(s) = (φ(s)B+ D)Uij(s)  

Therefore, the transfer functions Nij(s) =
Yij (s)

Uij(s)
 are  

 Nij(s) = (φ(s)B+ D) (2.76) 

2.5.2. System State-Space Transformation to Laplace  

Recalling (2.76) and substituting A, B, C and D matrices, the transfer functions will 

be: 

 

Nij(s) =  [
1 0
0 0.00596

](S [
1 0
0 1

] − [
−0.01174 −0.000038

0 −0.0932
])
−1

∗ [
−0.3628 0.08 0
−5.728 −6.08 147.57

]

+ [
0 0 0

11.5 × 1(t− 3) 11.5 × 1(t− 3) 0
] 

 

 Nij(s) = [
N11(s) N12(s) N13(s)

N21(s) N22(s) N23(s)
]  

where: 

 N11(s) =
−0.3628s − 0.034

 s2 + 0.1049s + 0.0011 
  

 N21(s) =
0.08s +  0.00768

  s2 +0.1049s+ 0.0011 
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 N31(s) =
  −0.0056

  𝑠2 +0.1049𝑠 + 0.0011
  

 N12(s) = N22(s) =
3.46𝑠2 +0.35𝑠 + 0.0037

  𝑠3 +0.4349𝑠2 +0.035717𝑠+ 0.000363 
  

 N32(s) =
 0.875𝑠+ 0.00875

  𝑠2 +0.1049𝑠 + 0.0011 
  

The characteristic p1,2(s) are polynomia l  𝑠2 + 0.1049𝑠+ 0.0011 and 𝑠3 +

0.4349𝑠2 +0.035717𝑠 + 0.000363, with the poles are -0.0118, -0.0931 and (-0.011, 

-0.093 and -0.33) respectively. 

Also the transfer functions relating the system disturbances through the outputs, using 

the same method are: 

 Gij(s) = (φ(s)V+ D)  

 Gij(s) = [
G11(s) G12(s) G13(s)

G21(s) G22(s) G23(s)

G14(s) G15(s) G16(s)

G24(s) G25(s) G26(s)
]  

where: 

 G11(s) =
0.0023s + 0.0002

  s2+ 0.1049s + 0.0011 
  

 G12(s) =
 0.0094s+ 0.0009

  s2+ 0.1049s + 0.0011 
  

 G13(s) =
(0.558s + 0.052)e− 04

  s2+ 0.1049s + 0.0011 
  

 G14(s) =
−0.0015s − 0.0001

  s2+ 0.1049s + 0.0011 
  

 G15(s) =
0.0013s + 0.0001

  s2+ 0.1049s + 0.0011 
  

 G16(s) =
0.0002

  s2+ 0.1049s + 0.0011 
  

 G21(s) = G22(s) = G23(s) = 0  

 G24(s) = G25(s) =
−0.18 ∗ 10−5s2 − 6 ∗ 10−7s − 4 ∗ 10−12

  s3+ 0.4349s2 +0.035717s + 0.000363
  

 G26(s) =
 3.5s + 8.47 ∗ 10−5

  s2 +0.1049s + 0.0011 
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CHAPTER III  

MULTIVARIABLE CONTROL DESIGN 

3.1. Introduction 

In conventional control systems the interest is to cope the lacks of the controlled 

process and cancel or reduce the effect of external disturbances. The main scope in this 

chapter is to keep the process controlled variables around desired values, and transfer 

the plant from one operating point to another or tracking the reference set point signal. 

In a general way, regulation and reference tracking result in very distinct control 

approaches and techniques. 

The process should be capable of behaving in the required way. The best control 

subsystem will just provide the most suitable inputs to the process to fulfill the goals 

[28]. 

Since interactions are natural in many processes, they also exist in the current thesis 

proposed plant. Control goals, mainly based on qualitative and economical 

requirements as well as operational constraints, the controlled process structure should 

be simplified and a desirable controlled plant performances for “control design” should 

be derived. 

In previous chapter the system mathematical model is linearized and transformed to 

transfer functions in order to ease the mechanism of loop interaction elimination and 

decouple the plant to sub-processes as explained in Section 3.2. Since in the linear 

case, existing interactions can be considered as (additive) disturbances [28], the main 

advantage is that the process is rearranged in such a way that nearly each input only 

influences one output which is lead to design the controllers and tuned independently. 

In other words variables can be grouped into several sets corresponding to each 

subsystem. 
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3.2. Decoupler Design 

3.2.1. Loop Interaction and Decoupling Method 

The proposed MIMO system, in which the controlled variables are the tank 

temperature and the flow rate out stream is companied by valve positioning and motor 

speed adjusting manipulated variables. The process is controlled by three loops, the 

chosen mechanism here is manipulating first valve position to control the tank 

temperature and the other two loops which are second valve position and adjusting 

pump speed to control the flow rate. Within this mechanism adjusting in the first 

control loop also changes the flow rate controlled variable, while the second loop 

which is adjustment in the second valve changes the tank temperature. The interest ing 

point here is the third controlled loop, beside the flow rate controlling through 

decreasing the pressure afterwards of the valves effects the tank temperature due to 

nonlinearity at instant valve positions for the same pump speed as illustrates in the 

following section. 

Hence there exist loop interactions for current thesis proposed MIMO system. Loop 

interactions need to be reduced or eliminated and pair the controlled and manipulated 

variables to minimize the effect of interaction, because changes in one loop might 

cause destabilizing changes in another loop. To avoid loop interactions, MIMO 

systems can be decoupled which means the system loops separate to independent 

loops. 

The simplest way to reduce or eliminate the loop interaction in control systems is by 

decoupling. It can be profitable, realistic possibility when applied carefully [16]. The 

design objectives which are reduction of interactions can be realized, by adding 

additional controllers called decouplers to conventional multiloop configuration [29]. 

One may design the system (statically or dynamically decoupled), depending on 

requirements imposed on a system [30]. Decouplers can be designed from block 

diagrams or from basic engineering principles. The basic difference is that decouplers 

form part of feedback control of loops. Because of this, they must be selected and 

designed with great care. Static decoupling is accomplished by leaving out the 

dynamic terms. The advantage is that only the steady-state gains of the transfer 

functions need to be used in designing a static decoupler [16]. 
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3.2.2. Decoupler Design from Block Diagrams 

The block diagram of current MIMO system which is a 3X2 interacting system is given 

in Figure 3.1. This block diagram shows graphically that the interaction between the 

loops is caused by the process “cross” blocks with transfer functions N12(s), N21(s) 

and N31(s).  

 
Figure 3.1. Open loop proposed thesis system block diagram. 

To eliminate this interaction, keeping in mind the controlling mechanism procedure, 

three decoupler blocks with transfer functions D12(s), D21(s) and D31(s) are installed, 

as in Figure 3.2. The purpose of the decouplers is to cancel the effect of the process 

cross blocks so that each controlled variable is not affected by changes in the 

manipulated variable of the other loop. In other words, decoupler D12(s) cancels the 

effect of manipulated variables U1(s) on controlled variable F(s), and D21(s) and 

D31(s) cancel the effect of manipulated variable U2(s) and U3(s)respectively on 

controlled variable To(s). 

From block diagram algebra, these effects are: 

 
F(s)

U1(s)
= D12(s)N32(s) + N12(s) = 0 (3.1) 

 
To(s)

U2(s)
= D21(s)N11(s)+ N21(s) = 0 (3.2) 
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To(s)

U3(s)
= D31(s)N11(s)+ N31(s) = 0 (3.3) 

 
Figure 3.2. Open loop plant with proposed decoupler design. 

The design formulas for the decouplers are obtained and solved from the decoupler 

transfer functions from (3.1 - 3.3) 

 D12(s) =
−N12(s)

N32(s)
 (3.4) 

 D21(s) =
−N21(s)

N11(s)
 (3.5) 

 D31(s) =
−N31(s)

N11(s)
 (3.6) 

The decouplers form part of the loops as pointed out above, which can also be seen 

from the block diagram of Figure 3.2. The relationship between each controlled 

variable and its manipulated variable in the decoupled diagram is obtained by block 

diagram algebra [16]: 

 
F(s)

U1(s)
= D12(s)N32(s) + N12(s) (3.7) 

 
To(s)

U2(s)
= D21(s)N11(s)+ N21(s) (3.8) 
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To(s)

U3(s)
= D31(s)N11(s)+ N31(s) (3.9) 

The two terms in each formula tell us what the block diagram of Figure 3.2 tells us 

graphically, that in the decoupled system each controlled variables are affected by its 

manipulated variable through two parallel paths. As with the interacting system, these 

two paths may help each other if their effects are additive (positive interaction), or 

fight each other if the effects are of the opposite sign (negative interaction) [16]. 

3.2.3. Static and Dynamic Decoupling 

As pointed out earlier, decoupling can be accomplished statically and dynamica lly. 

Static decoupling is accomplished by leaving out the dynamic terms. The advantage is 

that only the steady-state gains of the transfer functions need to be used in designing a 

static decoupler. 

The steady-state gains can be calculated simply by dropping the dynamical part of the 

transfer functions. Using the system designed transfer functions from the previous 

chapter, the dynamic and static decouplers are: 

 D21(s) =
−N21(s)

N11(s)
=
0.08s +  0.00768

  0.3628s+ 0.034 
= 0.228639  

 
D12(s) =

−N12(s)

N32(s)
=

−0.99s2 −0.1s − 0.00106

  0.25s2+ 0.085s + 0.000825 
= −1.2848 

 

 D31(s) =
−N31(s)

N11(s)
=

0.0056

  0.3628s+ 0.034 
= −0.1667  

3.3. Proposed MV Temperature-Flow Rate Controller 

All real-world systems comprise multiple interacting variables. The phenomenon of 

considering a signal for specified control loop as a disturbance while it is an originat ing 

signal in another control loop, is known interaction or coupling as described Section 

3.2, which happens in MIMO systems. The main difficulty in the MIMO case is 

working on matrix, rather than scalar transfer functions [31]. To get release the 

linearization is applied to achieve transfer functions and decoupled the system 

interactions in order to behave the MIMO system as a SISO system and simplify the 

control design. The latter section focuses on SISO system control design for each 

controlling loop separately 
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3.3.1. Fuzzy Self-tuning PID Control for Temperature Control 

Fuzzy control relies on the stimulating knowledge and language decision-mak ing 

rules, which enhance the adaptive capacity of the control system, and has strong 

robustness [32]. Temperature Control System has the characteristics of nonlinea r ity 

within a small delay and inertia in the current proposed plant. Conventional PID 

controller can not achieve precise control and reference tracking because its control 

parameters are fixed, Fuzzy control technology is introduced based on the traditiona l 

PID control, in order to gain better control effect, This method combines fuzzy control 

theory which have the feature of better dynamic performance with the advantages of 

the traditional PID control method which has a high stable precision and strong 

robustness [33]. 

As the structure the Fuzzy Self-tuning PID controller takes conventional PID as the 

foundation, which the main idea of Fuzzy Self-tuning PID control system is full use of 

the operation experience of the operator to get the PID parameters in real-time non-

linear adjustment, hence it can ensure the whole system to gain a better control 

performance [33, 34]. The structure of fuzzy self-tuning PID controller is shown in 

Figure 3.3. 

 
Figure 3.3. General structure block diagram of fuzzy self-tuning PID controller 

For the fuzzy domain of the input and output variables, the inputs are temperature error 

and the change of error, denoted as; e, ∆ec its outputs are kp ,ki ,kd. With the fuzzy 

control, combined with actual project experience, adaptive correction of the PID 

parameters can expressed be as the following [33]. 
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kp= kṗ + { e, ∆ec} = kṗ + ∆kp 

ki= ki̇  + { e, ∆ec} = ki̇  + ∆ki 

kd= kḋ + { e, ∆ec} = kḋ + ∆kd 

where kp , ki  and kd are the PID parameters after modifying; ∆kp ,∆ki ,∆kdare the 

output of fuzzy controller,  kṗ ,ki̇ , kḋ  are the PID parameters before modifying. 

The signals of the error and the error variation are input into the fuzzy controller, which 

transforms the signals into fuzzy quantity at first. It is assumed that the error of water 

temperature is within ±50 ∁o; combining with the practical experience, at the 

condition of regular heating and cooling, the temperature change could not excess 

10 ∁o, error is varying within  ±50 ∁o. That is e ∈ [−50,50], ec ∈ [−50,50]. The 

basic range of  ∆kp = [0,12] , ∆ki = [0,16] and ∆kd = [0,0.35]. 

In general, quantitative grade of fuzzy domain is limited. If more grades are chosen, 

control rules are flexible and painstaking, but the control process becomes 

complicated; conversely, control rule are simple, but the effects of the control system 

always cannot reach the expectation. In general case, fuzzy domain is divided into 7 

values. The fuzzy quantizing domains of e, ∆ec are both {-50, -40, -30, -20, -10, 0, 10, 

20, 30, 40, 50} and ∆kp is {0, 2, 4, 6, 8, 10, 12}; and the domains of ∆ki, ∆kdare both 

{0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14, 0.16} and {0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35} 

respectively. The fuzzy linguistic values of the variables both are {NB, NM, NS, ZO, 

PS, PM, PB}, respectively {negative large, negative middle, negative small, zero, 

positive small, positive middle, positive large} [33]. 

Under forming and reasoning of fuzzy control, the essential part is a set of linguis t ic 

rules. Any number of rules can be created to define the actions of the fuzzy controller. 

The fuzzy control rule is based on related technical knowledge and practical 

experience in debugging, according to the different influences of the parameters on the 

response, the setting requirements is different under different inputs [35]. The 

application of conventional fuzzy conditions and fuzzy relations "If e is A and ∆ec is 

B then kp  is C, ki is D, kd  is E" [34] can establish fuzzy rules, the finally determined 

fuzzy rules are shown in the following tables. 
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Table 3.1. 𝑘𝑝 Fuzzy control rule. 

 NB NM NS ZO PS PM PB 

NB PB PB PM PM PS ZO ZO 

NM PB PB PM PS PS ZO NS 

NS PM PM PM PS ZO NS NS 

ZO PM PM PS ZO NS NM NM 

PS PS PS ZO NS NS NM NM 

PM PS ZO NS NM NM NM NB 

PB ZO ZO NM NM NM NB NB 

Table 3.2. 𝑘𝑖 Fuzzy control rule 

 
NB NM NS ZO PS PM PB 

NB PS NS NB NB NB NM PS 

NM PS NS NB NM NM NS ZO 

NS ZO NS NM NM NS NS ZO 

ZO ZO NS NS NS NS NS ZO 

PS ZO ZO ZO ZO ZO ZO ZO 

PM PB NS PS PS PS PS PB 

PB PB PM PM PM PS PS PB 

Table 3.3. 𝑘𝑑 Fuzzy control rule 

 NB NM NS ZO PS PM PB 

NB NB NB NM NM NS ZO ZO 

NM NB NB NM NS NS ZO ZO 

NS NB NM NS NS ZO PS PS 

ZO NM NM NS ZO PS PM PM 

PS NM NS ZO PS PS PM PB 

PM ZO ZO PS PS PM PB PB 

PB ZO ZO PS PM PM PB PB 

∆ec  kp  

ec  

ki 

ec  

kd  

ec  

∆ec  

∆ec  
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3.3.2. Fuzzy Logic Control for Flow Rate Control 

Beside temperature control in previous section, flow rate measurement and 

control escorted in plant processes which is one of the essential objectives. It was 

aimed to shed some light on the development of fuzzy logic controller to determine 

PID parameters, also to maintain the output flow rate constant through manipulat ing 

two control inputs fuzzy logic controller is considered.  

In view of the nonlinearity, valve position, time delay, pump speed and other properties 

affecting the control accuracy and effectively adjust the water flow rate, we proposed 

a fuzzy control method to obtain strong robustness and more desirable results 

compared to the commonly used control methods as in literature [36, 37, 38]. 

In order to ensure the outlet water flow of the tank constant, the corresponding control 

system should be designed for adjusting the valve position and the applied voltage of 

the DC motor, promoting the control precision and its system block diagram is shown 

in Figure 3.4. 

 
Figure 3.4. Fuzzy logic flow control loop block diagram. 

Again for the flow rate control purpose, the fuzzy domain and its control input and 

output variables are given. The deviation e and the deviation change ec are the inputs 

of the Fuzzy Controller, where the valve position m2(x) and the applied driving 

voltage m3(x) for adjusting DC motor speed are the outputs. Their fuzzy sets and value 

domains are as follows: 

The fuzzy sets of ec , ∆ec, m2(x) and m3(x) all are {NL,NI, NM, NS, Z, PS, PM, PI, 

PL}, the value domains of ec and ∆ec are {-20 to 20} and {-17 to 17} respective ly. 

Also the value domains of m2(x) and m3(x) are both {-1, -0.8, -0.6, -0.4, -0.2, 0, 0.2, 

0.4 0.6, 0.8, 1}. 

The fuzzy control is established as in Table 3.4 based on the control purpose of 

reducing the deviation, the following table shows the fuzzy rules: 
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Table 3.4.  m2(x) and m3(x) Fuzzy control rule. 

 NL NI NM NS Z PS PM PI PL 

NL PL PL PL PL PL PL PL PL PL 

NI PM PM PS PI PI PI PS PM PM 

NM Z PM PM PM PM PM PM PM Z 

NS PS Z PS PI PS PI PS Z NS 

Z Z Z Z Z Z Z Z Z Z 

PS PS Z NS NI NS NI NS Z PS 

PM Z NM NM NM NM NM NM NM  

PI NM NM NS NI NI NI NS NM NM 

PL NL NL NL NL NL NL NL NL NL 

 

m2(x) 

m3(x) 

∆ec 

ec 
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CHAPTER IV  

SIMULATION TESTS AND RESULTS 

Following sections present proposed method performances starting with linear vs. 

nonlinear comparison up to the controller performances at different set point tracking 

and disturbance rejection performances, after theoretically, the CST system 

mathematical model analyzed and the control algorithm is designed. Since computer 

simulation is an interactive high-level platform for scientific calculation and technical 

computing environment for algorithm development, data visualization, data analysis 

and numerical analysis, made it possible to use for a wide range of applications, 

including calculus, algebra, up to control system design, testing and measuring systems  

[39]. A powerful software built-in toolbox is used to simulate CTS system, which 

supports linear and nonlinear systems, modelled in real time continuous simulation. 

4.1. Linearization Results 

In this section we simulate the dynamic linearized open loop system model given in 

Equations (2.37) (2.38) compared with the real dynamic nonlinear open loop system 

given in Equations (2.31) (2.34), on the studied physical description which is given in 

Figure 1.1. First we can model the linearized open loop system by using its state-space 

form Figure 4.1 and Figure 4.2 illustrate the model of the linearized open loop CST 

plant and the real nonlinear open loop CST plant system, respectively. 

Both systems are compared with the same step input change for each control inputs as 

shown in Figure 4.3, in order to validate the linearized model behavior given in Figure 

4.1. Input valve positions and the motor applied voltage control inputs are subjected 

to the same change by increasing a step of 0.2. A step time of 1 s is chosen and the 

simulation time is 400 s for temperature loop and 80 s for flow rate loop. The 

temperature loop simulation time is kept long since physically, the temperature 

response time is sluggish. 
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The output responses of the linearized open loop dynamical model and nonlinear open 

loop model in accordance to each input subjection nearly are the same as shown in 

Figures (4.3 - 4.8).  

 
Figure 4.1. Linearized mathematical based open loop system model in computer 

simulation. 
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Figure 4.2. Nonlinear mathematical based open loop system model in computer 

simulation. 
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Figure 4.3. Linearized vs. nonlinear CST plant comparison. 

 

Figure 4.4. Linearized vs. nonlinear tank temperature behavior for a step input to the 

first valve position. 
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Figure 4.5. Linearized vs. nonlinear tank temperature behavior for a step input to the 
second valve position. 

 
Figure 4.6. Linearized vs. nonlinear tank temperature behavior for a step reduction 

input to the motor applied voltage. 
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Figure 4.7. Linearized vs. nonlinear out stream flow rate behavior for a step input to 

the first valve position. 

 

Figure 4.8. Linearized vs. nonlinear out stream flow rate behavior for a step input to 
the second valve position. 
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Figure 4.9. Linearized vs. nonlinear stream flow rate for a step input to the motor 
applied voltage. 

4.2. Decoupler Performance 

Both the static and dynamic decouplers are designed within previous chapter. 

Equations (3.4 - 3.6) are decoupling blocks and both decouplers, static and dynamic 

computer simulated models are shown in Figures (4.10, 4.11). 

Through this section the behavior of the linearized and nonlinear system are tested 

with considered and designed decouplers. For each, of the linearized and nonlinear 

system the results of both decouplers with non-decoupled system are compared 

through a step input 0.2 for all cases. The duration time again as section before is 400 

s for temperature loop and 80 s for the flow rate loop due to the lack response in the 

temperature loop. 
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Figure 4.10. Designed static decoupler computer simulated block. 

 
Figure 4.11. Designed dynamic decoupler computer simulated block. 

In the following sub sections, the results of both decouplers are illustrated. It is 

clarified that the system interaction reduction or nearly cancellation is achieved for 

both the loops and it is obvious that the dynamic decoupling results are more 

convenient than the static decoupling in most of the case tests. 
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4.2.1. Static vs. Dynamic Decoupler on Linearized System 

In this section we compared the response of both static and dynamic decouplers with 

the non-decoupled linearized system as in Figure 4.12. The output variable behavior, 

temperature and the flow rate changes are shown according to the step inputs for each 

of the inputs. The results are shown in Figures (4.13 - 4.18). 

 
Figure 4.12. Static and dynamic decoupled vs. non-decoupled linearized system 
comparison blocks. 
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Figure 4.13. Temperature output variable behavior of the linearized system to a step 
input 0.2 in the first valve position. 

 

Figure 4.14. Temperature output variable behavior of the linearized system to a step 
input 0.2 in the second valve position. 
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Figure 4.15. Temperature output variable behavior of the linearized system to a step 
input 0.2 in the motor applied voltage selector. 

 

Figure 4.16. Flow rate output variable behavior of the linearized system to a step 
input 0.2 in the first valve position. 



49 

 

 

Figure 4.17. Flow rate output variable behavior of the linearized system to a step 
input 0.2 in the second valve position. 

 

Figure 4.18. Flow rate output variable behavior of the linearized system to a step 
input 0.2 in the motor applied voltage selector. 
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4.2.2. Static vs. Dynamic Decoupler on Nonlinear System 

After the performances of decoplers for the linearized system are shown in previous 

sub-section, by the same mechanism the pre-designed static and dynamic decouplers 

are tested within the real nonlinear system as its computer simulated model is shown 

in Figure 4.19. Also again the output variables, behavior of temperature and flow rate 

changes according to each step inputs are tested and shown in Figures (4.20 - 4.25). 

 

Figure 4.19. Static and dynamic decoupled vs. non-decoupled nonlinear system 

comparison blocks. 
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Figure 4.20. Temperature output variable behavior of the nonlinear system to a step 
input 0.2 in the first valve position. 

 

Figure 4.21. Temperature output variable behavior of the nonlinear system to a step 
input 0.2 in the second valve position. 
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Figure 4.22. Temperature output variable behavior of the nonlinear system to a step 
reduction input 0.2 in the motor applied voltage selector. 

 

Figure 4.23. Flow rate output variable behavior of the nonlinear system to a step 
input 0.2 in the first valve position. 
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Figure 4.24. Flow rate output variable behavior of the nonlinear system to a step 
input 0.2 in the second valve position. 

 

Figure 4.25. Flow rate output variable behavior of the nonlinear system to a step 
input 0.2 in the motor applied voltage selector. 
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4.3. Closed Loop Feedback Control Design performances 

The thesis uses controllers which are mainly FLC’s, known as knowledge based 

controllers, that do not require a mathematical model of the process at any stage of the 

controller design and implementation. For the advantage of FLC without the need for 

mathematical modelling, it is different with other controllers. The rules of the fuzzy 

logic controller is particularly established on the knowledge of the system conduct and 

the experience [40]. The tables of rules for both control loops are described in previous 

chapter.  

Design and simulations in the current thesis are not done under unity feedback 

assumption. For temperature loop control the Temperature Transducer Transfer 

function (TTT) and Flow rate Transducer Transfer function (FTT) for the flow control 

loop are used, which were taken from appropriate practical manufacture catalogues. 

4.3.1. Fuzzy Control Toolbox  

The 7X7 matrix rules for FLC for evaluating the parameters of PID controller is 

designed in order to achieve good response performance, stable, smooth and the least 

overshoot near the desired set point at specified time period, for temperature control 

loop as theoretically described in Chapter 3, also 9X9 matrix rule for FLC direct with 

a proportional gain is designed for the flow control loop to get above mentioned 

performances. The MAMDANI method is used in the inference engines. Gaussian 

membership function is applied for both controllers, as shown in Figures (4.26 - 4.34), 

and also the rule surfaces are shown in Figure 4.35. The results of the computer 

simulated model with efficient and good performance are presented in the following 

sections. 
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Figure 4.26. Input variable of FLC, error membership function for the self-tuning 

PID temperature control loop. 

 
Figure 4.27. Input variable FLC change of error membership function for the self-

tuning PID temperature control loop. 

 
Figure 4.28. Input variable FLC error membership function for the flow rate control 

loop. 
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Figure 4.29. Input variable FLC change of error membership function for the flow 
rate control loop. 

 

Figure 4.30. Output variable of FLC, proportional gain 𝑘𝑝 membership function for 

the self-tuning PID temperature control loop. 

 

Figure 4.31. Output variable of FLC, integral 𝑘𝑖 membership function for the self-

tuning PID temperature control loop. 
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Figure 4.32. Output variable of FLC, derivative 𝑘𝑑 membership function for the self-
tuning PID temperature control loop. 

 

Figure 4.33. Output variable of FLC, valve position membership function for flow 
rate control loop. 

 

Figure 4.34. Output variable of FLC, motor applied voltage membership function for 

flow rate control loop. 
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a. 𝑘𝑝 of self-tuning FLC surface 

 

b. 𝑘𝑖 of self-tuning FLC surface 

 

c. 𝑘𝑑 of self-tuning FLC surface 

 

d. Valve and Pump FLC surface 

Figure 4.35.  The output variable surfaces of both FLC controllers according to error 

and change of error for each control loop. 

4.3.2. Controllers Performances through Control Inputs 

In this section the behavior of MV controller for the closed loop system through each 

control input is observed. The simulation tests are done in stages for each subsequent 

subsection and the results are shown. From the results the closed loop system 

performances such as system time response, settling time and overshoot fluctuat ions 

escorting with reference point tracking are perceived.  

4.3.2.1. Statically Decoupled Linearized System Performances 

The performance of the MV closed loop system is investigated through simulat ion 

tests, as the computer simulated model is shown in Figure 4.36.  

The system is subjected to step change input through each the reference points and the 

behavior of the controlled variables for each single step are shown in Figures (4.37, 

4.38). Also the system performance is tested through fluctuations around set point as 

shown in Figures (4.39, 4.40).  
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Figure 4.36. Statically decoupled linearized closed loop controlled MV system. 
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a. The temperature controlled variable behavior  

 

b. The flow rate controlled variable behavior 

Figure 4.37. Response of statically decoupled linearized system to a step change to 
the temperature set point. 
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a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.38. Response of statically decoupled linearized system to a step change to 
the flow rate set point. 
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a. The temperature controlled variable behavior 

 

b. The flow rate controlled variable behavior 

Figure 4.39. Response of statically decoupled linearized system injected with a 
square wave input to the temperature set point. 
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a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.40. Response of statically decoupled linearized system injected with a 
square wave input to the temperature set point. 
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4.3.2.2. Statically Decoupled Nonlinear System Performances 

As in the previous section the system is tested this time using nonlinear system 

model as shown in Figure 4.41 and the results are shown in Figures (4.42 - 4.45). 

 

Figure 4.41. Statically decoupled nonlinear closed loop controlled MV system. 



65 

 

 

a. The temperature controlled variable behavior  

 

b. The flow rate controlled variable behavior 

Figure 4.42. Response of statically decoupled nonlinear system to a step change to 
the temperature set point. 
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a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.43. Response of statically decoupled nonlinear system to a step change to 
the flow rate set point. 
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a. The temperature controlled variable behavior 

 

b. The flow rate controlled variable behavior 

Figure 4.44. Response of statically decoupled nonlinear system injected with a 
square wave input to the temperature set point. 



68 

 

 

a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.45. Response of statically decoupled nonlinear system injected with a 

square wave input to the temperature set point. 
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4.3.2.3. Dynamically Decoupled Linearized System Performances 

In this section the simulation tests are applied to the dynamically decoupled linear ized 

system, by the same mechanism as two previous sections as shown in Figure 4.46. The 

results are shown in Figures (4.47 - 4.50). 

 

Figure 4.46. Dynamically decoupled linearized closed loop controlled MV system. 
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a. The temperature controlled variable behavior  

 

b. The flow rate controlled variable behavior 

Figure 4.47. Response of dynamically decoupled linearized system to a step change 

to the temperature set point. 
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a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.48. Response of dynamically decoupled linearized system to a step change 
to the flow rate set point. 
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a. The temperature controlled variable behavior  

 

b. The flow rate controlled variable behavior 

Figure 4.49. Response of dynamically decoupled linearized system injected with a 
square wave input to the temperature set point. 
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a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.50. Response of dynamically decoupled linearized system injected with a 
square wave input to the temperature set point. 
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4.3.2.4. Dynamically Decoupled Nonlinear System Performances 

The last simulation tests considering through control inputs are applied in this section, 

on the dynamically decoupled nonlinear system of which computer simulated model 

shown in Figure 4.51. The simulation results are shown in Figures (4.52 - 4.55). 

 

Figure 4.51. Dynamically decoupled nonlinear closed loop controlled MV system. 
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a. The temperature controlled variable behavior  

 

b. The flow rate controlled variable behavior 

Figure 4.52. Response of dynamically decoupled nonlinear system to a step change 
to the temperature set point. 
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a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.53. Response of dynamically decoupled nonlinear system to a step change 

to the flow rate set point. 
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a. The temperature controlled variable behavior  

 

b. The flow rate controlled variable behavior 
Figure 4.54. Response of dynamically decoupled nonlinear system injected with a 

square wave input to the temperature set point. 
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a. The flow rate controlled variable behavior 

 

b. The temperature controlled variable behavior 

Figure 4.55. Response of dynamically decoupled nonlinear system injected with a 
square wave input to the temperature set point. 
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4.3.3. Controllers Performances through Disturbance Rejection 

As described in previous chapters, the major disturbances that may occur in this MV 

system are change of temperatures and pressures of each intake flow.  

In this section the MV system is disturbed with three kinds of signals, which are step 

change, sine wave and random signal. These disturbance subjections are applied to the 

dynamically decoupled nonlinear system. 

The magnitude of change or fluctuating of temperature and pressure are 8 centigrade 

degrees and 55 kPa, respectively. The MV output behavior results in accordance with 

each disturbing signal are simulated. The Figures (4.56 - 4.64) show the results. 
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a. The temperature 𝑇1, disturbed with a step change  

 
b. The temperature 𝑇2, disturbed with a step change 

Figure 4.56. System controlled temperature variable behavior through each intake 
flow temperature disturbed with a step change. 
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a. The temperature 𝑇1 fluctuated, disturbed a with a sine wave  

 
b. The temperature 𝑇2 fluctuated, disturbed with a sine wave 

Figure 4.57. System controlled temperature variable behavior through each intake 
flow temperature disturbed with a sine wave. 
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a. The temperature 𝑇1, disturbed with a random signal  

 
b. The temperature 𝑇2, disturbed with a random signal 

Figure 4.58. System controlled temperature variable behavior through each intake 
flow temperature disturbed with a random signal. 
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a. The pressure 𝑃1, disturbed with a step change  

 
b. The pressure 𝑃2, disturbed with a step change 

Figure 4.59. System controlled temperature variable behavior through each intake 
flow pressure disturbed with a step change. 
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a. The pressure 𝑃1 fluctuated, disturbed with a sine wave  

 
b. The pressure 𝑃2 fluctuated, disturbed with a sine wave 

Figure 4.60. System controlled temperature variable behavior through each intake 
flow pressure disturbed with a sine wave. 
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a. The pressure 𝑃1, disturbed with a random signal  

 
b. The pressure 𝑃2, disturbed with a random signal 

Figure 4.61. System controlled temperature variable behavior through each intake 
flow pressure disturbed with a random signal. 
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a. The pressure 𝑃1, disturbed with a step change  

 
b. The pressure 𝑃2, disturbed with a step change 

Figure 4.62. System controlled flow rate variable behavior through each intake flow 
pressure disturbed with a step change. 
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a. The pressure 𝑃1, disturbed with a sine wave  

 
b. The pressure 𝑃2, disturbed with a sine wave 

Figure 4.63. System controlled flow rate variable behavior through each intake flow 

pressure disturbed with a sine wave. 
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a. The pressure 𝑃1, disturbed with a random signal  

 
b. The pressure 𝑃2, disturbed with a random signal 

Figure 4.64. System controlled flow rate variable behavior through each intake flow 
pressure disturbed with a random signal. 
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4.3.4. Mean Square Error MSE 

In this section one step further is applied, which is the mean square error (MSE) that 

is applied on each disturbance rejection test performed in previous section includ ing 

step change, sine wave and random signal injected to the dedicated major disturbances. 

The purpose is to find the quicker response and robustness of the applied control 

methodologies in comparison to conventional controller. 

In first step each intake temperature is injected with three disturbances as described 

above. The MSE numerically is found for each step as illustrated in Table 4.1, where 

the results are taken from reference Figures (4.56 to 4.64). 

Table 4.1. Numerical MSE for temperature output variable of purposed Fuzzy Self-
tuning PID controller against conventional PID controller to mentioned disturbance 

subjections. 

 
Fuzzy Self-tuning 

PID Controller 
Conventional PID 

Controller 

Step Change Disturbance to T1 0.1529 0.7644 

Sine Wave Disturbance to T1 0.061 1.1051 

Random Signal Disturbance to T1 0.1368 0.8229 

Step Change Disturbance to T2 0.1529 0.7644 

Sine Wave Disturbance to T2 0.0314 0.6967 

Random Signal Disturbance to T2 0.1321 0.8356 

Also the same disturbances are applied to the inlet pressures and the performances of 

the controllers individually for temperature and flow rate control are given in Tables 

(4.2, 4.3) 

Table 4.2. Numerical MSE for temperature output variable of purposed Fuzzy Self-

tuning PID controller against conventional PID controller to mentioned disturbance 
subjections. 

 
Fuzzy Self-tuning 

PID Controller 
Conventional PID 

Controller 

Step Change Disturbance to P1 0.1529 0.7644 

Sine Wave Disturbance to P1 0.1884 0.6395 

Random Signal Disturbance to P1 0.1552 0.7434 

Step Change Disturbance to P2 0.1529 0.7644 

Sine Wave Disturbance to P2 0.1784 0.6576 

Random Signal Disturbance to P2 0.1154 0.9305 
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Table 4.3. Numerical MSE for flow rate output variable of purposed Fuzzy Logic 
controller against conventional PID controller to mentioned disturbance subjections.  

 
Fuzzy Logic 

Controller 
Conventional PID 

Controller 

Step Change Disturbance to P1 0.0043 0.5130 

Sine Wave Disturbance to P1 0.0053 0.5158 

Random Signal Disturbance to P1 0.0037 0.5088 

Step Change Disturbance to P2 0.0043 0.5130 

Sine Wave Disturbance to P2 0.0052 0.5089 

Random Signal Disturbance to P2 0.003 0.5422 

4.4. Discussion 

The linearized MV system in state space form is depicted in Figure 4.1 which is given 

in Equations (2.37, 2.38) and tested via computer simulations with comparing to the 

non-linear system as depicted in Figure 4.2 which stands for the nonlinear developed 

differential system Equations (2.31, 2.34). Simulation tests are conducted by applying 

step changes to all inputs successively and observing the responses at the outputs.  

Results are given through Figures (4.4 – 4.9). These figures show that the linear ized 

system nearly gives the same response as the non-linear system as expected. The 

function of linearization is to linearize the complicated nonlinear system around some 

steady state values and giving it through state space or Laplace form in order to ease 

and simplify the control system design. Precisely in our work which is the interacted 

MV system, linearization is facilitated in decoupling.   

Decoupler design is depicted in Figure 3.32 and given by the formulae in (3.4 – 3.6), 

which consist of two parts of static and dynamic as depicted in Figures (4.10, 4.11) 

and tested via computer simulations. Simulation tests are conducted by applying step 

inputs to all inputs successively and observing the responses at the outputs with and 

without static and dynamic decoupling on the linearized and nonlinear system. Results 

of the linearized and nonlinear systems are given in Figures (4.13 – 4.18) and Figures 

(4.20 – 4.25) respectively, where Figures (4.13 – 4.15) and Figures (4.20 – 4.22) 

present the response of the temperature process to a step change in manipulated 

variable inputs of U1, U2 and U3, for both linearized and non-linear systems 

respectively. Similarly, Figures (4.16 – 4.18) and Figures (4.22 – 4.25) depict the 

response of the flow process to the same input changes. The function of the decoupler 

is to eliminate the effect of a cross transfer function as mentioned in the previous 

section. This means a reduction in the effect of U1 on F and that of U2 and U3 on To. 
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Figures (4.14, 4.15) and Figures (4.21, 4.22) show clearly the performance of the 

decoupler in reducing the interaction of U2 and U3 with To, and again for both systems 

Figure (4.16, 4.23) prove that designed decouplers eliminates the interaction of U1 with 

F. These figures mentioned above show a significant discrepancy between responses 

with and without decoupling states for both linearized and nonlinear systems, which is 

not observed in Figures (4.13, 4.17 and 4.18) and Figures (4.20, 4.24 and 4.25) as 

expected. 

Also for desired performances of the controllers of the closed loop, system simulat ion 

tests are conducted by applying step and square wave inputs to all inputs successive ly 

and observing the responses at the outputs with static and dynamic decoupling on the 

linearized and nonlinear system as in Section (4.3.2). Results of the both MV 

controllers for the statically decoupled linearized system (Section 4.3.2.1), 

dynamically decoupled linearized system (Section 4.3.2.2), statically decoupled 

nonlinear system (Section 4.3.2.3) and finally dynamically decoupled nonlinear 

system (Section 4.3.2.4) are shown in Figures ((4.37 – 4.40), (4.42 – 4.45), (4.47 – 

4.50) and (4.52 – 4.55)) respectively. Under these results an adequate investigat ion 

could be done, where Figures (4.37a, 4.42a, 4.47a and 4.52a) and Figures (4.39a, 

4.44a, 4.49a and 4.54a) present the response of the temperature process to a step and 

square wave change in temperature set point respectively for all sections. Also Figures 

(4.38b, 4.43b, 4.48b and 4.53b) and Figures (4.40b, 4.45b, 4.50b and 4.55b) present 

the response of the temperature process to a step and square wave change in flow rate 

set point respectively for all sections. These figures mentioned above show and 

emphasize that a quick and smooth performance for the temperature control process 

through fuzzy logic self-tuning PID control is achieved applying to both linearized and 

nonlinear systems. Figures (4.38a, 4.43a, 4.48a and 4.53a) and Figures (4.40a, 4.45a, 

4.50a and 4.55a) present the response of the flow rate process to a step and square 

wave change in flow set point respectively for all sections. Also Figures (4.37b, 4.42b, 

4.47b and 4.52b) and Figures (4.39b, 4.44b, 4.49b and 4.54b) present the response of 

the flow rate process to a step and square wave change in temperature set point 

respectively for all sections. These figures mentioned above show that a good response 

without overshooting for the flow rate process within some fluctuating error near set 

point value before the controlled variable settle down through FLC with a proportional 

gain is achieved applying to both linearized and nonlinear systems. Also the result of 
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second loop decoupler are illustrated more, which make small dip and smooth 

fluctuation around set point value for the step change and square wave respectively 

through all tests. 

At last the high performance and robustness of the system through designed 

controller’s ability to reject the disturbances are investigated. In this thesis we focused 

on four of the major disturbances (T1, T2, P1 and P2). Each of them are disturbed by a 

step change, sine wave and random signal. Beside the current implemented controllers, 

also the results are compared with the conventional PID controller results.  

The temperature controlled variable behavior for each disturbance are shown in 

Figures (4.56 – 4.61) escorting MSE of controllers as given in Tables (4.1, 4.2). From 

the figures and tables we can observe that proposed and designed controllers give 

quicker response with smaller peak values also sooner reaching the steady state value. 

The MSE values emphasize these results. 

The flow rate controlled variable behavior for each disturbance is shown in Figures 

(4.62 – 4.64) escorting MSE of controllers as given in Tables 4.3. From the figures 

and tables we can observe that the PID controller give a high overshoot resulted from 

zero initial value. But during steady state it gives the same response. Importance of 

proposed and designed controller is that it nearly gives same response for different 

magnitudes of disturbances. Also sooner reaching the steady state value, the MSE 

values emphasize the results. 
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CHAPTER V  

CONCLUSIONS 

5.1. Concluding Remarks 

The objective of this work is to develop the mathematical model of the specific CST 

and design appropriate controllers for the desired controlled variables. The state 

variables of the system are the tank temperature and the pump speed while the system 

consists of a storage tank flowing in by two intakes through two controlled valves and 

sucked out through a variable speed DC motor pump. The controlled variables are tank 

temperature and outflow rate. As long as the system has interactions between its 

control loops, a decoupler is designed through the classic model block diagram after 

the system is linearized for this purpose. Two partly controllers are designed for the 

desired control purposes in the system: the Fuzzy logic self-tuning PID control for 

controlling the temperature and the proportional gain with fuzzy logic controller to 

overcome the flow rate control purpose. All stage results including linearizat ion, 

decoupling and controllers which are designed, are tested in computer simulations. 

Beside the conventional PID controller, comparison with mentioned controllers are 

performed in disturbance rejection performance and robustness. 

Linearizing behavior results are observed in simulated system and compared with the 

nonlinear real system through each control input subjected to a step change. It is 

observed that the linearized system behaves very close to the nonlinear system. Then 

according to the mechanism for the control purpose the decoupler performances are 

simulated. The static and dynamic decoupler performances on both linearized and 

nonlinear systems are tested. It is observed that both decouplers nearly cancel out the 

interactions in linearized system and big reduction is achieved in nonlinear system. At 

last the designed controller performance for all above cases are simulated through 

various tests including input step change and square wave escorting with various 

injections to the major disturbances. It is observed that the system has good response 

to reference set point tracking with desired accepted time response with a small error 

and also has robust characteristic to reject the disturbances. 
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As a result, the designed controllers for the system move the system controlled 

variables to track their reference set points with a desired quick response and able to 

reject the major disturbances. Simulation results show that temperature control 

objective has sluggish response if compared with flow rate control objective, according 

to the physic property of stored energy in the tank. Also they show that the flow rate 

response has the tiny fluctuation before getting the steady state, also due to the pump 

speed variations which has great effect on the flow rate. In disturbance rejection model, 

PID controller performances for both controlled variables are observed and MSE 

values for each case are shown. It is seen that PID control is not convenient as the 

designed controllers to use in disturbance rejection especially in different magnitudes 

of disturbed signals . 

5.2. Future Work and Recommendations 

In future research work, the aim is implementing the proposed system to a real system 

in order to practice the designed control methods. The methods may be implemented 

through a microcontroller or PLC environment. Also the fuzzy rules may be improved 

to get a more precise results. The simulations and real system results may be compared 

in order to show the properness of the developed mathematical model of the system 

and the control design performance in a physical environment. 
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APPENDICES 

A.1. DC Motor Specifications 

100ZYT Series Electric DC Motor are widely used for wires, cables, light industry, 

spinning, papermaking, chemical industry, printing and dyeing, metallurgy, rubber, 

wiredrawing, extrusion machinery, medical equipment, food processing, printing and 

packaging and other industries, and can achieve step-less speed regulation by constant 

torque by being equipped with the speed regulator. 

In current thesis, under this motor characteristic specifications the electrical element 

and variables are found and calculated. According to the Dc motor schematic diagram 

and formulas. 

 

Figure A.1. 100ZYT Series Electric DC Motor 100ZYT36-200-1700. 

  
Table A.1. 100ZYT Series Electric DC Motor Specification. 
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A.2. Pump Impeller Specifications   

SHURFLO REVOLUTION™ 4008 SERIES PUMP is considered. The flow change 

against the height is illustrated, also in order to achieve kw constant different values 

of speed considered. 

 

Figure A.2. SHURFLO REVOLUTION™ 4008 SERIES PUMP. 

 

 

Table A.2. SHURFLO pump manufacture characteristic. 

 

Figure A.3. SHURFLO pump manufacture characteristic curve.  
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A.3. Estimated J Pump Moment of Inertia 

The moment inertia of a pump impeller may be estimated using the method 

relationship proposed by Wylie et al. as shown below. 

 
J = 1.5 ∗ 107 ∗ (

Pw
w3
)0.9556  (A.1) 

Here the shaft power Pw of the pump may be calculated as shown below 

 

 
Pw =

ρ ∗ f(t) ∗ h ∗ g

η ∗ 3.6 ∗ 106
 (A.2) 

In addition to the inertia of the pump impeller, inertia of the motor may not be available 

from the vendor and therefore requires estimation. 

 
 

 
 


