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ABSTRACT

REAL TIME HUMAN COMPUTER INTERFACE APPLICATION BASE D
ON EYE GAZE TRACKING AND HEAD DETECTION

KESKIN, Sinan
M.Sc. in Mechanical Engineering
Supervisor: Prof. Dr. Sadettin KAPUCU
March 2018
72 Pages

The localization of eye centers and the knowledgeye movements is becoming an
important search area on human-computer interactioth increasing developments
in the computer vision branch. As software, obtagrthe position of the small region
which the user look on the screen is a simple dintlent alternative way for use of

mice and touchy devices to control the cursor.

In this study, firstly, Viola Jones Algorithm is et to detect eye areas through
acquired webcam image on Matlab platform. Then,istading that is for making
the eye center points more accurate, a cameraaai algorithm is included. Grey
level and morphology level operations are achiestegh by step. Eye centers are
described using Circular Hough Transform Method.

Finally, an application of kids interface is devmtd. Letters, objects, colors,
numbers become to be learned simply and funny igyitkerface. The applicability

of the proposed algorithm is tested and gatheradtseare presented.

Key Words: Eye Gaze interface, eye detecting and tracking pcen vision, Viola

Jones Algorithm, Hough Transform



OZET

GOZ TAK iBI VE BAS HAREKET i SAPTAMIYLA GERGCEK ZAMANLI
INSAN BILGISAYAR ARAYUZU UYGULAMASI

KESKIN, Sinan
Yuksek Lisans Tezi, Makine Muh. Bolumu
Tez YoOneticisi: Prof. Dr. Sadettin KAPUCU
Mart 2018
72 Sayfa

Go6z merkezlerinin tayini ve goz hareketlerinin sigbilgisayar da gort dalinda
artan gekmelerle birlikte insan bilgisayar etkgieninde 6nemli bir arglirma konusu
haline gelmgtir.Yazilimsal olarak, kullanicinin ekranda bakmoldusu kuguk
bdlgelerin pozisyonunun belirlenmesi imleci kontetdnek icin fare yada dokumatik

cihazlarin kullanimina basit ve etkili bir alterii@mmaktadir.

Bu calsmada, ilk olarak Viola Jones Algoritmasi Matlab tfdemunda web
kameradan elde edilgi imaj Uzerinden g6z boélgelerinin saptanmasi icin
kullaniimistir.Sonra, imaj duzeltme (G6z merkez noktalarinhad&assas yapmak
kamera kalibrasyonu algoritmasi dahil editini), gri seviye ve morfolojik seviye
islemler sirasiyla gercelderiimistir. GOz merkezleri dairesel Hough

transformasyonu metoduyla belirlerytim.

Son olarak ise bir cocuk arayiiz uygulamasisgelmistir. Harfler, nesneler, renkler
ve rakamlar bu arayiz ile daha kolay v#eaceli bir sekilde @&renilir olmustur.
Onerilen algoritmanin uygulanabiligi test edilmj ve elde edilen sonuglar

sunulmuytur.

Anahtar Kelimeler: Goz araylzl, g6z saptama ve takibi, bilgisayardé,gdiola-

Jones algoritmasi, Hough transformasyonu
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Recently, increasing the variety of computer-bagextlucts and the production of
high-speed processors has triggered a growing estteand focus of work in
developing natural interaction between human amdpeder. Getting the knowledge
of the position or region that user focus on threag solves a lot of problems. So far,
some techniques as hand-arm, head-body movemeoitse vecognition, EEG
signals, brain control interfaces and vision-baseitware’s are compete in a better
interaction as simple, cheap, efficient and conatald for a use of Human Computer
interface (HCI).

Human-computer interaction mainly grouped into wabegories as hardware based
and software based. But these two groups cannobibgidered quite different from
each other. Software (vision) type systems arergdgenore convenient to develop.

In last decades, several devices such as phorststalVs get progress in object
oriented and vision based programming issues. gioigides people to become more
sociable and have an opportunity to contact pebpla all over the world on the

same media.

Nowadays, almost all students have smartphones c@mmunication and
entertainment. This can be usable for teacher anenp interaction. It is happened
on the web platform to give kids the best educat®inthis point, instructive and
enjoyable solving techniques to home works, tulerlzecoming more and more
important. A user, especially young people aged 5k@ks at the screen and does
homework’s like playing puzzles. Also, the sounds aeffective to make learning
easy. Developers keep that stuffs in mind as helpleeducationalists.



That developer-educationalist cooperation can beiged with web technology in a
better way and kids who get difficulty in readiray, learning letters and languages
get progress on it. These days, there are a lotsain-based applications that use
image processing and Computer vision techniquesegac in communication
industries. While touchscreen technology uses haaltisrnatively, this control of
processor event is about to be achieved by eydizatian technique. The eye first
detected, tracked and decided where the user laskaformation of control. Eye
tracking gives also information how long, where amgen a user looks at which
region on the screen. This information gives diatis data for advertisements,

human psychologies and interests.

1.2 Human Computer Interaction

Human-computer interaction turned out by differeméthods for years. Mouse,

joysticks, sound processing techniques, visiondbasehniques and brainwaves
based controls are all used as very modern techractime of history. Brainwaves

are not ready for today’s technology. So, eye irarlsystems are accepted very
modern alternative for any other way of communarati Touch screens are
expensive, sound processing methods are hard tg dppending on environmental

conditions. Eye tracking devices as hardware atecamfortable because of being
wearable products. Eye gaze plays an important iroleuman communications.

Actually, there is a slogan like “What we look &wally what we get”. Eye position

informs us where to look. This simply sums up to@vgare. First, detecting the eye
and taking the positions from one point to anotheans where the human look. This

principle results in many eye detecting and tragldpproaches to compete.

Eye tracking approaches have a huge diversity anatea and they are separated
into two main groups as hardware based and softased. (Discussed in chapter 2)

1.3 Eye Gaze as a Tool

Eye-gaze interface looks hopeful as a new assiségknique. In general, people
with disabilities who are unable to move any orgaoept their own eyes, especially
students who have difficulty reading numbers ofdenis, students and persons,
language-scientists who memorize vocabulary easily enjoyable. The system is

simple and very fast. For this reason, the algorihould be of a very good design



in terms of the user itself and especially the hefpthe disabled peoples and

children. Eye gaze HCI presents several benefiiséos:

 Easetouse
Eye gaze tracking combines the hand movements doisenand keyboard use
over the scene and the eye movements on the seaglgr and performs the
action with eye movements only so that the usergsrrid of the arm and
elbow pain. There is no extra load on the eye. deea calibration process of
several seconds.

* Reliable interaction
Especially, when using the touchscreen, such astghomes, tablets. It can
get rid of any false keystrokes. Random searchesanted page entries are
prevented. Because every part of the tracking egipdin is software, so is the
situation caused by the slow operation of the msoeon the computer and
the processor and computer become more efficient.

* Clean interface
It would be beneficial for people with disabilitit® use the eye-gaze
interface of people injured or injured in placeattrequire high hygiene such
as hospitals. In places where common computer si®®mmon in various
places, such as internet cafes, the use of the dawiees will take place with
the entry of the eye-gaze interface.

* Maintenance free
The vision-based eye tracking system does not megamy maintenance
because it does not use any device. Cleaning goair ref devices such as a
mouse, keyboards are not possible. This is espegabd way on behalf of
protecting devices from kid’s vandalism. Kids canlyouse their eyes on the
screen and use their eyes with no harm.

* Interaction speed-up
Eyes are bodies that perform the fastest physiaalements in the human
body. If the methods of gaze-writing are slow, #ye-gaze tracking method

will provide significant benefits for improving it.



Remote control

Increasing zoom cameras and high-resolution carecerdwill allow
computers to be controlled from a distance of 180-dm, not 30-40 cm. So,
the user's eye health will be more secure. The wikbe able to use the
computer more effectively and for longer periodsimie.

User identification as mentality

Eyes tell a lot of things about the user emotians iaterests. For example, as
an interneseller, some programs can detect what colors, desghapes
are more suitable to sell. Eye gazes provide a lla¢ghase for sales on the
internet. There is a huge development on the @difintelligence in today’s
century.In the next few decades, computers that recoghzeiser and work

according to the user's tastes, interests and &atmets will be produced.

In addition, the user will react and perform botlentally (sad, happy,
excited, nervous) and physically (sleepless, stegpr sleeping, looking at
the screen or not).On the other hand, there are a few negative aspécts
using Eye-Gaze Tracking method. These are:

Saccading issue

A saccade is a quick, simultaneous movement of bg#ds between two or
more phases of fixation in the same direction Hyes as defined build
unexpected movements itself. To overcome this shogaissue, it is
necessary computers, cameras are much more expensve sensitive and
at higher speeds. In this study, the idea of sacgad accepted at a very
sensitive level and is neglected since the appbicas completed with fewer
resolution things.

Midas touch problem

It is accepted as one of the biggest challengesyergaze interaction as
known “Midas touch problem”. The problem is simplefined eyes are
inspecting the object on the screen or startingaion. Misinterpretation of
the looks, i.e. gestures can cause unexpectechadtiouse the interface. The
developer of an eye gaze interaction system shdelfthe whether the
looking contain an intention or natural movemengsaareflex, distraction

mode, blinking issues.



* Repetitive strain injurgyRSI)
RSI is defined a physical injury to muscles or neisgroups that may be
caused by repetitive tasks, forceful exertions. Tmeblem is also eye
muscles can be caused. This has to be taken dgriousany constant and
repetitive movement study of eyes.
In a paper, in 2000, Sibert and Jacob [2], decl#nat eye gaze interaction is useful
input for an HMI and can be designed advance progra the future. In this study,
eyes natural movements are studied and affirmetdetyes should be used for the
interface but not become an unnatural movementsimeac
In this dissertation, we investigate how an eyeeg@acking technique becomes a
simple, accurate and funny way of communication sowalizing.
1.4 Objectives and Methods
In this thesis, an application for kids training thie Pc without using special device
is designed and application is studied in an urrotiati environment. Obviously, the
most difficulty in developing an application fords training is to make it a feasible,

funny and hardware independent.

webcam 7~
e .

user

screen

Figure 1.1 Setup for eye gaze tracking
In this study, the main objective is to design apl@ation for kids to teach objects
like animals using an interface HCI with respectit® gaze points of the mouJde
vision-based software approaches for precise armirate eye detection are

generally regarded as 5 categofi#s



» Eye template matching method, the kernel acts siédamg window and is

considered the center of maximum matching.
* Eye shape, edge, corner characteristics.

* Machine learning methods are used to decide whetheot all the regions

in the image are an optimal match on a plane.
» Parallax regions reflected in pupil with infrareghits.
» Studies on the color and brightness of the eye.

Appearance-based methods are done with traditioorabuter vision techniques or
some training algorithms [5,7].These technics negbuilding a dataset for a very
great perceptivity of eyes with different variatsorEyes strategic location color,
shape and environment conditions make this probiery challenging. The

appearance-based method is very popular for detecéiny object but not

recommendable to attain precise coordinates.

Feature-based methodse the geometry, shape, color, texture of the &hese
approaches are effectively applicable dependinghenresolution of the cameras.
Snake algorithms [8], isophote curvatures [9], skahor subtraction [10] all need
very close camera captures or high-resolution welcdn this study, an algorithm
to detect eye circles and control gaze pointsciefit, fast and funny for a kid
training game is presented. Both right and left areas are localized with using a
low-resolution camera. The overview of the propodege Tracking Game is
illustrated in Figure 1.1. The system objects csinef a webcam and a lap top. A
user, staying away from the monitor 50-80 cm, loakshe top-left corner before
bottom-right corner for the calibration step bypstand then the game is ready for a
play. Proposed algorithms are analyzed differeehados like vertical, horizontal
and diagonal gaze situations. So this system cab@aised with eyeglass. Head

movements are excluded and lighting conditionshatdeasible for any conditions.



1.5 Scope

The most common limitation for an eye gaze trackipglication is to get the precise
data of coordinate of eyes. Many studies using en@gcess gives the result of eye
gaze as a direction with up, down, right, left. Tidata is not enough for a kid
training system. So that many possibilities thgbam the algorithm is studied in this
dissertation but not for a higher educational leved a nature of the user, some
aspects such as ethnicity, gender are not includiei study is not suitable for
outdoor environments. Different lighting effecte axcluded. Biometric features like
eye sizes, eye colors that are changing persoerspp are not be considered as in
the scope of this dissertation. Any wearable taochacessories like eyeglasses that
comes to the eye region or make-up on these akeaddrken or enlighten of one’s
eyelid things are out of the subject. Finally, &mrimage acquisition error, any frame
cannot be included coordinate of the eyes deperntieframe rate or being the eye-
closed position. This condition is disregarded.

1.6 Structure
The remainder of this dissertation is organizetbbisws:

The introduction (this chapter) gives a huge owawiof the study, then, main
purpose, the methods, approaches, discusses ogazgeas an input and thesis

roadmap is presented. The contributions to thd fiéresearch are finally listed.

Chapter two as background starts with a definitcdneye structure, motivation

followed by eye tracking history. It describes éxig systems and technologies with
their application. It also presents the eye traals®d in this thesis. Furthermore, it
discusses the current challenges and the sciemtdik is done up to now on a

general level. Special related work sections areqiahe corresponding chapters.

In chapter three, camera calibration process wilptesented. The camera calibration
results as internal and external parameters ofdheera are classified and explained
in detail. Finally, calibration results and acqdidata are presented. All things to be
acquired for the use of a camera application areptwed. For image processing,

camera parameters are used to correct the distontege.

In chapter four, design and implementation stepsadirexplained step by step. All

background is presented from image acquisitiory&lecalizing for the eye tracking
7



application. Applications as GUI are presented ys gaze alphabet, animals and

color.

Chapter five is a presentation of the experimergglLlts of eye gaze motion of

acquired diagonal, horizontal and vertical from ithage plane to screen plane.

Finally, conclusion and discussion is covered with relations between solutions

and results. Recommendations are provided forutibdr researchers.

1.7. Contributions

In this thesis, the screen is divided vertically afiagonally into the smallest unit
squares. The letters, numbers and various objdectiten tests for various users
have tested. The usability of the eye tracking esysts analyzed. Briefly, in this

thesis:

Eye gaze interaction techniquesis tried to find out if the proposed algorithrarc

detect the coordinates of the objects correctlglifferent colors and different sizes
on the screen. The main aim of this study is tuestiie problem in a very simple and
amusing way by comparing our approach with the @ggres of the other. The
child-specific interfaces using pictures, colorsd ararious sounds are prepared.

Finally, the eye gaze can really be used as a P{iaape input.

Gaze tool technologieghe difficulties and problems that were encountetbe
possible methods (discussed in Sectionl,3) areushksd. Sensitivity was also
improved by implementing camera calibration. Mahgughts and predictions for
the future were shared.



CHAPTER 2

BACKGROUND

2.1 Introduction

Eye tracking can be defined to get the knowledgthefcoordinates of the gazes on
the screen. Eye as a software tool is very handyafonuch technological area.
Automotive, psychology, computer science are vergwn areas for eye detection
and tracking systems. There is no completely vidiased eye tracking techniques.
That is, all methods use hardware. Since low-rémwmiicamera based studies use the

only webcam, they are very famous and valuabletapia to research.

2.2 Human Eye Structure

Eye is an interactive agency for a human body $leases light. Eye muscles with
white striped have mechanically the fastest gestutges reflect not only the light
but also the emotions, personal interests, and sgsyehological situation of a
human to a research subject. It is given in Figuie

Lacrimal gland (deep)

Pupil

Lateral
canthus

Sclera
(covered by
conjunctiva)

Lower eyelid

bt ,
Qutline of orbit —— e Iris

Figure 2.1Eye regions by parts (A) with original eye ( BJ]



The eye is also described as the most easily grehtedly segment able part of a
face part. Moreover, eye has the most diversityeatures for a computer vision
area. Circles, ellipses, colors, sharp bordergeafity and movement factors make
it unique for a face recognition and eye trackiiedgf Sclera is white area of the eye.

Iris is colored that change person to person, usbedmetric.

2.3 Motivation
Eye tracking applications mostly happen with soreeices known “Eye Trackers”.
These devices are not comfortable with a wearingrtelogy even a person does not

need support for its activities.

SAME
r”“ﬂnquw

Figure 2.2Eye tracking for disabled people [12]

Vision-based interfaces are fast, cheap and easi@gtto interact with getting a
frame of a visual device. Especially, these sofenaased solutions play a key role
on HCI as an assistive technology using a GUI emwirent for severely disabled
peoples, paralyzed patients, elders as seen img=y8. Letting these peoples work,

socialize and entertain is the most notable go#iisfstudy.

On the other hand, Eye gaze tracking related to idGlery modern as a vision-
based system for the education of some child ggttifficulty in reading and kids to
learn.On the side, Eye tracking game is played with tigs ko learn. Mother says
the name of the object and kid points it with hyge Thus, mother communicates

with her child as seen dfig 2.3 understand what he or she desires and teaches the
10



name of the objects. This study also gives to krlogv kids interests as seen on
Figure 2.3.Moreover, eye tracking solutions are preferable léarning language
letters.

Figure 2.3Eye gaze tracker game for kids [14]

As seen in Figure 2.4. A child who is getting diffity in reading is pictured. Eye
gaze indirectly helps the students to read in atstme. Pc is used for another
distinct purpose as an entertaining device betwegant and child. Only eye gaze
movements are used for this desktop study. As trestlearn makes all studies
effective and enjoyable.

Figure 2.4 Getting difficulty on reading [14]
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2.4 Eye Tracking Integration in e-Learning

Eye tracking technology in the e-learn platform h&en grown to decide user’'s

intention, behaviors, even in the mood. The firsl nost effective study is adaptive

e-learning system developed as assistance foldtemsin language courses.

The main objectives about e-learn are observing#étavior of learners in learning

processes in real time, by monitoring charactegssuch as areas of interest, time
spent watching them, a frequency of visits and eeges or patterngyaluating the

learner’s awareness according to which contertticied.

In the last years, various technologies (like dmlative Software, cloud computing,
screen casting, portfolios, virtual classroom) atifferent devices (e.g. mobile
devices, webcams, audio/video systems or smaridbparere used to facilitate e-
learning development and to increase the effectisemnd accessibility of e-learning
platforms [15]. E-learning gets importance decadddcade, especially for kids and
disabled peoples that watching multimedia elemesitgeh as images, video and

animations.

2.5 Gaze Tracking Techniques

Eye tracking techniques are categorized into twenngaoups as hardware based
methods and software-based methods.

Gaze tracking is a subject of video oculographgatbvare-based systems to infer
the knowledge of image data from cameras. Firdtlg,the detection of the eye area,
then, gaze estimation is determined. Pupil as ayelets the light in. Iris controls
the sclera and pupil areas. This eye parts andftivgtions play an important role in
eye tracking issues. These factors are very clytlgndue to the vision and eye as a

region that mentioned about in chapter 1.

Video-based eye tracking uses dark or bright ptgaihnique. And this technique is

separated into two groups: feature and appearassglgaze tracking.

2.5.1 Feature-based Gaze Estimation
Feature-based methods approach to the problem z&d tyack for some distinct
features of eyes on the face such as ellipse esasobntour, circle as pupil contours,

corneas reflections.

12



The goal of the feature-based method is to attairolaust feature or feature
combination to describe the gaze direction indepehdrom the environment and
device effects. If light independency does not iowe; the accuracy of gaze
detection fails. There are two types of featureedaapproaches exists Model-based

(geometric) and interpolation-based (regressiomdhalslansen and Ji [16].

2.5.1.1 Model Based Approaches

Model-based approaches utilize geometry of eyeektimating of gaze direction.
This method uses camera calibration. Pre-generdizceye models are used to
compute eye direction. Models base parts are tis@igo, tilt and rotation. These
models are constructed with the rotation of eygsladegree by degree. The system
does not use any learning algorithm. To comparertitodel to others, and it is more

convenient to high-resolution devices.

2.5.1.2 Interpolation-Based Approaches

These type methods focus on the mapping from imiageures to 2D gaze
coordinates. This can be polynomial (parametrianjoor neural networks (non-
parametric form). Some linear mapping studies agecuas video-based trackers but
did not get popularity like polynomial mappings.€eTimterpolation-based approaches
do not use the geometry of the eye; instead, tiseynuore general image vectors as
gaze points. Neural network based methods; sometgpa@re used as features
predefined in the face. Then, a model is chosdraton. Features data are trained and
eye gaze coordinates are determined.

2.5.2 Appearance - Based Gaze Estimation

Appearance-based methods without the need of amereacalibration, occurred
mapping directly based on the photometric viewha& bbjects. This method made
with gaze data by looking different angles to tbessn.

Some studies about appearance-based methods:rgekiad is proposed based on
Run Length Coding (RLC)The appearance-based methods detect and track eyes
directly based on the photometric appearance. Appea-based techniques use
image data to get the gaze direction by mappinggé@r#ata to screen coordinates
[17]. These methods require preprocessing and post-gingesteps including

image analysis but not camera calibration.
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2.5.3 Eye Tracking Applications
Eye tracking technology is used many technical issuduch as Pc and gaming,

psychology, market research, academic and edueatiesearch.

But even today it is not directly applicable. Itedoexceed laboratory experiments.
Many devices become more reliable and hopeful abuatarea. But many of the
interests are related to the HCI based eye gazmuBe, artificial intelligence give
the best researches areas to involve a softwaestbagsplication development. It is
more convenient due to its natural. The softwasetlamethods directly play an
important role in daily life in a way of e-learn,game, e-socialize. These software-
based techniques mainly divided into two categorm@susive eye gaze trackers and

camera-based eye trackers.

Figure 2.5Contact lenses for eye tracking [18]

2.5.3.1 Intrusive Eye Gaze Trackers
Intrusive eye tracking techniques can be contarsds, EOG signals. These are very
close to the eye as seen in Figure 2.5. Intrusaze grackers are more accurate
because of it is closeness.
The contact lenses type eye tracking system as iseBigure 2.5 consists of an
enclosure material, a three point electrooculogyap®G sensor and a controller.
Two type enclosure materials concave and convexremented on theye region.
There is a sensor that indicates the voltage leokkhis material. The capacitive
sensor system is disposed within the enclosure rrakt@’he capacitive sensor
system has at least one capacitance value thatsvanith changes in a gazing
direction of controller both controlling of sengoower and also evaluating the eye
position.
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Figure 2.6 EOG for eye tracking [19]

The electro-oculogram signals (EOG) are both clerap easy to use. It measures
skin potentials as seen in Figure 2.6. It is mam&amon in medical applications not
for human-computer interaction. Some electrodespseed around the eye with
some distances. These electrodes measure the oblhgse distances changing the

skin.

2.5.3.2 Camera Based Eye Gaze Trackers
Camera-based eye gaze tracking uses a featureeyfeatiat is detected and tracked
by a camera or optic devices. This method is ntnusively.

As a feature of eye tracking sclera, limbus andilpigtection is used. Limbus does
not capture when eyelids cover. So it is not rédidor full-time detection. The pupil
is hard to segment but unique due to circularity.détect eye easily IR light is used

as assistive. It is turned on and off in a rangnoé. So pupil is detected easily.

2.6 State of The Art

There are many approaches to a use of eye traefiicgently. For instance, Sclera-
based ellipse detection proposed by Hansen etOdldad [21]. This approach is
directly related to the resolution. Very near takkemimes are required. Technically
two circle measures can give more accurate reButtit takes more calculation time.
Wrinkled regions and eyelash edges are ellipsoiizht makes difficult to find the

most obvious geometry on the face is iris circle.

M.Ramezanpour et al [22] studied color feature doalize eye point as a new
method. They apply a new color space, GLHS thetmerted from RGB data. This
method works well. The user faces a huge accuraclhlgm and the energy of
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algorithm by means of calculating power is too tmgompute. That is, algorithm is
too long and exaggerates the calculating time

A light reflection based method proposed by Shub&amgh et al [23]. Light comes
to the eye region in a condition spot lighteningisTmethod based on controlled-
environment. Bright and dark images taken by lightirce and camera subtracted.
This method is uncomfortable and makes a genegicapion hard due to different
shapes of the eye region.

Bllent Turan et al [24] proposed a method whichsdoet require any additional
hardware but a webcam. Neural networks are useglaioe point control. Because of
declaring saccading and fixing problems inevitalhey declared 100% efficiency
on their own dataset study. But, this method tredbkith saccadic movements on

mice points because of uncontrolled environmerdaatdions.

Over the last decade, many techniques are develmp#ake task of vision-based eye
detection [25]. These are separated into two maategories, respectively

appearance-based and feature-based methods.

Figure 2.7 Head movements effects [26]

2.7 Challenges

This study also discusses some difficulties to lende of an eye gaze as Pc input.
There are plenty of challenging things to overcamase an eye as a pointer to a Pc
or any devices with a processor. The most difficué illumination of the
environment as seen iRigure 2.8and head movements as a posed problem as

described in Figure 2.7.
16



Figure 2.8 Lightening effects [27]

Uncontrolled environment lighting and object diversthe biggest problem that
needs to be overcome in applications using imagkdsaund. The variety of objects
causes heterogeneous light distributions as se&igure 2.8, different reflections
and indirectly local light changes on the face.sTisi also evident as a bad quality
image.

Pose,the user can hold his hand on his head, rub l@s agd be in distractibility. If
the user is using a portable device, the user eap k at different angles and thus, it
occur a posing problem.

Eyelash (Half, fully open stateafere is a half or full or unmeasured open andezo
state of each one of the left and right eyes. Tdues a huge problem to tackle.
Distance,the user may need to use the application at chgrdjstances in different
HMI. For example, when a patient is lying in a bed,a passenger seat, or when a
student is studying. The point detected at differdistances is expressed by a
different number of pixels. As result, for a geonwall image analysis, dimension
problem occurs.

Camera Propertiesyith the webcam focus feature, the image has th& Héature
as the lighting feature. HDR features of camerasvary important in uncontrolled
environments. Since the eye movements are verystasFps specifications of the
cameras are also blurring and boosting at thistpdine resolution of the camera
must be a certain standard in order to overcomsitsgty problems due to regional

differences to be used for this application.
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Calculation time almost all HMIs have video cards. Frames proaksseimage
processing techniques, even if they are not in hegolution, must be at a certain
speed in order to be able to respond to eye movisnaad the user's instant requests.
This point is also making it more important to dghHispeed calculations in parallel

with the main processor using graphics cards.
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CHAPTER 3

CAMERA CALIBRATION

3.1 Introduction

Camera is a much-known occurrence for daily andstrg life for a long-long time.
Camera measurements are pixels. It is necessargneert pixel values to metric
values for a physical estimation as a process befoding. Camera’s internal and
external properties are calculated and taken aosesd data have to use on the
acquisition of a calibrated image. There is an ienag Figure 3.1 which is
represented the way of the calibration.

) Detected points
Checkerboard origin
+ Reprojected points

Figure 3.1 Camera calibration setup

As for internal quantities that affect imaging peges, image center is not on the half
of height and width size. Focal length must be Isetated. Scaling factors for the
pixels are not exact. That is, row and column semesnot proportioned to a stable
value.
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Skewness of the pixels is changeable to the carttereamera that has to be
computed. Very much type of lenses has too mangrsity of distortion. Lens
distortion meets an overcoming problem to use cameffectively. As for the
external quantities of the camera is related to nbiational and translational
positioning of the camera due to the world frane th a fixed coordinate system for
representing an object in the world. The exterrmabmeters are very significant if

the camera or taken object is moving.

3.2 Estimating Parameters

Camera calibration can be defined to the determoinaif internal camera optical and
geometric behaviors and 3-D orientation and loa#ilin of the camera for world
coordinate system. Computer vision and machinewisipplications highly require
the accurate camera calibration process.

Several methods for camera calibration are initeeture. The classic methods [28]
solve the problem by decreasing the non-linearmrefifioe time algorithm efficiency
is taken into account, some other method like cdsem solutions are suggested
(e.g. [28], [29] and [30]). But, these methods t#ke problem so easy and therefore,
they do not provide better results as nonlinearimigation. There are also
calibration procedures where both nonlinear mination and a closed form solution
are used. [31] In this study, it is used Matlablration application depending on the
paper [32], [33], [34]. The calibration parametarge simply taken several steps.

Calibration process in the background of the caesirs below:

Object coordinates (3D) >> world coordinates (3Dxtensic) >> camera
coordinates (3D, extrinsic) >> image plane coordies (2D, intrinsic)>> pixel

coordinates (2D, intrinsic).

3.2.1 Intrinsic Parameters

Camera intrinsic matrix is acquired after calibyati This matrix transformation
occurs post-projection and can be decomposed slsealing and translation
transformations. This matrix gives the parametérthe skewness, focal length and

principal point offset
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3.2.1.1 Skewness

Skew factor is added to the intrinsic matrix tocc#te also pixel orientation. If this
orientation is not corrected as a rectangle, distoris not accurate. Images
row/column value is named ‘aspect ratio’. This ssthe pixel how much amount

of deviation from a square geometry is.

3.3.1.2 Lens Distortion

Distortion parameter changes camera to cameras Hbobut lens manufacturing
technology. Moreover, cameras or lenses have liyatof many purposes in many
fields. In some areas, lens distortion becomes rroportant, for example, vision

applications. There are two types of well-knowrslélistortion.

Barrel distortion, when straight lines are curved inwards in a stadebarrel, this
type of aberration is called “barrel distortiono@monly seen on wide angle lenses,
barrel distortion happens because the field of éthe lens is much wider than the
size of the image sensor and hence it needs tcsipeeézed” to fit. As a result,
straight lines are visibly curved inwards, espégiawards the extreme edges of the
frame. [36]

Pincushion distortion is the opposite of barrel distortion as seenFigure

3.2.Pincushion distortion is the exact oppositbaftel distortion — straight lines are
curved outwards from the center. This type of digio is commonly seen on
telephoto lenses, and it occurs due to image miagtidn increasing towards the
edges of the frame from the optical axis. This tithe field of view is smaller than
the size of the image sensor and it thus neede ttstbetched” to fit. As a result,

straight lines appear to be pulled upwards in threers, as seen below:

Figure 3.2distortion factors for camera calibration [36]
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3.3.1.3 Focal Length

Focal length is defined as a distance betweenititele and the film. It is shown in
Figure 3.3. Focal length measurement is pixel whigblays an important role in

image characteristics. For example

Lens Image Plane
A

Field of View (o) C e w

v
<---Focal Length (f) >

Figure 3.3Focal length for calibration [37]

* The image has been non-uniformly scaled in postgssing.
* The camera's lens introduces unintentional distorti

* The camera uses an anamorphic format where the dengpresses a

widescreen scene into a standard-sized sensor.

» Errors in camera calibration, in all of these ca#fes resulting image has non-

square pixels. There are plenty of pinhole cameras.

3.3.2 Extrinsic Parameters

There are two reference frames to get the extriparameters of the camera. First,
camera reference frame and second reference wadef Transformation matrix
between these two frames determines the translatidnrotation parameters of the
camera. Recall the fundamental equations of petispeprojection — assumed the
orientation of the camera and world frame knowrs-thiactually a difficult problem
known as extrinsic pose problem — using only imag@mation recover the relative
position and orientation of the camera and wordnkes [38]. Scale factor w, image

points X, y and X, Y, Z world points are given iquation (3.1)

Wixy 1[XY Z 1] P (3.1)
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Camera matrix P, rotation R, translation t, K iméic matrix given in equation (3.2);
— R
P = [fIK (3:2)

3.3 Calibration Process

Camera calibration is the process of estimatingpdwameters of the lens and the
image sensor. Camera calibration is done for getirbetter accuracy to compute
gaze points. Matlab Camera Calibrator App is useglstimate that camera intrinsic,
extrinsic, and lens distortion parameters [Fr the calibration data, sampled 20
frames with a checkerboard (7x9) are computed tocgenera parameters. The
acquired .mat file is included by main eye detett@gorithm. The world points are
transformed to camera coordinates using the extriparameters. The camera
coordinates are mapped into the image plane usiagntrinsic parameters. Image

with respect to camera is plotted 3D as shown garei3.4.
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Figure 3.4 Extrinsic parametevisualizatiot
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Figure 3.5Reprojection errors for images

As camera internal properties center point, foalgth, skewness factor) and
external properties (rotation, translation) areluded in the algorithm as camera
parameters data in Figure 3.5. The bar graph iteidhe accuracy of the calibration.
Each bar shows the mean reprojection error foctreesponding calibration image.
The reprojection errors atbe distances between the corner points detectdidein
image, and the corresponding ideal world pointggeted into the imageCamera
parameters are to use lens distortion and undistamtage as a part of the algorithm
and provided that better results.

All the calibration samples are shown in Figure 3.6
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frame : 8
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frame :18 frame: 19 frame : 20

Figure 3.6 Calibration images
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CHAPTER 4

DESIGN & IMPLEMENTATION

4.1 Introduction

This chapter consists of two main parts. First,alggrithm, second, interface design
and implementation of algorithm are presented, aetsgely. Eye tracking and eye
processing techniques has several steps to appthisAwork, very famous Viola &
Jones algorithm is used to detect face and eyeaggion. At this point, as a strategy
of preprocessing, all edges, corners noises inelye region are smoothed and
removed. And there is only three kind regions. Bynaa suitable threshold is
applied. After some morphological operations, Aacudough Transform is applied
to this region and eye-ball is easily detectedstim up, this study, mainly, consist

of capturing, distortion, processing and analyahgnage step by step.

4.1.1 Algorithm

The algorithm is based on the Matlab programmingylege and as a compiler.
Image acquisition, Image processing and ComputsioliToolboxes and some GUI
applications are usedscript is simply a list of commands to run differdrom
function that is return a value or needs some aeguisn This command means a
function or an object that is already built in Mdil It is constructed with a lot of
process in the algorithm so that functions and aibjare returned in an order just
writing their name. If the script that ends in thm file) is placed in our Matlab
directory, it runs successfullyThe algorithm consists of several basic image
processes such as image acquisition, image cadibraand image processing and
eye localization for tracking. The image is proegss order to find the point on the
screen to find the gaze point. In this sequencay gonversion, extracting of eye
regions, image intensity processes and some filesperations (Median, Gaussian)

are performed. There are two main stages at thint.po

i) The presence of the center of the eye

i) Determination of the coordinates of the eyent®ion the screen.
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4.1.2 Matlab as a Development Environment

Matlab, which stands for Matrix Laboratory, is a ngwete programming
environment that encompasses its own programmingukge, IDE (integrated
development environment), libraries (called took®xn Matlab), amongst many
other things [40]Matlab is a high-level language that means the Idpee does not
have to deal with some detailed stuff. As a languagis very easy to build an
algorithm, applications and any kind of calculatioecause of its well documented
resources and Mathworks site (file exchange, webietc.). Matlab provides very
effective tools to handle with image processingimments. Developing an image
processing algorithm is made easy due to all to@bare in the same ecosystem.
There is a lot of GUI s to help for simple calcidas and predictions and so on. For
example for image processing, many process suchcamera calibration,
morphological operations, segmentation, color amgl]yimage acquisition are
handled with GUI’s.

4.2 Image Acquisition

Image acquisition is both first stage of the impgacessing and the most significant
part of an application developed with image processechniques. There are plenty
of camera module provides different data format$yrcspaces, color patterns and so
on. But they simply produce image that is the 2Parin our case. Chroma
resampling that is the way to sample image data bgnan image sensor. For
instance, 4:4:4, 4:4:2 (r, g, b); color correctibat is used to adjust white balance,
brightness; gamma correction thatiged to encode linear luminance or RGB values
to match the non- linear characteristics of displayices [Xilinx]; deinterlacing is
used to incoming interlaced frame joining a progikes image; timing controller is
very important for image processing which typesithage is shuttered and exposed.
One of the ways of image data streaming is knowal-Reme image acquisition. It
can be defined retrieving image data automatidatlgn a source such as, a camera,
telescope, and microscope etc. There is a hugdemotvhen acquisition from a
webcam is timing due to many frames storage andessing time. The camera fps
changes with time. If triggering happens in a rarnigen timing and latency problems

may OcCcCur.
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But in this study, there is no more focus on thissaes. Device properties are fixed
by Matlab Image Acquisition Toolbox and Image Aaiuon GUI. The GUI detects
and configures hardware options. The toolbox emsabtuisition modes, such as
processing in-the-loop, hardware triggering, baokgd acquisition, and
synchronizing acquisition across multiple devicescquired image for this
application is shown in Figure 4.1.The image itakom the webcam as 800x600
resolutions, 30fps in RGB color space. Acquisitiamameters such as fps, exposure,
and frame size and color mode are firstly fixed)»880 resolution of the camera is
easy to calculate but gives not accurate resuB9x1024 resolution is very good but
hard to process for our algorithm. Approximateliyames per second is used for our
program adding calculation time of the algorithneaRtime image process did not
happen because of processing time and camera cdigafrgme rates. Reasons are

discussed in the future work section.

4.3 Image Calibration

Figure 4.1Input image

Cameras are used for a long time in the HCI enuwmemis. However, the
cheappinholecameras became a common occurrence in our everyfgayThis
cheapness brought its significant distortions whete constants and with a

calibration and some remapping that it could bedix

Furthermore, with calibration it is possible to etetine the relation between the
camera’s natural units (pixels) and the real wantdts (for example millimeters)
[41]. Camera calibration for a measurement is spontant. Distortion parameters

for a use of image sensor and lens as internahpaeas changes from the camera to
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camera. To obtain these parameters and use of thean image acquisition
algorithm gives more accurate results. Shortlgvaimage enters and an undistorted

image is acquired.

4.3.1 Image Correction

There are two physical defects on the cameras wgndgiding us an image. More
accurate parabolic lenses are hard to manufactdettas causes to positioning a
lens in a camera after through the image sensoallfzj these two types of distortion
are inevitable in the end. Radial distortion is @thihe how spherical the lens is and
tangential distortion is relevant to the lens ifsitparallel to imaging plane or non-
parallel. Without undistorting the image, we canm&asure a distance between two
objects like eye pairs. In Matlab, user does nobvknwhat happens in the

Figure 4.2 Undistorted image

background while calling system objects, classes$ stnucts. Undistorted image
objects give the camera parameters to apply foramd. As seen in Figure 4.2.
Undistorted images attained implementing camera parameters to dleimage.
Camera parameters are included to algorithm afteage acquired. External
properties (rotation and translation) of webcam iuternal properties such as skew
coefficient, focal length, and optic center aredus® correct the image. Real world
object points are mapped on a new plane called en@mnts. A new origin is
defined. Finally, the frame is linearized as it te@nthat means the distances between
objects are proportional to the image as in thev@®ld. So, the fully calibrated

image is obtained and image pixels are then marerate for the measurement
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4.4 Grey Level Operations

Cameras can be grouped as monochrome and colonm®hechrome camera as a
device gives the 2D gray level image. Gray levense2D image to be processed
with its values changing 255 from 0.It can be angge or image component such as
R, G, B; Y, Cb, Cr etc. taken from the camera. €alwage is 3D but can be easily
converted to gray level with hardware or softwarsendesign. After converting, the
image is going to be ready for spatial and frequatwmnain filtering, intensity-based
operations, enhancement, smoothing, sharpening sandn. The monochrome
cameras have higher sensitivity and give more detdiebcams produce the RGB
image that loads the conversion to the proces8acolor image sensor captures 1/3
of light because of its sensors. There are thit fayers red, green and blue. Thus,
light coming through lens is divided. And then,dily one image is produced.
Output depends on the demosaicing method. Thaeprevery software application
including data conversion can replace using a pimaage sensor. At least, it is
more appropriate for the prototyping process. Tikatvebcams with color image
sensors can be accepted wrong choice for compigienvapplications. It decreases
of calculation time and pixel data precision. Esalg to detect an object or some
features of it must be extracted. The feature @addfined anything that differs the
target object or region on an image. Eye circle eglor, eye edges can be used as
features. Feature extraction algorithms are cangisof grey level operations,
segmentation and binary level operations. Greylleperations in this study can be
summed into first, neighborhood kernel operatioasGaussian, averaging filters;
second, as a shading correction operation cordtigtthing; third, as a Thresholding
method, Otsu. Grey level operations ends with THoleng. A value locally or

globally turns to image binary values

4.4.1 Eye Pair Detection

After calibration process, Image is first convertem gray level. Well-known
computer vision technique, Face detection by PaMi&a Jones algorithm [37] is
applied and eye pair is clipped as right eye eficelige image from eye pair image as

seen in Figure 4.3.

Figure 4.3Extracted eye pair regiomage
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Pre-built system objects for Computer vision tosllare used for detection. After
detection operation, Eye pairs are respectivelypneeessed by Gaussian and
Averaging disk filters to get rid of noises andrepy of image. Then, Contrast
normalization is done. After all, a global threghtdvel is computed by Otsu Method

and it is used to convert this intensity image toreary image.

4.4.1.1 Viola-Jones Algorithm
In paper [43], Yi-Qing Wang has studied Viola-Joragorithm in detail. Viola-
Jones algorithm is a revolutionary work has beemedo the field of computer vision

using Haar as seen in Figure 4.4.
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Figure 4.4Haar cascade features [42]

Robust and fast detection of face and face partkeniaso applicable. They
discovered the best features that are on a facedbuh any other object. Lightening
conditions are minimized, almost compensated aadribst suitable features as Haar
cascades are described using machine learningtalgsrto tackle that problem. To
sum up this framework; first, a database is budtf both positive (There is a face
on the image) and negative images known as traagé® and also some more to test
in another folder known as test images. Seconthitigga model and it produces a
classifier that detects face in an image taken fatirmround. Classifier is an .xml file
that is produced. It stores the all image chareties and used as comparing the
input image to this stored values. The main alfaritonsists of four steps as Haar

features, integral image, AdaBoost, cascading.

Haar featuresthere are many types of features of black and whiAd features are
like vertical, horizontal, diagonal stripes. Théeatures are applied to the image. If
there is any match of these features on the intagetregion is pointed. For example,
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eye regions are black. To find eye areas firsufeas applied to the image as seen in
Figure 4.5Noise region is most bright are on the face. Thisrmation is extracted
using second features. Viola-Jones algorithm uge®4 images. And a sliding

window of this features scan all of the pixels twyeone.

Integral image, Image features that match the Haar features isuleakd by
summing both black and white pixels. This is aremse computation of the
processor. Viola-Jones uses a trick of computingndy corner pixels. Logic is any

rectangular area on an image is adjacent to another

AdaBoost algorithms to eliminate the redundant features. After fesgudetected,
there are 160 000 features to construct a facecoroplete a face, relevant and

irrelevant features must be separated.

Cascading after AdaBoost 2 500 features are to handle. Tfesteires are grouped

and decided if it is face or not.

4.4.2 Smoothing Operations
In this assertation, two smoothing operations aaeenFirst, as a non-linear filtering
operation, Gaussian, second; as a linear filteaveyage. If you compare these two

filters, both filters attenuate high frequenciesrenthan low frequencies,

Figure 4.5Filtered image

But the mean filter exhibits oscillations in it®fuency response. The Gaussian on
the other hand shows no oscillations. In fact, shape of the frequency response
curve is itself (half a) Gaussian as seen in Figdrg. So by choosing an
appropriately sized Gaussian filter it may be facbnfident about what range of
spatial frequencies are still present in the imafger filtering, which is not the case

of the mean filter 43].
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4.4.2.1 Gaussian Filtering
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Figure 4.6 Box filter as linear vs. Gaussian filter as a fioear [43]

Sigma is used for the degree of smoothing. Gaussamels are decreased far from
the center of kernel. Main purpose to use of Gams§lters is frequency domain
responses and it is low pass filters. As seen iguré 4.6, the image is
smoothed,while sclera and eyeball edges and arer weakening, also, eyeball
and sclera is regionally distributed uniform. Eslgéter applying the Gaussian filters
become geometrically more smooth. As a pre-probegsre thresholding gaussian
filtering is so significant to utilize. The Gaussidilter includes a little more
mathematical calculations so; it is not preferdblethe GPU Calculations compared
to CPU.

4.4.2.2 Average Disk Filtering
Common names of this filter are known box, meareraye to be used to reduce of

intensity difference between one pixel and the next

The average filter is a smoothing operation implet@é for getting noise reduced
and blurred the image. It is a linear filter andyeto apply. Center pixel becomes the
average of all neighbor pixels related to selest&adow which must be an odd
number. Generally, it is used as 3x3 kernels bdaule 5x5. Smoothing degree
comes with calculation problems. So the smaller dewm is better. In this

application, circular average filter is used to getular object more segmental.
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Figure 4.7 average filtered images

This function increases the accuracy of detectesl ayd gives better results. As
compared Figure 4.5 to Figure 4.7, it is obviousalize that Figure 4.7 is not more
complex, edges are removed. There are only blatikevand skin color regions.
Now there is only one more step remaining is tolhamwontrast normalization

through the whole image. Average filters act ag pass filters because of positive
values. The sum of all the elements should be Brgain is greater than one, the
filter attenuate, otherwise the filters amplify.

4.4.3 Local Contrast Normalization (LCN)

Contrast stretching is used generally in medicahgimg applications. It can be

grouped as local and global, partial, dark andhirgpntrast stretching [44]. It is a
good study to compare different contrast enhanceteehnique. In this study, local

contrast enhancement is implemented to the filteneage. Contrast is a useable
factor for a human eye in an image. Contrast naman is used non-linearly

change of an image to normalize. The most impogarttof the grey level operation

is to eliminate the intensity distribution throughe image. Local contrast

normalization makes the dark areas darker, brigggsabrighter. As an alternative to
histogram equalization, at this point, gives logabletter results to clear eye
localization while normal or adaptive histogram a&iation methods are global.

LCN is pixel basis. Every pixel is particularly pessed by removing the mean of
the neighborhood and divide by its variation. Incdae said that this Contrast
normalization technique as seen in the Figure #8sgbetter results for the well-

blurred image.

Figure 4.8LCN applied image
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It admits whole intensity values as a low and hagid then mapped to the whole
image. It can be noticed that eye balls are blaakdraround are not. Matlab contrast
adjusting tool is a good way of seeing the contvalies. This tool presents a scaled
histogram of pixel data. Maximum and minimum valaes known and a range can
be defined.

4.5 Thresholding

Segmentation is a separation of an image into nagrelated to target objects. So,
Thresholding is the simplest segmentation methdhtbeye region which is used to
obtain binary images from grey images. It simplppens to define a constant and to
compare it with every single pixel. If the pixellwa is greater, it is allowed this pixel

to white, otherwise, admitted as black. Thresh@dechniques can be categorized
into six groups as presented below.

Histogram shape-based methodased on the shape of the histogram. For example,
convex hulls take the deepest concavity point;pbaks, valleys, and curvatures of

the smoothed histogram are analyzed and takenrame@oints as the threshold.

Clustering - Based methodgere the gray-level samples are clustered in tartsp
as background and foregroundject, or alternatively are modeled as a mixifre

two Gaussians.

Entropy-based methodgsult in algorithms that use the entropy of theedround
and background regions, the cross-entropy betweemriginal and binaries image,
etc.

Object attribute-based methodsarch a measure of similarity between the gregtle

and the binaries images, such as fuzzy shape siyiladge coincidence, etc.

Spatial methodsise higher-order probability distribution and/orrelation between
pixels. These methods use grey value distributiod pixel neighborhood. For

example, context probabilities, correlation funogp2-D entropy etc.

Local methodsadapt the threshold value on each pixel to thellocsge
characteristics. In these methods, a differenstioll is selected for each pixel in the

image. The threshold is computed with every pix@bahd on some local statistics
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like range, the variance of neighborhood pixelsrsis oflocal contrast and

variance are developed.

4.5.1 Otsu Thresholding

Image processing continues after grey level opmraticonverting into a binary
image. There are several methods to decide a thiceshlue. Some thresholds are
local or global, some thresholds are multi-leveheTaim is to acquire best non-
overlapping regions or images whose foreground xisctty separated from the

background. In this study, Thresholding is uselit@aries the preprocessed image.
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Figure 4.9 Threshold image
To explain Otsu method, first all possible threshedlues are calculated as variance

and weight. Foreground and background pixel valresseparated. To both region,
minimum variance value is purposed. Finally, a meamance class is calculated
with the weights to foreground and background insatfehe mean -variance class is
min, that value is picked as a threshold value. sken in Figure 4.9, after
Thresholding process, gray image is separated riegfound and background to

show the target object.

4.6 Morphological Operations

Morphological operations can be defined an imagk With black and white regions
instead of pixel values. These operations that oelyd an image and a structuring
element are simple to implement. What the imporigpixel order, connectivity and
neighborhood. The structuring element is binarygenar kernel which assign to the
structure of neighborhood. Structuring elementy plee same role as convolution
kernels in linear filtering operations. The structg element has dimensions, shape
and an origin to apply. Matrix size changes depapdin the size of an image or
asked shape of the feature. The structure shamst®nf 1 and 0 values and applied
to every pixel with sliding window method. Theree aactually two main operations
as Dilation and Erosion but different from of thesperations, there are other

operations such as opening, closing, top-hat, graiditc. Dilation is simply adding
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pixels to the boundary and erosion just oppositésdepend on the kernel shape and
size. Opening is used to remove noises, small dregeen regions and closing is
reverse of opening. Gradient can be defined aglifference between erosion and

dilation. Top - hat is the difference of the imagel the opening of this image.

4.6.1 Logical - Not Function (~)

As binarization process, Logical - not functionnmst important to apply to the

image and so, noises, small pieces are removedvidote and black regions. To

inverse of any pixel value (1 to 0 or 0 to 1) ahdrnt apply the structuring element to
the image provides to overcome big challenges.lllyink is gotten a more clear,

descriptive and usable image.

4.6.2 Small Pieces Remove Operation

Preprocessing operations are aimed to get a clearnyimage. However, it does not
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Figure 4.10Small Pieces removed image
happen complete as expected. Because, there igert#ct segmentation and
contours of the objects. So, small pieces and saismoving operations must be
applied as the first operation of the binary precess seen in Figure 4.11, some
small pieces, noises are eradicated applying tlusess if it is compared to Figure
4.10.Small pieces removing algorithms work that wiagt, connected components

are defined and computed the area of each compdhentremoved small pieces.

_"
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Figure 4.11Edges chopped off image

The connected components are composed of the ateygsrching unlabeled pixels,

using flood-fill to label all the pixels in the coacted component containing this
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pixel, repeat this for all pixels. For area caltiolas, segmentation of grey image is
necessary to discover the binary objects and a@alye original gray scale pixel
values corresponding to each object in the binargige. There are three general
neighborhood parameters 4-6-8. To label of an okgéter calculating the area is
first encoded with run-length, scanned and assighnegreliminary labels to a table
separated the classes to be relabeled again. yFiolgjects built with 4 connected
components are labeled [39].

At the end of this step, one more operation as daot®pping is made using
morphological binary tools. The detected regiorobefis eroded with a structuring
element. This is done to get more accurate cines¢ ¢hopping off the edges. An

object that composed of connected components shaft&r this operation.

4.6.3 Circular Hough Transform (CHT)
Hough transform is a feature extraction techniche ts used to find eye circles.

Hough transform is first utilized to identify thied¢ positions, but then developed to
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Figure 4.12 Eye localization image

localize circles, ellipses and some other arbitsdrgpes. The transformation begins
first to find the aligned points that create lin&&is is achieved by applying edge
detection operation and lines are extracted. Thiea hogic is what defines a line or a

circle. Circular Hough transform is used to finceagrcles as shown in Figure 4.12.
Eyes are simple and easy to find because of nigue in the face area as the circle.
Circles can be detected dark and bright areas witactine choice. To implement

Hough circle extraction, three parameters are sacgsuch as x, y coordinate and

radius.

4.7 Application Design

Pointing (showing something with your body actida)user interfaces in human-
computer interaction is a very high-level communara Pointing to an object is
easy to say or write its name. Most user interfaces the mouse, trackball, track

point, joystick, touchpad or a touchscreen whileokiog a folder, for example,
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setting the cursor position when writing, selectamgoption from the menu. The use
of mice from traditional pointing devices can cayseysical problems. Many

designers and computer players suffer from theatagmnnel syndrome. In most

cases, it is very difficult to locate the pharynkile the dual screen is running.

The big part of our study is to develop an eye gamaface which is going to be

suitable, friendly and funny for the kids.

4.7.1 Algorithm Process
As a developing process, firstly, all documentslishled, books, journals to control
the cursor and to track an eye gaze are scanneseTinaterials proved that there

exists a lot of way of making eye controlled. Malocks are shown in Figure 4.13.

Image Image Eyeg Perform

—> —»| tracking —> events
acquisition calibration

Figure 4.13 Block diagram of the application

Image acquisition application is used to take v&dedth putting some points on the
screen as horizontal, vertical and diagonal witluagégdistances. Distances are
pointed to get better results with eye gaze skgppaus far as the gaze pointing
sensibility is enoughVideos divided into individual frames based on ¢fage point
on focus. Videos are taken in different environmaknonditions and different rooms
with different backgrounds and lightening. Thermeo and frames for calibration are
acquired with same methods. Since the taken imageslistorted, they are to be
corrected firstly and then processed and analypaderjuentlyAfter algorithm is
developed, it is run with a GUIL. To start an apgficn, calibration step is first
launched after clicking on the start button withuse and also pointing this icon
with eyes to localize itself with respect to PCesgr. During calibration, piano music
rings two times. User must look first top left cerron the screen with first ring and

then, to bottom right corner. Now, eye gaze intsfis ready for e-learn.
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4.7.2 Calibration Process

As a priority, every user needs to undergo a pedsoalibration process after the
user looks at the screen. This is because thera &t of people have a different
shape, color, size vs. characteristics. In thidiegjon the user stares at 1 second for
predefined points as shown in Figure 4.14 and lyotalibration ends up within 5
seconds.

== L

(o)
QWIEIR|TIYJU[1]0[PIG&]|U
AlsjofrFlcfujsjrji]s]i

2 x[c[vevn o] c ]
EXIT

Figure 4.14Calibration process route

If this is compared to other studies, it is notldeathat the process is incredibly
short. As a calibration process, two points aresehahat the user look at both top
left corner and bottom right corner. It is impoitda keep the calibration process
short and easy because it might be done severattifs shown in the figure, the
calibration process is completed in three stepsst,Fgaze is focused on the start
button, second, top left corner and then bottorhtrigt his point, while focusing on
these dots, time- based information could be sexidimg the dots exploded and turn
into pieces spread. A click mechanism is takenDer a station as seen in the
Figure 4.14.

4.7.3 Graphical User Interface (GUI)

GUI is a kind of communication between human antchmater. It makes the things
easier. Many interfaces existed and these intesfame completed for user
experiences. GUI is can be called the second geoeifar HCI after command line
interactions with typing commands. Next interacti®igoing to be eye gaze systems

to make things easiest and efficient. Matlab presicin easy environment that
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eliminates the use of language and type commandsnt@n application to build a
GUL. In this eye-gaze application, pushbuttonitnage process, axes to show the
image and text spaces to show the coordinateseofj@ye are used. One more ability
to our application is to use voice to communicatéh\& computer. The use of voice
makes the application more dynamic. When a kid doaikthe bear, and hearing the
roar of the bear helps the kid to learn more eiffety. It is believed that learning is a
process which is related to how many sense organscive in it. The more the
sense organs work, the easier kid learns. So batcan be admitted another reason

to add some voices to the application.

4.8 Eye Gaze Interface

Involving technology needs to make the use of haladter or another method
because of new generation processors and high-gpegoluting units. In this study,
eye gaze as the fastest organ of the human bodged to give commands to the
computer. Four types of eye gaze interface aregdedifor kid’s education to learn
letters, to teach animals, to learn colors anegéeh the kids the numbers. There are
a lot of challenges to be handled like clickinglibration, environment issues and
physical issues. The clicking is the most challeggask. This is achieved by timing
issues with the computer operating system faglitieurther studies can be done
using an RTOS (real time operating system) dugstdask managing and timing
accuracy. The application depends on the calculaifdhe position of user gaze on

screen and test results are presented as a waiefeedback.
4.8.1 Eye Gaze Animals

Many types otcommunication and gamirdgvices are nowadays in the hands of the
kids. They are mostly in use of game and socialimegderaction programs. Many
enjoyable things on the internet harm the educdiecause of the intention of joy.
Also, urbanization makes the next generation othefature of plants and animals.
In this interface is first designed for the kids learn objects like animals as a
beginning. It could also be developed by indoor anttoor objects on different
pages on this application to meet the children whdhworld and, but it was the out

of the target.
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Simply, kids are toughed to look the first calilbwatthen asked to look an animal
said by its name. Figure 4.15 shows the eye gaedace for animal names.

Figure 4.15Eye gaze interface for animals

If the kid is wrong, hears the different voice oiiraals and tries again. Both voices
hearing and seeing the letters of the animal mtile$earning fast. It also increases
the reading capability of kids. The interface i$ aoly for the kids, and also could be

used for learning languages to adults.
4.8.2 Eye Gaze Alphabet

Alphabet interface is one of our best studies fisphoolers to learn letters in a
playful and funny manner. Learning A, B and C hapgeickly, easily and correctly
pronounced vowels and consonants of the ABC fodlesd. Some sounding of

voices in the background lets the toddler pronoundg.

Figure 4.16 Eye gaze interface for alphabet
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This interface helps the kids to stimulate fine onakills and useful for future study

at school. The game is played after calibratiorc@ss looking at three points on the
screen. Then, kid looks a letter and hears what iThis game also assists for the
adults to get forced to learn letters of a languageh as Arabic, Russian and
Chinese etc. as seen in Figure 4.16. The studyethomat the distance between the
letters should be enough to detect and for bettsult higher resolution cameras are
needed for getting better results.

4.8.3 Eye Gaze Color

Eye gaze color interface for the babies, kids aadlers provide to name the colors
and ability to tell by heart. It is simple and jalto learn. This application could be
joined with animal objects and teach kids both caled animals. Color names are
universal but hard to explain in different densiti€olor is a valuable pointing
feature in daily life. So that it is important tadk to socializeKids learn ten basic
colors with this eye gaze color app. In learn c®lsection, the kids can be trained
with memorizing of ten basic colors. Kids easilyigate among color icons as seen
in Figure 4.17. Toddlers look at a color button aed the name of it and hear.

Figure 4.17Eye gaze interface for colors

4.8.4 Eye Gaze Number

Kids are very pure mind to learn easily and mustdneled to learn with love. This
can be done with fun and easy manner with suppe@rteidd of music and pictures
like a game. In this interface, there is a stattdvuto begin to play the game. First,
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calibration is done and then e-learn GUI is redliernatively, this application as
number usage can be also modified for telephonekephones allow the user to
place and receive calls. If the interface is figles a mobile application, frequently
used numbers can be stored in a telephone "book”.

On-verbal users or disabled peoples may accessauthbers as shown in Figure 4.18
with their eyes non-using a speech synthesizealkd45].

Figure 4.18Eye gaze interface for numbers
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CHAPTER 5

EXPERIMENTAL RESULTS

5.1 Introduction

The application is primarily developed on a WindowsPC with Intel Core i7-
3630QM, 2,4 GHz. Monitor size is 13.6x7.6 in. Imageacquired by Logitech
webcam at 30 fps. The image is processed as gedg o€ 800x600 pixels using
some structs of Matlab Toolboxes. The images agaieed and processed by Matlab

Image Processing and Computer Vision Toolbox dlftercalibration.

5.2 Eye Tracking Experiment
Screen coordinates are mapped to image points ebedpplication tests. The

algorithm is verified one point by one point thrbupe screen in three directions.

Matlab image acquisition application is used, anp&per is painted and glued to the
screen and thus, eye gazes are navigated fronsdefen edge to right, up screen
edge to down and up left screen edge to downrigigeeand diagonal eye

localizations are computed with respect to screentp as a millimeter.

5.3 Vertical Eye Points
PC screen is equally divided into 12 points veltarad eyes are focused on these
points one after one. Images are acquired that &gebkoking at different points of

the screen vertically.

It is noticed that eye pair sizes are differentnfreach due to Viola-Jones face
detection. Some points are clearly very exactait e inferred from the images that
eye centers are not much exact in y-direction bezai eyelashes and eyelid. The
eye circles are not detected very accurate.
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Figure 5.1 Vertical eye gaze localization points

Semi black circle in a white area is not clear.uiréy5.1 illustrates the images
taken and Figure 5.2 demonstrates the positiorh®felyes with respect to the
image points. Eye circles accuracy is weak at dpwint of the screen. When the
points are matched, the error is less than 2mmitl@isccan be negligible for the
application.

Average plotting of eye points to screen coordinates

00 F # Pc Screen Coordiates
™y #* aye coodinates
180
%
160
%
44 140
5 #*
8 = 120
> E *
c £ 100 *
@ #*
&2 BO
.*.
60
#
40
#*
201
#
q i i i i i i
1] 50 100 150 200 250 300
screen X coord.

(in mm)

Figure 5.2 Vertically gaze points mapping to screen points
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5.4 Horizontal Eye Points

As a pre-study, eye localization is mapped throtighscreen using the algorithm.
First, PC screen is divided into 12 points and eresfocused on these points. The
images are acquired that eyes are looking at diffeipositions of the screen
horizontally. Figure 5.3 illustrates the imagesetaland Figure 5.4 demonstrates the
position of the eyes with respect to the image soin

Frame : 1 Frame : 2 Frame : 3 Frame : 4
Frame : 5 Frame : 6 Frame : 7 o
Frame ® 9 Frame : 10 Frame : 11 Frame : 12

Figure 5.3Horizontally gaze points mapping to screen points
It is noticed that eye pair sizes are differemnireach due to Viola-Jones face
detection. It is obtained that there is a good a&te/match at the left side of the
screen points when compared with right side. Eisoadded to the algorithm and
divided by two. This error is not big enough tofdit the eye positioning.

Average plotting of eye points to screen coordinates
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Figure 5.4Horizontal eye gaze points
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5.5 Diagonal Eye Points

PC screen is divided into 11 points and eyes avesked on these points. Images are
acquired that eyes are looking at different posgiof the screen diagonally. Figure

5.5 illustrates the images taken and Figure 5.6astnates the position of the eyes

with respect to the image points. At first glanesults seem not accurate but for a
middle-level application, results are good. At tifethe screen points, matches are
not good enough so that algorithm is not going twkwvell at this points. Button

sizes are as big as it is fitted with the algorithm
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Figure 5.5Diagonal eye gaze points

plotting of eye points to screen coordinates
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Figure 5.6 Diagonally gaze points mapping to screen points
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5.6 2D Gaze Controlling Experiment

Users are trained about how to calibrate, start siod the application. Whenever
kids want to use this GUI some like shown in Figbirg, the first calibration process
is rapidly run. After calibration, the time user kid looks at the picture on the
screen, animal voices sound and animals name arecsethe screen as a response.
The user can listen to all the voices of the amnsnvalhich (s) he points out. As a
response, the name of the animal is typed in tea below. Exit button is clicked
and application is quitted. It must be specifiedttlapplication cannot be used
without a mouse. This makes senses when all use ddvice is eye gazed. For
example, if a disabled people have no ability tk, tés) he can show the letters on

the screen in such a way.

Figure 5.7 Eye gaze tracking game
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CHAPTER 6

CONCLUSION AND DISCUSSION

6.1 Summary of the Results

The purpose of the study was to whether eye gasstiag technology would create
a new interaction method for some peoplése work is clearly understood that
using the only conventional computer vision (CV)cheiques (Viola-Jones
Algorithm) is not sufficient to solve this problencompletely. But the results
presented here are promising interaction techniiguethe future. The eye is a
moving object so that changing the accuracy okeyeis limited. When people stare
at something on the monitor, they are generallticstary. If could be possible to
exclude head movements with some sensors, thistraggst the proficiency of the

gaze system.

Behind the chapter four scenes, working with a lsifgame at any fps can give
irrelevant results from time to time, so it willcrease usability by getting more than
one frame at a time and reaching a result with ammaf these frames. This is
achieved by more sample frames and averaging. Mayhere microprocessor helps
at least on acquisition part. Eye detection cartmgoprecise to curser between two
letters. But large items are suitable for the beigig. The problem is achieved
enlarging the GUI elements. The huge picture bsteme studied in this study. As a
step forward, gif files could be used to pictureeme animations like lighting

fireworks. On the other hand, reading, awarenebgsipal and emotional states,
desires, attention would be the valuable furtheic®in this field. Eye complexity

and gaze tracking issues requires special instrtatien and/or devices more than

one computer and a webcam as devices.

6.2 Conclusion for Eye Gaze Systems
In this dissertation, a simple eye-tracking tecbgglis described. The most unique

of this system is completely software wise. Thainis wearable, any touchy things

50



required. We proposed a low-cost camera for thesuselearn objects having fun
with the sounds. Pupils at a circular geometrysmanned through eye pair region.
The system can be implemented depending on weéltdiged environment and tilt of
the camera. The experimental results approvedusetility of our proposed kids’

training method although, conscious and unconsamoges of eye occur. But still,

mouse and keyboard are more efficient and thisgage technology needs more
expensive tools to compete with others. Furthermntsad movements can be
included in the algorithm and more accurate daiactian be achieved. In the end,

more funny and flexible algorithm for the game &ngd.

6.3 Further Work

To the results obtained the point of gaze on thmptder screen or the accuracy of
an area processed will contribute to ease anddiffi@ency. Because, the user looks
at the screen as fast as possible and communiedtes only applying a calibration
process as an entry. For this purpose, it is femedbat hardware-based work is
unnecessary. It can be further work to use eyel@sright and left clicks to assign
the mice moves. An advanced Viola-Jones Algorithnthe OpenCV library can be
tried for next step study in this direction. Also,constant threshold value can be
calculated by performing tests on different liggtimedia, and adaptive Thresholding
can be done to increase the sensitivity of the @&yeDesigning a specific eye
detector using a traditional CV techniques (CASCABBG, LBP), a system object

can be programmed.

It can also be run on specialized face detectimradies as a pre-process to go even
further for getting clear and clear results, batef landmarks could be more accurate
but no efficiency. Obviously, deep learning as aifiaal intelligence is the most
effective way to solve many problems of image psso®y. It is only necessary to
create a database and create shape browser softiMargroven by this article that
deep learning can make more real and definitivesgets compared to the human
mind today. One more thing, a parallel computidgdry might be included to go
further.
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APPENDIX A
Matlab Code (.m file)
A.1 Main GUI

% * Matlab Script (TEZ_GUI. m) which is main sdrifor the application.

% * Purpose: Creating a user interface with axes, buttons toietgact and also,
% use of callbacks for otkeripts.

U Frxkkkkeek  Author: Sinan KESKIN

Op Frwkkkirkk  Date: August 12, 2017

U FrxeERkkeek \/ersion: 1,0

Up *¥rxekkxkk (c) 2017,University of Gaziantep, Tukey

O Fxrxekkxkk  E-mail: sinankeskinl5@gmail.com

function varargout = TEZ_GUI(varargin)
% TEZ_GUI MATLAB code for TEZ_GUI. fig
%  TEZ GUI, by itself, creates a new TEZ GUlaises the existing
%  singleton*.
%  H=TEZ GUI returns the handle to a new T&BEI or the handle to
%  the existing singleton*.
% TEZ_GUI(CALLBACK',hObject, eventData, haed)] ...) calls the local
%  function named CALLBACK in TEZ_GUI. M witliné given input arguments.
%  TEZ GUI('Property','Value', ...) createseaviTEZ_GUI or raises the
%  existing singleton*. Starting from the |gftoperty value pairs are
%  applied to the GUI before TEZ_GUI_Openinggetts called. An
%  unrecognized property name or invalid vathakes property application
%  stop. Allinputs are passed to TEZ_GUI_Opgicn via varargin.
%  *See GUI Options on GUIDE's Tools menu. @®"GUI allows only one
% instance to run (singleton)".
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response tp A&lZ_GUI
% Last Modified by GUIDE v2.5 02-Sep-2017 13:46:09
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1,
gui_State=struct('gui_Name'mfilename,
'gui_Singleton’, gui_Singletan,
'gui_OpeningFcn', @ TEZ_GUI_Opwyticn, ...
‘gui_OutputFcn', @TEZ_GUI_Oufen, ...
‘gui_LayoutFen', ], ...
'gui_Callback', []);
if nargin && ischar(varargin{1})

gui_State. gui_Callback = str2func(varargin{l})
end
if nargout
[varargout{1:nargout}]=gui_mainfcn(gui_State,
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varargin{:});
Else

gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before TEZ_GUI is made visible
function TEZ_GUI_OpeningFcn(hObject, ~, handlesaugin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a futursime of MATLAB
% handles structure with handles and user dataGE#BATA)
% varargin command line arguments to TEZ GUI (sSARXRGIN)
% Choose default command line output for TEZ_GUI
% Images are loaded to the user interface in tgenbimg.
handles. output = hObject;
bg_image = imread('cow. png";
bg_image=imresize(bg_image,[170,170]);
Set(handles. g, 'CData’, bg_image);
bg_imagel = imread('elephant. png";
bg_imagel=imresize(bg_imagel,[170,170]);
Set(handles. C, 'CData’, bg_imagel);
bg_imagel = imread('dog. png?;
bg_imagel=imresize(bg_imagel,[170,170]);
Set(handles. E, 'CData’, bg_imagel);
bg_imagel = imread('frog. png’);
bg_imagel=imresize(bg_imagel,[170,170]);
set(handles. T, 'CData’, bg_image1l);
bg_imagel = imread('zebra. png’);
bg_imagel=imresize(bg_imagel,[170,170]);
set(handles. U, 'CData’, bg_imagel);
bg_imagel = imread('’kangaroo. png’;
bg_imagel=imresize(bg_imagel,[170,170]);
set(handles. O, 'CData’, bg_imagel);
bg_imagel = imread('bear. png’);
bg_imagel=imresize(bg_imagel,[170,170]);
set(handles. M, 'CData’, bg_imagel);
bg_imagel = imread('lion. png";
bg_imagel=imresize(bg_imagel,[170,170]);
set(handles. B, 'CData’, bg_imagel);
bg_imagel = imread('dankey. png";
bg_imagel=imresize(bg_imagel,[170,170]);
set(handles. Z, 'CData’, bg_imagel);
bg_imagel = imread('snake. png";
bg_imagel=imresize(bg_imagel,[170,170]);
set(handles. L, 'CData’, bg_imagel);
% Animal sounds are loaded to the memory in thénpénp.
handles. c=audioread('‘cow.mp3");
handles. bu=audioread('buffalo.mp3’);
handles. f=audioread('frog.mp3";
handles. z=audioread('zebra.mp3");
handles. k=audioread(‘kangaroo.mp3');
handles. d=audioread('dog.mp3";
handles. e=audioread('elephant.mp3');
handles. |=audioread('lion.mp3");
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handles. be=audioread('bear.mp3’);

handles. s=audioread('snake.mp3");

% Update handles structure

guidata(hObject, handles);

% UIWAIT makes main wait for user response (seeESRME)
% uiwait(handles.figurel);

setappdata(0,'hMainGUI',gcf);
setappdata(gcf,'mainHandles',handles);
setappdata(0,'mainHandles',handles);

% --- Outputs from this function are returned te tommand line.
function varargout = TEZ_GUI_OutputFcn(hObject, mdata, handles)
% varargout cell array for returning output argge(¥ ARARGOUT));
% hObject handle to figure

% eventdata reserved - to be defined in a futureime of MATLAB
% handles structure with handles and user dataGEdBATA)

% Get default command line output from handlescstine
varargout{1} = handles. output;

% Enlarge GUI to full screen and logo is loaded.

set (gcf, 'Position’, get(0,'Screensize");

set (gcf,'name’,'CURSOR MOVEMENT','numbertitlef))of

Axes (handles. logo);
imshow('C:\Users\WORLD\Documents\MATLAB\MATLAB-TEZUI\calisma_02\logo.
png’)

% --- Executes on button press in pushbutton2.

function pushbutton2_Callback(hObject, eventdasiadies)

% hObject handle to pushbutton2 (see GCBO)

% eventdata reserved - to be defined in a futureime of MATLAB
% handles structure with handles and user dataGE#BATA)
a='C},

set(handles.editl,'String',a);

% Update handles structure

% --- Executes on button press in q.

function gq_Callback(hObject, eventdata, handles)

% hObject handle to q (see GCBO)

% eventdata reserved - to be defined in a futureime of MATLAB
% handles structure with handles and user dataGEdBATA)
handles. output = hObject;

oldString=get(handles. typing,'String’);

newString="COW,

textstring=strcat(oldString, newString);

sound(handles. c);

pause(2,4);

clear sound

set(handles. typing,'String',textstring);

guidata(hObject, handles);

% --- Executes during object creation, after sgttifi properties.
function editl_CreateFcn(hObject, eventdata, hajdle

% hObject handle to editl (see GCBO)

% eventdata reserved - to be defined in a futursime of MATLAB

% handles empty - handles not created until aft€&raateFcns called
% Hint: edit controls usually have a white backgrdwn Windows.
% See ISPC and COMPUTER.
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If is pc && is equal (get(hObject,'BackgroundColpr')

get(0,'defaultUicontrolBackgroundColor")
set(hObject,'BackgroundColor','white";

end

% --- Executes on button press in exit.

function exit_Callback(hObject, eventdata, handles)

% hObject handle to exit (see GCBO)

% eventdata reserved - to be defined in a futureime of MATLAB

% handles structure with handles and user dataGEdBATA)

delete(handles.figurel);

% function img_acq_Callback(hObject, eventdatadles)

% % hObject handle to img_acq (see GCBO)

% % eventdata reserved - to be defined in a futersion of MATLAB

% % handles structure with handles and user da&aG&JIDATA)

% img_acq;

% --- Executes on button press in E.

function E_Callback(hObject, eventdata, handles)

% hObject handle to E (see GCBO)

% eventdata reserved - to be defined in a futursime of MATLAB

% handles structure with handles and user dataGEdBDATA)

oldString=get(handles. typing,'String’);

newString="BUFFALO";

sound(handles. bu);

pause(2,4);

clear sound

textstring=strcat(oldString, newString);

Set(handles. typing,'String',textstring);

% --- Executes on button press in T.

function T_Callback(hObject, eventdata, handles)

% hObject handle to T (see GCBO)

% eventdata reserved - to be defined in a futureime of MATLAB

% handles structure with handles and user dataGEdBATA)

oldString=get(handles. typing,'String");

newString="FROG";

sound(handles. f);

pause(2,4);

clear sound

textstring=strcat(oldString, newString);

Set(handles. typing,'String',textstring);

% --- Executes on button press in U.

function U_Callback(hObject, eventdata, handles)

% hObject handle to U (see GCBO)

% eventdata reserved - to be defined in a futursime of MATLAB

% handles structure with handles and user dataGEdBATA)

oldString=get(handles. typing,'String’);

newString="ZEBRA'",

sound(handles. z);

pause(2,4);

clear sound

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

% --- Executes on button press in O.

function O_Callback(hObject, eventdata, handles)

% hObject handle to O (see GCBO)
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% eventdata reserved - to be defined in a futureime of MATLAB
% handles structure with handles and user dataGEdBATA)
oldString=get(handles. typing,'String");
newString="KANGAROO;

sound(handles. k);

pause(2.4);

clear sound

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

% --- Executes on button press in L.

function L_Callback(hObject, eventdata, handles)

% hObject handle to L (see GCBO)

% eventdata reserved - to be defined in a futursime of MATLAB
% handles structure with handles and user dataGE#BATA)
oldString=get(handles. typing,'String’);
newString="SNAKE";

sound(handles. s);

pause(2,4);

clear sound

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

% --- Executes on button press in Z.

function Z_Callback(hObject, eventdata, handles)

% hObject handle to Z (see GCBO)

% eventdata reserved - to be defined in a futureime of MATLAB
% handles structure with handles and user dataGEdBATA)
oldString=get(handles. typing,'String’);
newString="DANKEY";

sound(handles. d);

pause(2,4);

clear sound

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

% --- Executes on button press in C.

function C_Callback(hObject, eventdata, handles)

% hObject handle to C (see GCBO)

% eventdata reserved - to be defined in a futursime of MATLAB
% handles structure with handles and user dataGE#BATA)
oldString=get(handles. typing,'String");
newString="ELEPHANT";

sound(handles. e);

pause(2,4);

clear sound

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

% --- Executes on button press in B.

function B_Callback (hObject, eventdata, handles)

% hObject handle to B (see GCBO)

% eventdata reserved - to be defined in a futursime of MATLAB
% handles structure with handles and user dataGE#BATA)
oldString=get(handles. typing,'String’);

newString="LION’;

sound(handles. I);
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pause(2.4);
clear sound
textstring=strcat(oldString, newString);
set(handles. typing,'String',textstring);

% --- Executes on button press in M.
function M_Callback(hObject, eventdata, handles)
% hObject handle to M (see GCBO)
% eventdata reserved - to be defined in a futursime of MATLAB
% handles structure with handles and user dataGEdBATA)
oldString=get(handles. typing,'String’);
newString="BEAR’;
sound(handles. be);
pause(2,4);
clear sound
textstring=strcat(oldString, newString);
set(handles. typing,'String',textstring);
% --- Executes on button press in pushbutton100.
function pushbutton100_Callback(hObject, eventdaadles)
% hObject handle to pushbutton100 (see GCBO)
% eventdata reserved - to be defined in a futureime of MATLAB
% handles structure with handles and user dataGEdBDATA)
set(handles. typing,'String',");
% --- Executes on button press in Del.
function Del_Callback(hObject, eventdata, handles)
% hObject handle to Del (see GCBO)
% eventdata reserved - to be defined in a futureime of MATLAB
% handles structure with handles and user dataGE#BATA)
yazilan=get(handles. typing,'String");
ekle=";
yeni=strcat(yazilan(1:end-1),ekle);
set(handles. typing,'String',yeni);
% --- Executes on button press in start.
function start_Callback(hObject, eventdata, handles
% hObject handle to start (see GCBO)
% eventdata reserved - to be defined in a futursime of MATLAB
% handles structure with handles and user dataGEdBATA)
% Calibration process before app runs.
[a,b]=One_Frame(); % Top left corner coordisaitthe Ul
a=abs(a);
b=abs(b);
pause(1);
[m,n]= One_Frame (); % Bottom right corner conedes of the Ul
m=abs(m);
n=abs(n);
% abs(a-m)
% abs(n-b)
pause(1);
%% Application process run.
While(1);
[X,y] = One_Frame ();
x=abs(x);
y=abs(y);
pause(0.5);
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end

%% For verification of the coordinates acquired.

% a,m,x

% b,ny

% Close All;

% Outputs for top row images

if (x<a+abs(a-m)*3/28 & x>a+abs(a-m)-20 & y>b-ap$()*0.5 & y<b+20)
oldString=get(handles. typing,'String’);

newString="COW;

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

if (x>=a+abs(a-m)*3/28 & x<a+abs(a-m)*105/280 &hrabs(b-n)*0.5 & y<b+20)
oldString=get(handles. typing,'String’);

newString='BUFFALO;

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

if (x>=a+abs(a-m)*105/280 & x<a+abs(a-m)*175/280y>b-abs(b-n)*0.5 & y<b+20)
oldString=get(handles. typing,'String");

newString='"FROG;

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

If (x>=a+abs(a-m)*175/280 & x<a+abs(a-m)*245/280/>%-abs(b-n)*0.5 & y<b+20)
oldString=get(handles. typing,'String");

newString="ZEBRA',

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

if (x>=a+abs(a-m)*245/280 & x<a+abs(a-m)+100 &bdyabs(b-n)*0.5 & y<b+20)
oldString=get(handles. typing,'String");

newString='KANGAROOQO";

textstring=strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

% Outputs for bottom row images

if (x<at+abs(a-m)*3/28 & x>a+abs(a-m)-20 & y<=bséb-n)*0.5 & y>n-20)
oldString=get(handles. typing,'String");

newString='DANKEY";

textstring = strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

if (x>=a+abs(a-m)*3/28 & x<a+abs(a-m)*105/280 &s3b-abs(b-n)*0.5 & y>n-20)
oldString=get(handles. typing,'String’);

newString='ELEPHANT";

textstring = strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

if (x>=a+abs(a-m)*105/280 & x<a+abs(a-m)*175/280/&=b-abs(b-n)*0.5 & y>n-20)
oldString=get(handles. typing,'String’);

newString='"BEE";

textstring = strcat(oldString, newString);

set(handles. typing,'String',textstring);
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end

if (x>=a+abs(a-m)*175/280 & x<a+abs(a-m)*245/280y<=b-abs(b-n)*0.5 & y>n-20)
oldString=get(handles. typing,'String");

newString="BEAR’;

textstring = strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

if (x>=a+abs(a-m)*245/280 & x<a+abs(a-m)+100 €=-abs(b-n)*0.5 & y>n-20)
oldString=get(handles. typing,'String");

newString="SNAKE";

textstring = strcat(oldString, newString);

set(handles. typing,'String',textstring);

end

A.2 One Frame Detect Function (One_Frame. m)

O mm o
% * Matlab Script (One_Frame. m) which is eye location script for the
% application.

% * Purpose This function takes a one frame of video and tinel coordinates of
% eye circle using Circular Hough sfomm.

U Frwkkkkrkk - Author: Sinan KESKIN

U Frxekkkxkk  Date: August 12, 2017

Op Fxrxekkeek Version: 1,0

Op Fxrxxkkxkk (c) 2017, University of Gaziantep, Turkey

Y Fxreekeek E-mail: sinankeskinl5@gmail.com

% Image Acquisition Camera Settings

% Date: 14:04:2017

% A point between eyes is described using rightlafictye center points.
function[x_ori, y_ori]=ilkFrame()

%% Voice is loaded and a frame is acquired.
a=audioread('instr_piano. wav'";
vidobj=videoinput('winvideo',2,MIJPG_640x480";

start (vidobj);

sound(a);

pause(1);

data = getsnapshot(vidobj);

% Imwrite(data,'1.jpg’);

figure, imshow(data);

% Camera Calibration Settings

% Calibrated camera parameters are loaded and rigiw & assignhed %
After undistorting image.

load cameraParamsyd2.mat;

[imx, newOrigin] = undistortimage(data,cameraParais 'OutputView', 'full’);
% Face Detection Part

% Viola Jones algorithm is used to find eye regions

faceDetector = vision. CascadeObjectDetector('EyBRg);

faceDetector. MergeThreshold=3;

faceDetector. ScaleFactor=1.1;

boxFace = step(faceDetector, imx);

% Eye pairs are extracted.
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for i = 1:size(boxFace,1)
detectedFace = imx(boxFace(i,2): boxFace(i,2)+ borF,4),...
boxFace(i,1): boxFace(i,1)+boxFa8g();
end
figure, imshow(detectedFace);
% Localizing of Iris positions
% Right Eye localization
rightFace = detectedFace(5:round(size(detectedB&cd,5/ 5), ...
5:round(size(detectedFAcER));
% figure, imshow (rightFace); title('RightFace";
[r1,r2]=right(rightFace, newOrigin,cameraParamspd’Face, vidobyj);
% Left Eye localization
leftFace = detectedFace(l:round(size(detectedRad&),...
round(size(detectedFace,2) i) (detectedFace,?2));
% figure, imshow(leftFace);title('LeftEye’)
[11,12]=left(leftFace, newOrigin,cameraParamsydXbace, vidobj);
x_ori=(11+r1)/2;
y_ori=(12+r2)/2;
stop (vidobj);
end

A.3 Left eye Detect Function

VP G SN N _ S S ——
% * Matlab Script (left. m) which is auxiliary spt for the application.

% * Purpose: Finding the left eye coordinates of the acquiredagm
U Frxkxkeeek Author: Sinan KESKIN

Op rrwkkkkrkk  Date: August 12, 2017

Op Fxrxkkxek  \ersion: 1,0

Op Fxrxkkkekk (c) 2017,University of Gaziantep, Tukey

O Fxrxekkxkk  E-mail: sinankeskinl5@gmail.com

% localization of left eye center

function[x_ori, y_ori]=left(leftFace, newOrigin,caraParamsyd2,boxFace, vidobj)
% Preprocessing Steps

% Apply Gaussian Filter

gaussSigma = 0.01*length(leftFace);

filter = fspecial('gaussian',[5 5], gaussSigma);
ima = imfilter(leftFace, filter);

% Apply Average Disc Filter

filt2 = fspecial('Disk’,5);

im1 = imfilter(ima,filt2);

% Contrast Adjusting Step

im3 = imadjust(iml,stretchlim(im2),[]);

thresh = 14;

med = median(double(im3(:)));

imBW = im2bw(im3,med / 255 * thresh / 100);
figure, imshow(imBW);

% Morphological Process

% Remove of small objects

closingParameter = 15;

imBW = ~imBW;

imBW = bwareaopen(imBW, closingParameter);
imBW = bwareaopen(imBW, closingParameter);
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imBW = ~imBW;
% Cut off the Edges
imBW = ~imBW,
imBW = bwmorph(imBW,'majority");
imBW = ~imBW,
% Circular Hough Transform
Rmin = 4;
Rmax = 20;
% [centersBright, radiiBright] = imfindcircles(imB\{\Rmin Rmax], '‘ObjectPolarity’,
‘bright";
[centersDark, radiiDark] = imfindcircles(imBW,[RmRmax],'ObjectPolarity’,'Dark’);
if isempty(centersDark)
error(‘'no circle found";
else
% viscircles(centersDark, radiiDark,'LineStyl€));--
end
%Calibration Distance Measurement Steps
load impyd2; % Image Points
load wopyd2; % World Points
% Compute extrinsics
% Detect the checkerboard, Compute rotation amslion of the camera.
[R, t] = extrinsics(imagePoints, worldPoints,canfaemsyd?2);
% Get the top-left and the top-right corners.
box1 = [centersDark(: ,1),centersDark(: ,2),-radik radiiDark,-adiiDark: radiiDark];
box1(:, 1: 2) = bsxfun(@plus, box1(: , 1 :2), nengi);
imagePointsl = [box1(1: 2); ...
box1(1) + box1(3), box{l(2
% Get the world coordinates of the corners
worldPoints1 = pointsToWorld(cameraParamsyd2, RpagePointsl);
% Compute the diameter of the coin in millimeters.
d = worldPoints1(2, :) - worldPoints1(1, :);
diameterIinMillimeters = hypot(d(1), d(2));
fprintf('Measured diameter of one eye = %0.2f mrdiameterinMillimeters);
% Distance Measure
box2 = [newOrigin(:,1),newOrigin(:,2),centersDark},centersDark(:,2)];
box2(:,1:2) = bsxfun(@plus, box2(:, 1:2), newQOmigi
imagePoints2 = [box2(1:2);...
box2(1) + box2(3)+boxEék 1), box2(2)];
worldPoints2 = pointsToWorld(cameraParamsyd2, RyagePoints2);
x_ori = worldPoints2(2, :) - worldPoints2(1, 3);
x_ori=hypot( x_ori(1), x_ori(2));
% fprintf('Measured x_distance of eye center =2fm\n', x_ori);
imagePoints3 = [box2(1: 2); ...
box2(1),(box2(2)+ boxpdoxFace(1,2))];
worldPoints3 = pointsToWorld(cameraParamsyd2, RyagePoints3);
y_ori = worldPoints3(2, :) - worldPoints3(1, 3);
y_ori=hypot( y_ori(1), y_ori(2));
% fprintf('Measured y_distance of Eye center =266hm\n’, y_ori);
% centerX=x_ori;
% centerY=y_dist;
End
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A.4 Right Eye Detect Function

% * Matlab Script (TEZ_GUI. m) which is main sdrifor the application.
% * Purpose Finding the right eye coordinates of the acquinedge.

U wrxkkkeeek Author: Sinan KESKIN

Op rrxkkkirkk  Date: Augustl12, 2017

U FrxEkkkeek Version: 1.0

Up Fxrrkkkrk (c) 2017,University of Gaziantep, Tukey

O Fxrxekkxkk  E-mail: sinankeskinl5@gmail.com

% Localization of left eye center
function[x_ori,y_ori]=right(rightFace, newOrigin geeraParamsyd2,boxFace,vidobj)
% Preprocessing Steps

% Apply Gaussian Filter

gaussSigma = 0.01*length(rightFace);

filter = fspecial('gaussian',[5 5], gaussSigma);
ima = imfilter(rightFace, filter);

% Apply Average Disc Filter

filt2 = fspecial('Disk',5);

im1 = imfilter(ima,filt2);

% Contrast Adjusting

im3 = imadjust(iml,stretchlim(im2),[]);

thresh = 14;

med = median(double(im3(:)));

imBW = im2bw(im3,med / 255 * thresh / 100);
% figure, imshow(imBW);

% Morphological Process
closingParameter=15;

imBW = ~imBW,

imBW = bwareaopen(imBW, closingParameter);
imBW = bwareaopen(imBW, closingParameter);
imBW = ~imBW,

% Skeletonization

imBW = ~imBW;

imBW = bwmorph(imBW,'majority");

imBW = ~imBW,

% Circular Hough Transform

Rmin = 4;

Rmax = 20;

[centersBright, radiiBright] = imfindcircles(imBWRmin Rmax],'ObjectPolarity’,'bright");
[centersDark, radiiDark] = imfindcircles(imBW,[RmRmax],'ObjectPolarity’,'Dark’);
if isempty(centersDark)

error(‘'no circle found";

else

viscircles(centersDark, radiiDark,'LineStyle',}--")
end

%Calibration Distance Measurement Steps

load impyd2; % Image Points

load wopyd2; % World Points

% Compute extrinsics, Detect the checkerboard

% Compute rotation and translation of the camera.

[R, t] = extrinsics(imagePoints, worldPoints,canfaemsyd?2);
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% Get the top-left and the top-right corners.
box1 = [centersDark(: ,1),centersDark(: ,2),-radiik radiiDark,-radiiDark: radiiDark];
box1(:, 1: 2) = bsxfun(@plus, box1(: , 1:2), newgd);
imagePoints1 = [box1(1: 2); ...

box1(1) + box1(3), box}(2
% Get the world coordinates of the corners
worldPoints1 = pointsToWorld(cameraParamsyd2, RyagePointsl);
% Compute the diameter of the coin in millimeters.
d = worldPoints1(2, :) - worldPoints1(1, :);
diameterinMillimeters = hypot(d(1), d(2));
fprintf('Measured diameter of one eye = % 0.2f mipdiameterinMillimeters);
% Distance Measure
box2 = [newOrigin(:,1),newOrigin(;,2),centersDark],centersDark(:,2)];
box2(: ,1: 2) = bsxfun(@plus, box2(: , 1. 2), navwgi);
imagePoints2 = [box2(1: 2); ...

box2(1) + box2(3)+boxE€L; 1), box2(2)];
worldPoints2 = pointsToWorld(cameraParamsyd2, RyagePoints2);
x_ori = worldPoints2(2, :) - worldPoints2(1, :);
x_ori=hypot( x_ori(1), x_ori(2));
% fprintf(Measured x_distance of eye center =2m\n’, X_ori);
imagePoints3 = [box2(1: 2); ...

box2(1),(box2(2)+ boxpdoxFace(1,2))];
worldPoints3 = pointsToWorld(cameraParamsyd2, RyagePoints3);
y_ori = worldPoints3(2, :) - worldPoints3(1, :);
y_ori=hypot( y_ori(1), y_ori(2));
% fprintf(Measured y_distance of Eye center =2bhm\n', y_ori);
% centerX=x_ori;
% centerY=y_dist;
end

A.5 Algorithm Development Environment with GUI

103 S
% * Matlab Script (algorithm_dev. m) which is maicript for the application.

Y *reekkekkk Pyrpose:Creating a GUI for fast and efficient algorithm d&p.
U Frxkxkeeek  Author: Sinan KESKIN

Op *xkrekxkx Date: August 12, 2017

U Frxkkkkeek  \ersion: 1.0

Up Fxrrekkekk (c) 2017,University of Gaziantep, Tukey

O Fxrxekkrkk  E-mail: sinankeskinl5@gmail.com

103 Y

function algorithm_dev(varargin)
% Create a figure;
clear, close, clc;
h= figure();
setappdata(h,'slidervalue’,50);
% Enlarge figure to full screen.
set(gcf, 'Position’, get(0,'Screensize");
set(gcf,'name’,'\CURSOR MOVEMENT','numbertitle’,Yoff
b = axes(h,'Position’,[0.7,0.5,0.29,0.49));
% 4 Tane Push Button Ghur
start = uicontrol('Parent',h,'Style', 'pushbuttan’,
'String','START, ...
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'Units','normalized’, ...
'Position’, [0.45 0.93 0.08 0.06]);
start. ForegroundColor=[1 0 0];
start. BackgroundColor=[0 0 0];
btnl = uicontrol(‘Parent',h,'Style’, 'pushbuttan’,
'String','1.Input Image’, ...
'Units','normalized’, ...
'Position’, [0.01 0.86 0.08 0.06));
Set (btnl,'Callback’,@inputim);
btn2 = uicontrol('Style', 'pushbutton’, ...
'String’,'2.Undistorted Image’, ...
'Units','normalized, ...
'Position’, [0.01 0.76 0.08 0.0€], .
'Callback’, {@undistorted,btn1});
btn3 = uicontrol('Style', 'pushbutton’, ...
'String','3.EyePairDetect’, ...
'Units','normalized’, ...
'Position’, [0.01 0.66 0.08 0.06], .
'‘Callback’, {@detect,btn2});
btn4 = uicontrol('Style', 'pushbutton’, ...
'String','4.GaussianFilter', ...
'Units','normalized, ...
'Position’, [0.01 0.56 0.08 0.06], .
'Callback’, {@blur,btn3});
btn5 = uicontrol('Style', 'pushbutton’, ...
'String','5.averagingDisk’, ...
'Units’,'normalized’, ...
'Position’, [0.01 0.46 0.08 0.06], .
'‘Callback’, {@averaging,btn4});
btn6 = uicontrol('Style', 'pushbutton’, ...
'String','6.ContrastStretch’, ...
'Units','normalized, ...
'Position’, [0.01 0.36 0.08 0.06], .
'Callback’, {@contrast,btn5});

btn7 = uicontrol('Parent’, h,'Style', 'pushbuttan’,
'String','7. Thresholding’, ...
'Units','normalized’, ...
'Position’, [0.01 0.26 0.08 0.06],
'‘Callback’, {@threshold,btn6});
% Create slider
sld = uicontrol(‘Parent’, h,'Style’, 'slider’, ...
'Min',1,'Max',50,'Value',45, ...
'Position’, [170 195 120 20], ...
‘Callback’, {@slidore,btn7});
% yazi = uicontrol('Style','Edit, ...
% 'String','50','Position’,[220, 230, 20], ...
% 'CallBack’, {@yazi, sld}) ;
btn8 = uicontrol('Style', 'pushbutton’, ...
'String','8.SmallPiecesDelete’, ...
'Units','normalized’, ...
'Position’, [0.15 0.86 0.08 0.06], .
'Callback’, {@tbwareaopen,btn7});
btn9 = uicontrol('Style', 'pushbutton’, ...
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'String’,'9.CuttinEdges’, ...
'Units','normalized, ...
'Position’, [0.15 0.76 0.08 0.0€], .
'Callback’, {@tbwmorph,btn8});
btn10 = uicontrol('Style', 'pushbutton’, ...
'String','10.Circular hough Transfar...
'Units’,'normalized’, ...
'Position’, [0.15 0.66 0.12 0.06], .
'Callback’, {@though,btn9});
% btn11= uicontrol('Style', 'pushbutton’, ...

% 'String','8.SmallPiecesDelete’, ..

% ‘Units','normalized’, ...

% 'Position’, [0.15 0.56 0.08 0.06],

% 'Callback’, {@tbwareaopen,btn10});

function inputim(hObject, eventdata, handles)
handles = guidata(hObject)

handles. vidobj=videoinput(‘winvideo',2);

start (handles. vidobj) ;

handles. image=getsnapshot(handles. vidobj);
imshow(handles. image);

stop (handles. vidobj);

guidata(hObject, handles);

function undistorted(hObject, eventdata, handles)
load cameraParamsyd2.mat
handles=guidata(handles);

handles. b=handles. image;

[handles. imx, handles. newOrigin] = undistortim@ggadles. b, cameraParamsyd2,
'‘OutputView', 'full’);

imshow(handles. imx);

guidata(hObject, handles);

function detect(hObject, eventdata, handles)
handles=guidata(handles);

handles. detect=handles. imx;

faceDetector = vision. CascadeObjectDetector('EySRell’);
faceDetector. MergeThreshold=3;

faceDetector. ScaleFactor=1.1;

handles. boxFace = step(faceDetector, handlestilete

for i = 1lsize(handles. boxFace,l)handles. detéeteel = handles. imx(handles.
boxFace(i,2): handles. boxFace(i,2)+ handles. boxfd), handles. boxFace(i,1) :handles.
boxFace(i,1) +handles. boxFace(i,3),:);

end

imshow(handles. detectedFace);

guidata(hObject, handles);

function blur(hObject, eventdata, handles)
handles=guidata(handles);

a=handles. detectedFace;

gaussSigma=0.01*length(a);

filter = fspecial('gaussian',[5 5], gaussSigma);

handles. ima = imfilter(a,filter);

imshow(handles. ima);

guidata(hObject, handles);

function averaging(hObject, eventdata, handles)
handles=guidata(handles);
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a=handles. ima;

filt2 = fspecial('Disk’,7);

handles.iml = imfilter(a,filt2)

imshow(handles.iml);

guidata(hObject, handles);

function contrast(hObject, eventdata, handles)
handles=guidata(handles);
handles.im3=imadjust(handles.im1,stretchlim(hanuofies,[]);
imshow(handles.im3);

guidata(hObject, handles);

function threshold(hObject, eventdata, handles)
handles=guidata(handles);

im3=handles.im3;

handles. gray=rgb2gray(im3);

handles. thresh=getappdata(hObject. Parent,'sttierY,
med = median(double(handles. gray(:)));

handles. imBW = im2bw(handles. gray, med / 255ridies. thresh / 100);
imshow(handles. imBW);

guidata(hObject, handles);

function towareaopen(hObject, eventdata, handles)
handles=guidata(handles);

imBW=handles. imBW,

closingParameter=15;

imBW = ~imBW;

ImBW = bwareaopen(imBW, closingParameter);
handles.imBW2 = bwareaopen(imBW,closingParameter);
handles.imBW2 = ~handles.imBW2;
imshow(handles.imBW?2);

guidata(hObject, handles);

function tbowmorph(hObject, eventdata, handles)
handles=guidata(handles);

imBW3=handles.imBW2;

imBW3 = ~imBW3;

handles.imBW4 = bwmorph(imBW3,'majority");
handles.imBW4 = ~handles.imBW4;
imshow(handles.imBW4);

guidata(hObject, handles);

function though(hObject,eventdata,handles)
handles=guidata(handles);

circlein=handles.imBW4;

Rmin = 4;

Rmax = 20;

% [centersBright, radiiBright] = imfindcircles(imB#\Rmin Rmax],'ObjectPolarity’,'bright’);
[handles. centersDark, handles. radiiDark] = imfincles(circlein,[Rmin
Rmax],'ObjectPolarity’,'Dark’);

if isempty(handles. centersDark)

error(‘'no circle found";

else

% viscircles(centersBright, radiiBright,'EdgeCalbf);
viscircles(handles. centersDark, handles. radiillarieStyle',--Y;
end

guidata(hObject, handles);

function slidore(hObject, eventdata, handles)

handles = guidata(hObject)
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handles. thresh = 100 - hObject. Value;

% im3=handles.im3;

% handles. gray=rgb2gray(im3);

% handles. thresh=getappdata(hObject. Parentr\silie");

med = median(double(handles. gray(:)));

handles. imBW = im2bw(handles. gray, med / 255 thas thresh / 100);
imshow(handles. imBW);

disp(handles. thresh);

% set(yazi, 'String’, num2str(handles. thresh));

% function yazi(varargin)

% num = str2num(get(yazi,'String"));

% if length(num) == 1 & num <=100 & num >=0

% set(Slider,'VValue',num);

% else

% msgbox('The value should be a number in the rf;hde60]','Error','error’,'modal’);
% end
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B.1 Camera Parameters

RadialDistortion
TangentialDistortion
WorldPoints

WorldUnits

EstimateSkew

Num Radial Distortion Coefficients
EstimateTangentialDistortion
TranslationVectors
ReprojectionErrors
RotationVectors
NumPatterns

IntrinsicMatrix

FocalLength

PrincipalPoint

Skew
MeanReprojectionError
ReprojectedPoints
RotationMatrices

APPENDIX B
Databases

:[0,0322 -0,1293]
1[0 0]
1 42x2 double
S'mm’
:0
12
:0
: 18x3 double
: 42x2x18 dieu
: 18x3 double
118
: [886,8111 00889,38740;539, 0331 280,1611 1]
: [889,3874 886,8111
: [639,0331 2811]
:0
10,3548
1 42x2x18 double
: 3x3x18 double

B.2 Image Files, Sound Files are all stored in théD.
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