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ABSTRACT 

 

The Performance Comparison of Support Vector Machine Classification Kernel 

Functions on Medical Databases 

 

In this research, an intelligent system framework was constructed by accurately 

comparing the classification performance of four different types of support vector machine; 

this included the SVM algorithm kernel functions (normalised polynomial kernel function 

(NPK), polynomial kernel function (PK), Pearson VII function-based Universal Kernel 

function (PUK), and the Radial Basis Function Kernel (RBF). This study used five different 

types of medical datasets (autistic children, autistic adolescents, chronic kidney failure, 

cryotherapy and immunotherapy), which differ from one another in terms of the quantity of 

the data and the medicinal and therapeutic content. The databases were extracted from the 

University of California Irvine machine learning repository. 

The method of tuning the parameters was followed in order to obtain the best 

performance results for the kernel functions using the Weka workbench tool. We then 

compared the best result of each kernel with the other kernels in terms of familiar 

classification standards in the field of data mining, which consisted of the confusion matrix, 

accuracy, sensitivity, precision and error rate. 

 

Keywords: Data Mining, Support Vector Machine, Kernel Functions, Medical Data 

Mining. SVM Parameters Selecting. 

 

 

 

 

 

 

 

 

 

 



VI 

 

ÖZET 

 

Destek Vektör Makine Sınıflandırma Çekirdeği Fonksiyonlarının Tıbbi Veri 

Setindeki Performans Karşılaştırması 

 

 Bu araştırmada, dört farklı destek vektörü makinesi çekirdek fonksiyonunun 

(normalleştirilmiş polinom çekirdek fonksiyonu (NPK), polinom çekirdek fonksiyonu (PK), 

Pearson VII fonksiyon tabanlı Evrensel Çekirdek fonksiyonu (PUK) ve Radyal Temel 

Fonksiyon Çekirdeği (RBF) doğru sınıflandırma performansları, 5 farklı tıbbi veri seti 

(otistik çocuklar, otistik ergenler, kronik böbrek yetmezliği, kriyoterapi ve immünoterapi) 

kullanılarak karşılaştırılmıştır. Bu tez çalışmasında kullanılan tıbbi veri tabanlarının tamamı, 

açık erişimli UC Irvine Machine Learning Repository’ den elde edilmiştir. Bu tez 

çalışmasında yapılan bütün çalışmalar, WEKA paket program ortamında 

gerçekleştirilmiştir. Daha sonra, bu tez çalışmasından elde edilen doğru tanıma sonuçları, 

karmaşıklık matrisi, doğruluk, hassasiyet ve hata oranından oluşan veri madenciliği 

alanındaki bilinen sınıflandırma standartları açısından karşılaştırılmıştır. 

Anahtar Kelimeler: Veri Madenciliği, destek vektör makinesi, çekirdek 

fonksiyonları, tıbbi veri madenciliği. SVM Parametreleri seçimi. 
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1. INTRODUCTION 

 

The vast diversity of data in the modern world, in all its varieties and fields, and in 

accordance with the requirements and uses of human beings, is almost endless in its various 

forms (numbers, texts, pictures, etc.). This includes several dimensions, such as medical, 

electronic and so on [1]. This growing data collection has reduced or answered important 

questions to drive research toward the development of data mining techniques. The purpose 

of developing these techniques is to find information within a large range of data. Although 

data mining is a new field of medical informatics, its application may be one of the most 

successful methods of data analysis and thus allow for a better understanding of medical 

science [2]. The main idea in data mining is to extract information that is hidden in the any 

type of datasets by applying accurate classification techniques. Analyses of this vast amount 

of data have become more difficult and therefore more interesting to many researchers, 

especially in the areas of machine learning, data mining, and intelligent systems [3]. Like 

the other data types in different fields, medical data is characterised by its multiple forms 

(numbers, images, texts, recordings, etc.). In addition, most of the time, this type of data is 

objectively incomplete, such as where the information about a disease is incomplete in terms 

of the disease description. The reason for this is that at the phase of processing and data 

collection, negative effects can be caused as a fault in the diagnostic process by the 

physicians and due to the other factors that can lead to data incompleteness. These factors 

may increase the complexity of the data analysis that faces the researchers in this field [4]. 

In the field of machine learning, there are several algorithms applied for the purpose of data 

analysis and each algorithm has a specific method in this regard, each of which operates 

differently on a particular type of data according to the formula in which the medical data 

was formed as mentioned earlier [5]. The analysis of medical data of all kinds (classification, 

regression, pre-processing) has become a major concern over the past few years, which has 

become a challenge for many researchers in the fields of machine learning, data mining, and 

intelligent systems. They often work by choosing the method to obtain the best possible 

results [6]. 

One of the professional sectors that have started to benefit from the data mining 

concept is health care. With the growth in electronic health records more and more facilities 

are gathering huge amounts of digital patient data, so health care providers and researchers 
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can use data mining to detect previously unknown cognitive patterns. They can then use this 

information to build predictive models to improve diagnostic and health care outcomes [7]. 

One of the common algorithms in the field of machine learning, especially in the data 

classifications process, is the support vector machine algorithm, which is an important and 

well-performing tool in data analysis, which is very commonly used by researchers to 

categorise and recalibrate data types [8]. The support vector machine algorithm is a 

supervised learning algorithm that is applied to solve problems that can be encountered in 

both linear and nonlinear data classifications. The mechanism of the support vector machine 

algorithm is that it draws a line where it separates the data into two sections. Each section is 

called a class [9]. For example, if we look at the classification function, the goal of drawing 

this line, known as the decision line, is to enlarge the distance between all points located in 

the both classes. After completing this process (model), it is easy to model the target class 

for new cases or problems to come. 

The remain sections in this research are as follows: Firstly, in the data mining and 

methods section, the basic principles of data mining and the basic methods that comprise it 

were explained. Later, in section Knowledge Discovery in Databases phases mentioned and 

explained. After that, an explanation of the working mechanism of the support vector 

machine (SVM) which is the used algorithm with its kernel functions applied in this research 

in order to data classifying in section of support vector machine (SVM). Next, describe all 

types of medical data used in this research in the used medical datasets section. Then, in the 

Application section, the changes in the classification performance of the classifiers were 

shown by changing the value parameters. Then mention the performance measurements for 

evaluating the performance of the SVM kernel functions. Finally, discuss all the results 

obtained in this research and compare them with the results obtained in other research and 

other works in the same field. 

 



 

 

2. DATA MINING AND METHODS 

 

Scientific progress and the widespread use of technology in various aspects of daily 

life has increased the ability to generate and collect data quickly in this era. This has 

contributed to the computerisation of most of the work done in the field of science, including 

the services offered daily around the world [10]. Technological advances have led to the 

emergence of new types of data such as text, images, video, multi-tasking systems and the 

Internet, which all contain vast amounts of data in all of its forms. All of this has led to an 

unprecedented inflation in the amount of data that is stored daily, demonstrating the urgent 

need for new technologies and intelligent tools that can help to transform this vast amount 

of data into useful information and knowledge. Cue the introduction of data mining tools 

[11]. 

Data mining aims to extract the information that is hidden in large data blocks, which 

is a modern technology that has strongly established itself in the information era. Its use 

provides companies and institutions in all fields, both civil and governmental, with the ability 

to explore and focus on the most important information contained within the large data 

blocks [12]. Data mining techniques also focus on sensing, building future predictions, and 

exploring patterns, relationships, behaviour and trends, which allows for the assessment of 

correct decisions, making them in a timely manner, developing appropriate solutions to 

problems and promoting planning, development and modernisation in all areas. 

Data mining techniques can answer many questions and in record time, especially the 

kinds of questions that were difficult to answer, if not impossible, using classical statistical 

analysis techniques, which took time because of many analysis procedures [13]. The science 

of analysis and data mining is a relatively modern science and it is an extension of the science 

of statistical analysis and the main nerve of business intelligence in all its forms [14]. The 

science of data mining has emerged as a natural result of the great developments in the field 

of information systems and the large inflation in information, the widespread use of 

information systems and the accumulation of large amounts of data that has become common 

daily in many fields. This has led to the urgent need to answer many questions and to explore 

the knowledge, estimates and future predictions available [15]. 
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Figure 2.1. Searching for knowledge in our data [16] 

 

Data analysis and data mining is one of the priorities of the work in planning 

departments in companies and institutions globally. It is the best tool for the higher levels of 

management to use, particularly those that aspire to succeed and who seek to ensure their 

continuation strategically. This is because it provides the possibility to produce the real 

knowledge hidden in the large data blocks from the activities of each company or institution.  

 

2.1. Prediction Method 

 

Use the available data and apply specific techniques to achieve and predict successful 

future values [25] 

 

2.2. Description Method 

 

The process of describing the available data and their classification according to their 

existence and the relations between them through the simulation of human connections 
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(human interpretable). In other words, I take the links through natural interactions in order 

to explain the data [26]. 

 

2.3. The Main Aims of Data Mining 

 

 In order to explain some phenomena. For example, what is the reason behind the 

growing phenomenon of smoking in the Arab countries? 

 In order to ascertain a theory. For example, to check the theory that large families 

care more about health insurance than small families [27]. 

 In order to analyse the data behind new and unexpected relationships. Example: 

How will public spending be if it is associated with fraudulent credit cards? 

 

 

 



 

 

3. KNOWLEDGE DISCOVERY IN DATABASE (KDD) 

 

Knowledge Discovery in Database (KDD) is not an easy process. Issues may happen 

during the process of data is collecting and managing, but rather, it extends to analysis and 

predicting what will happen in the future. Data mining is a part of knowledge discovery, and 

this process is the most comprehensive [17]. The Knowledge Discovery process includes 

eight steps as follows: 

 

3.1. Data Discovery 

 

At this stage, the data to be detected is collected. This includes detection, identification 

and the characterisation of available data [18]. 

 

3.2. Data Cleaning 

 

This step is the data purification step, making it suitable and ready for operations. In 

other words, removing the irrelevant noise. In addition, conflicting data and inconsistent data 

is also deleted [19]. in another words, it is a level where trivial and clamor information are 

drive out from the cumulating 

 

3.3. Data Integration 

 

In this step, similar and relevant data are collected from multiple data sources and 

merged [20]. In another words, several information sources that orderly heterogeneous might 

be combined in a typical source at this level. 

 

3.4. Data Selection 

 

At this step, the appropriate data is selected and retrieved from the available data set 

[20]. In another words, several information sources that orderly heterogeneous might be 

combined in a typical source at this level. 
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3.5. Data Transformation 

 

This step involves converting the data into custom templates suitable for search and 

retrieval procedures through a summary of the achievement or aggregation processes [21]. 

 

3.6. Data Mining 

 

This is the stage of using intelligent methods to extract data patterns and useful models 

[22]. Data mining is a fundamental procedure where intense strategies are united to 

concentrate information designs. It is the fundamental step in which active strategies are 

united to concentrate designs. 

 

3.7. Pattern Evaluation 

 

At this stage, the really important patterns that represent the knowledge base are 

identified to use in important metrics or standards [22]. 

 

3.8. Knowledge Presentation 

 

This is the final stage of knowledge discovery, which is the stage that the user 

interacted with the obtained results. This basic stage uses a visual method to help the user to 

understand and interpret the data extraction results [23]. 

 

Figure 3.1. Knowledge Discovery in Database steps [24]



 

 

4. SUPPORT VECTOR MACHINE 

 

Historically, the support vector machine (SVM) algorithm was invented in 1963 by 

Vladimir Vabnik and Alexey Shervonenikis. The approved algorithm currently used was 

formulated in 1993 by Corrina Cortes and Vabnik and published in 1995 [28]. The basic and 

fundamental meaning of the support vector machine (SVM) algorithm, which is also known 

as the support vector network (SVN) is that it analyses data through the classification and 

regression processes.  The factor that makes the SVM algorithm prevalent in the data mining 

and machine learning fields is that it is not difficult in terms of understanding and 

application. The expression "support vector machine" is an astounding name for an 

algorithm used for analysis and prediction [29]. In fact, this name can be considered aptly 

associated with its powerful capabilities, which have achieved great success, especially in 

the data classification process. working mechanism which the SVM algorithm is based on is 

to delimit a boundary for a similar point area (belonging to a particular class) [30]. At the 

time when a limit is drawn (on the training sample), for any new points (test sample) to be 

classified, it is necessary to check whether the sample (test sample) falls within the boundary 

or not. 

The important factor of the SVM algorithm, which makes it perform better than most 

other algorithms available in the data classification process, is that at the time of the creation 

of the boundary, the training data (except for data very close to or located on the boundary) 

are considered to be redundant, or it can be said that the algorithm does not rely on them to 

complete its work [31]. All it needs is a core set of points that can help to define and set the 

boundaries. The reason why these data points are called "support" is because they practically 

support the boundary. The reason why they are called a "vector" is because each data point 

is a vector: every line of data consists of the information for a set of attributes [32]. 
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Figure 4.1. SVM hyperplanes [33] 

 

In the simple cases where the data is two dimensions, the hyperplane appears as either 

a straight line or a curve (as shown in Figure 4.1.), and the data on both sides is in the form 

of two classes, each differs from the other in terms of its attributes. In the case of three-

dimensional data, the hyperplane appears as a form of a complex surface or a plane 

considering the data to be categorised linearly. However, more than three-dimension data is 

very difficult to observe. Therefore, the name of the hyperplane is a general name for the 

boundaries that separates these types of data. 

There are a number of hyperplanes that can be observed (as shown in Figure 4.1.). Can 

any of these hyperplanes be considered better? The correct answer here is that the hyperplane 

completely and correctly divided the classes [34]. In other words, a hyperplane with an equal 

distance (maximum distance) between each area of data on both sides is considered to be the 

best boundary line. This maximum distance between the boundary line and the closest 

pattern on both sides of the hyperplane is called the margin (as shown in Figure 4.2.). 

 

 

Figure 4.2. The margin of the hyperplane [33] 
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In the data separation processes, it is not possible to separate the two classes correctly 

and completely. It is also not possible to ensure that all patterns in a given class are actually 

part of this class. It is very rare to find data that can be linearly separable and some of the 

patterns may be located inside the margin (as shown in Figure 4.2.). Thus, the best 

hyperplane that can be taken into account is the one that contains the minimum patterns 

(points) possible within the distance of the margin. 

 

4.1. Linearly Separable 

 

As has been illustrated earlier, there are different types of data repositories available. 

In the case of the two class training datasets that can be separated, there will be more than 

one separator line (hyperplane). Or more precisely, there will be various separator lines (as 

shown in Figure 4.3.). All of which could be considered intermediate dividing lines that 

divide the data to a certain extent. The question that arises here is how to choose the most 

accurate line between the lines, and depending on which criteria? Comparatively, the 

separator line located in the space between the data points of the two classes appears to be 

better and more accurate than the separator line which approaches the data points of one or 

both classes [35]. 

 

 

Figure 4.3. Multiplexed separating lines [33] 

 

Several learning algorithms, such as Naive Bayes, select the best separate line based 

on specific criteria. Perception algorithms choose any of the lines approximately without any 

standards [36]. The criterion of the SVM algorithm for selecting the hyperplane is to be as 

far as from any of the data items of both classes as possible. Thus, the margin of the SVM 
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classifiers can be specified by calculating the gap between the hyperplane and the closest 

data item. 

Following a technique like this means that the decision surface or the hyperplane is 

not determined by all of the data used, but it instead depends on a very small subset of the 

data (support vectors). This turn plays a key role in defining the location of the hyperplane 

(as shown in Figure 4.2.). Therefore, other data (no matter how many), except for the support 

vectors, plays no role and is not important in the process of choosing the hyperplane [37]. 

 

4.2. Cross Validation 

 

One of the standard machine learning techniques used in Weka workbench (the third 

choice on its Classify panel with three other techniques in the same field but in a different 

style. The Training set, Percentage Split and Supplied test set are used for assessing the 

performance of the learning algorithms. Cross validation is a method that actually improves 

through repetition in order to reduce the differences in the process of estimating the 

classification algorithm [38]. 

The idea of cross-validation is as follows: it takes a specific data set and divides it into 

10 separate parts for use in training and testing operations. The nine parts will be taken as 

training data and the tenth (the final) part is treated as the test data. This process continues 

until each part of the 10 parts is used as both training and testing data. Therefore, no data 

point is left in the used dataset until it is used 9 times for training and once for testing [39]. 

In other words, cross validation use periodical process to test and train itself on the rest of 

the data (as shown in Figure 4.4.). 
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Figure 4.4. Cross-Validation Diagram [40] 

 

 

Each of these 10 parts is called a fold, meaning that each data set consists of 10 folds 

and 10 sub-results. The final result is an average of the sub-results. The completion of the 

primitive division of the data in this form ensures that each partition or fold has obtained a 

correct percentage of the classes’ values. 

It is very well known in the field of data analysis that there are many techniques 

through which the data can be divided into several parts. The reason for the selection of the 

cross-validation technique is that it reduces the variance in the estimation a lot more than the 

other techniques [41]. This ensures that we gain the necessary estimations as well as in the 

performance of the classifier. 

 

4.3. Kernel Functions 

 

In the introduction of this chapter, the mechanics of the SVM algorithm and the 

advantages that it possesses in the context of the analysis of data has been explained and 

described as well as the implied parts (hyperplane, margin, support vectors and linearly 
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separable) on which it relies in the performance of data classification processes and the 

strategies of their use. 

Another important expression called kernel functions is considered to be one of the 

more interesting techniques used to solve classification problems in the framework of the 

SVM algorithm. This play a key role in finding best results in the data classification 

operations [42]. This is especially so in relatively complex datasets that cannot be classified 

linearly, which will be addressed in this research, in addition to their effect on the data 

classification processes and the comparison of their classification performance on medical 

datasets. The time that it takes each type of used kernel to classify the datasets, which will 

be referred to and explained in detail in the results section, is also important. Therefore, as a 

general explanation, a kernel is a set of mathematical equations (that take any type of data 

as the input and transform it into its desired formation.) used by the SVM algorithm [43]. 

The study of the basic functions of data analysis (e.g. classification, regression, 

clustering etc.) is the primary objective of the principle of pattern recognition (pattern 

analysis) [44]. In order to perform one of these tasks by applying one of the purpose-oriented 

algorithms, the data must be converted from its original raw representation into a 

representation known as the feature vector representation. 

In other words, kernel function is a technical trick that transforms the data that needs 

to be classified (which cannot be classified by a single straight line) by converting it from 

one-dimensional data into two-dimensional data [45]. For example, if we have a simple data 

set consisting of yellow and red balls distributed randomly on a particular surface that cannot 

be clearly split (by a straight line) into two classes, each class contains yellow balls and red 

balls evenly (as shown in Figure 4.5). 

 

 

Figure 4.5. Non linearly separable Data [46] 

 

Therefore, an effective way to solve such problems is to convert the data from a one-

dimensional view to a two-dimensional view using the kernel functions (as shown in Figure 

4.6). 
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Figure 4.6. Change the dimensions of the dataset using kernel tricks [46] 

 

In this study, four kernels were used for the SVM algorithm [47]: 

 

 Normalized Polynomial Kernel (NPK) 

 

𝑘(𝑥, 𝑦) = (𝑥. 𝑦 + 𝑐)                                                                                                     4.1 
 

 Polynomial Kernel (PK) 

 

𝑘(𝑥, 𝑦) =  
(𝑥. 𝑦 + 𝑐)𝑑

√𝑥𝑇+1 + 𝑦𝑇+1
                                                                                         4.2 

 

 Radial Basis Function Kernel (RBF) 
 

𝑘(𝑥, 𝑦) = 𝑒𝑥𝑝 (− 
‖𝑥 − 𝑦‖ 2

2𝜎 2
)                                                                             4.3 

 

 

 

 Pearson VII function based Universal Kernel (PUK) 

𝑘(𝑥, 𝑦) =  
1

[1 + (
√‖𝑥−𝑦‖22 √2(1/𝜔)−1

𝜎
)

2

]

𝜔                                                              4.4 

 



 

 

5. USED MEDICAL DATASETS 

 

Advanced analysis techniques and data mining are among the most important tools 

used in the medical and pharmaceutical fields, especially in the field of exploration and in 

the evaluation of the prevailing health conditions, the investigation of the causes of disease 

and the investigation of pathological behaviour in the community in order to contribute to 

the development of appropriate medical and health plans and policies. Where medical and 

health data is available, analytical and prospecting techniques can be used to study, analyse 

and explore everything that will contribute to improving the overall health status of the 

community, improving the performance of health institutions and reducing the risk. The 

development of policies and procedures for health education are important for both the 

individual and the family [48]. Exploration techniques also assist in the exploration and 

characterisation of the most common diseases in specific areas, times and conditions, with a 

view to developing appropriate solutions and preventive measures to reduce the spread of 

disease. The study of medicines, medical treatments and ways to develop, upgrade them, and 

raise their efficiency, effectiveness, validity and ability to treat is important. 

Public health and health insurance are areas that rely heavily on data mining 

techniques, and the use of data mining techniques in these areas is due to the increase in the 

population, the increase in health problems in societies and the accumulation of a huge 

amount of data. This has led to the urgent need to analyse and explore knowledge that can 

provide solutions to health problems and establish an intelligent health insurance system 

based on predictive exploration techniques. This is in order to develop the best plan for a 

health insurance system that benefits all members of society at the lowest cost. This is easily 

achievable using the data mining techniques of this era [49]. 

All of the data used in this research was downloaded from the data repository of the 

University of California, Irvine (UCI) [50]. The data included information on various 

diseases, and an attempt to cover a wide range in terms of specialisation, including the data 

on autism for two age groups (children and adolescents). There was also data on Chronic 

Kidney diseases, which are considered to be an esoteric disease. Finally, there was the data 

on two methods (Cryotherapy and Immunotherapy) to treat warts, which is considered to be 

a skin disease. 
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5.1. Autistic Children Dataset 

 

This disease is new to the world, or has been newly discovered. In the past, no one had 

ever heard about children with autism or knew anything about it. Autism causes neurological 

dysfunctions and a lack of contact with those around the patient. It is noted that the infected 

child cares about specific things only and does not raise their attention to anything else. 

Parents pay attention to the problems of their child around the age of three years old. 

At first, they may think that the reason is the child's small age or that he needs more time to 

learn and mature his mind. But when parents see other children at their child's age or even 

younger learning more skills and speaking better, it will make them feel suspicious of the 

child's actions and they will try to ascertain whether the behaviours are normal or caused by 

a disease. Parents should be more aware of all of the diseases that can affect children at a 

young age so then they can deal with the child and resort to treatment if necessary [51]. One 

of the most common diseases that have begun to spread among children in the current era is 

autism. 

 

 

Figure 5.1. Autistic Child [52] 

 

When the symptoms of autism appear at first, parents may not notice them because 

they are minor symptoms. With time, the symptoms become more difficult and the child 

becomes more difficult to deal with in turn. However, the sooner the parents discover the 

symptoms of autism, the better the child will be treated [53]. The child will face many 
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difficulties in his or her life when they grow up and they will need a lot of help from others 

when they want to do anything. Autism affects male children more than female children at 

a rate of three or four times. It is potentially a genetic disorder, so another family member's 

autism can cause the transmission of the disease through it being heredity. It can be due to a 

problem in the formation of the brain and nervous system. It may also be due to a 

spontaneous mutation. 

The data used in this study, which is relevant information on the disease, consists of 

292 records (children from different countries aged between 4-11 years) and 20 attributes + 

class (1 Numeric + 19 Nominal) per record [54]. The information on the procedures carried 

out by the family to check the condition of their child (infected or not) with the disease has 

been clarified in more detail in Table 5.1. 

 

Table 5.1. Autistic Child dataset description 

N Attribute name Attribute type Description 

1 A1_Score Nominal  (0,1) 1st  question of behavioural features (AQ-10-Child) 

2 A2_Score Nominal  (0,1) 2st  question of behavioural features (AQ-10-Child) 

3 A3_Score Nominal  (0,1) 3st  question of behavioural features (AQ-10-Child) 

4 A4_Score Nominal  (0,1) 4st  question of behavioural features (AQ-10-Child) 

5 A5_Score Nominal  (0,1) 5st  question of behavioural features (AQ-10-Child) 

6 A6_Score Nominal  (0,1) 6st  question of behavioural features (AQ-10-Child) 

7 A7_Score Nominal  (0,1) 7st  question of behavioural features (AQ-10-Child) 

8 A8_Score Nominal  (0,1) 8st  question of behavioural features (AQ-10-Child) 

9 A9_Score Nominal  (0,1) 9st  question of behavioural features (AQ-10-Child) 

10 A10_Score Nominal  (0,1) 10st  question of behavioural features (AQ-10-Child) 

11 Age Numeric (4-11) Years 

12 Gender Nominal Male or female 

13 Ethnicity Nominal Different types of Ethnicities 

14 Jundice Nominal  (yes or no) Whether the child had jaundice in his/her born 

15 Autism Nominal  (yes or no) Whether One of the family members is infected with PDD 

16 Contry_of_res Nominal List of countries 

17 Used_app_before Nominal  (yes or no) Whether the screening app has been used 

18 Result Numeric Screening app result 

19 Age_desc Nominal  (4-11 years) 
Screening app has four chooses based on age category. 

0=toddler, 1=child, 2= adolescent, 3= adult 

20 Relation Nominal 1= parent , 2= relative , 3= self  , 4= health care, 5= other 

21 Class/ASD Nominal  (yes or no) Whether the child has autism or not 
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5.2. Autistic Adolescent Dataset 

 

One’s teenage years certainly carry more feelings of tension, anxiety, and confusion 

for any adolescent, more so if he or she has autism disorder. It is the nature of adolescence 

that it varies from individual to individual, depending on the differences in each person, and 

from one geographic environment to another. It also varies according to the culture of the 

society in which the teenager lives. 

Therefore, we have a male or female who has reached puberty and who has feelings 

that they cannot easily express, such as sexual feelings and functions. However, they are 

often unable to know the socially acceptable behaviour or method of expression. They will 

not know how to satisfy their psychological desires in the presence of problems and obstacles 

related to the nature of their disorder such as limited language, poor communication, social 

embarrassment, hypersensitivity to failures in time management, and a loss of control of 

their emotions [55]. 

 

 

Figure 5.2. Autistic Adolescent [56] 

 

The data used in this study, which is the relevant information on this disease, consists 

of 104 patient records (adolescents from different countries aged between 12-16 years) and 

20 attributes + class (2 Numeric + 19 Nominal) per record [57]. This is in addition to the 
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information about the procedures carried out by the family to check the condition of their 

child (infected or not) and other information. This has been clarified in more detail in Table 

5.2. 

 

Table 5.2. Autistic Adolescent Dataset Description 

N Attribute  Name Attribute Type Description 

1 A1_Score Nominal  (0,1) 1st  question of behavioural features (AQ-10-Child) 

2 A2_Score Nominal  (0,1) 2st  question of behavioural features (AQ-10-Child) 

3 A3_Score Nominal  (0,1) 3st  question of behavioural features (AQ-10-Child) 

4 A4_Score Nominal  (0,1) 4st  question of behavioural features (AQ-10-Child) 

5 A5_Score Nominal  (0,1) 5st  question of behavioural features (AQ-10-Child) 

6 A6_Score Nominal  (0,1) 6st  question of behavioural features (AQ-10-Child) 

7 A7_Score Nominal  (0,1) 7st  question of behavioural features (AQ-10-Child) 

8 A8_Score Nominal  (0,1) 8st  question of behavioural features (AQ-10-Child) 

9 A9_Score Nominal  (0,1) 9st  question of behavioural features (AQ-10-Child) 

10 A10_Score Nominal  (0,1) 10st  question of behavioural features (AQ-10-Child) 

11 Age Numeric (12-16) Years 

12 Gender Nominal Male or female 

13 Ethnicity Nominal Different types of Ethnicities 

14 Jundice Nominal  (yes or no) Whether the adolescent had jaundice in his/her born 

15 Autism Nominal  (yes or no) 
Whether One of the family members is infected with 

PDD 

16 Country_of_res Nominal List of countries 

17 Used_app_before Nominal  (yes or no) Whether the screening app has been used 

18 Result Numeric Screening app result 

19 Age_desc Nominal  (12-16 years) 
Screening app has four chooses based on age 

category. 0=toddler, 1=child, 2= adolescent, 3= adult 

20 Relation Nominal 
1= parent , 2= relative , 3= self  , 4= health care, 5= 

other 

21 Class/ASD Nominal  (yes or no) Whether the adolescent has autism or not 

 

 

5.3. Chronic Kidney Disease Dataset 

Chronic kidney disease is a condition where kidney damage occurs due to several 

possible causes, leading to the gradual and permanent loss of kidney function over time. The 

main causes of chronic kidney disease (CKD) include diabetes, hypertension, and obesity. 
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Other conditions that can cause chronic kidney disease include glomerulonephritis and 

genetic diseases, such as polycystic kidney disease. 

 

 

Figure 5.3. Chronic Kidney Disease [58] 

 

 

It occurs when the kidneys are severely damaged. They cannot purify toxins from the 

blood and put the waste where it should go, leading to the accumulation of toxins in the 

body. This causes complications that affect human health. The kidneys are made up of 

nephrons, which make up the functional structural unit of the kidney [59]. Chronic kidney 

disease targets these units and affects them gradually over months and years. 

The data used in this study is relevant information on this disease and consists of 400 

records (individual aged between 2-90 years) and 25 attributes (11 numeric, 14 nominal) per 

record [60]. This has been clarified in more detail in Table 5.3. 
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Table 5.3. Chronic Kidney Disease dataset description 

N Attribute Name Value Range Description 

1 Age Numeric (2, .., 90) Age 

2 Bp Numeric (50, …, 180) blood pressure 

3 Sg Nominal (1.005,1.010,1.015,1.020,1.025) specific gravity 

4 Al Nominal (0,1,2,3,4,5) Albumin 

5 Su Nominal (0,1,2,3,4,5) Sugar 

6 Rbc Nominal (2.1, …, 8) red blood cells 

7 Pc Nominal (normal,abnormal) pus cell 

8 Pcc Nominal (present,notpresent) pus cell clumps 

9 Ba Nominal (present,notpresent) Bacteria 

10 Bgr Numeric (22, …, 490) blood glucose random 

11 Bu Numeric (1.5, …, 391) blood urea 

12 Sc Numeric (0.4, …, 76) serum creatinine 

13 Sod Numeric (4.5, …, 163) Sodium 

14 Pot Numeric (2.5, …, 47) Potassium 

15 hemo Numeric (3.1, …, 17.8) Haemoglobin 

16 Pcv Numeric (9, …, 54) packed cell volume 

17 Wc Numeric (2200,…, 26400) white blood cell count 

18 Rc Numeric (2.1,…, 8) red blood cell count 

19 Htn Nominal (yes, no) Hypertension 

20 Dm Nominal (yes, no) diabetes mellitus 

21 Cad Nominal (yes, no) coronary artery disease 

22 appet Nominal (good,poor) Appetite 

23 Pe Nominal (yes, no) pedal oedema 

24 Ane Nominal (yes, no) Anaemia 

25 class Nominal (ckd,notckd) Class 

 

 

5.4. Wart Treatment Datasets 

 

A wart is a rough, non-painful jagged bump that usually appears on the fingers or 

hands, individually or as a group. Warts are common in children and young adults. A wart 

is an abnormal growth of the skin caused by the Human Papillomavirus. The virus has more 

than 60 strains, some of which cause skin warts by stimulating the growth of the outer layers 

of the skin. In most cases, warts appear on the fingers, near the fingernails or on the back of 

the hand. 
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Figure 5.4. Types of Warts [61] 

 

Specific types of virus infect the genitals and facilitate the transmission of infection to 

the injured or cracked skin for easy access to the skin layers. The wart virus is passed from 

person to person through touching or by touching the personal tools of the casualty. The 

virus enters the body through surface skin lesions [62]. Generally, the two types of dataset 

used for this disease include the two most common methods for treating this skin disease: 

Cryotherapy and Immunotherapy. 

 

5.4.1. Cryotherapy 

 

Cryotherapy is performed in doctor's office by placing liquid nitrogen on the wart, by 

spraying it or using a cotton swab. Treatment with nitrogen can temporarily cause warts 

around the wart itself, although the dead tissue disappears in about a week. Cryotherapy can 

stimulate the immune system to fight the viral strains. It is worth mentioning that the 

treatment of cooling may be painful and may require the doctor to anesthetise the area before 

the start of the treatment. The treatment may require several sessions repeated weekly, up to 

nearly two weeks until the disappearance of the wart(s) [63]. 
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Figure 5.5. Wart Treatment Using Cryotherapy Method [64] 

 

This treatment method dataset consists of the information about 90 records (patients 

aged from 15 to 67 years) with 7 nominal attributes for each patient. The patients (male and 

female) in this data were infected with two types of warts (Common and Plantar), and 

Cryotherapy was used to treat them [65]. This has been clarified in more detail in Table 5.4. 

 

Table 5.4. Cryotherapy dataset description 

N Feature Name Feature Type Feature Values 

1 Sex (male or female) Nominal 47 man and 43 women 

2 Age Nominal 15 – 67 (year) 

3 Time Nominal 0 – 12 (month) 

4 number of warts Nominal 1 – 12 

5 Type Nominal 

1. Common (54) 

2. Plantar (9) 

3. Both (27) 

6 Area Nominal 4 – 750 (mm2) 

7 Results of treatment Nominal Yes or No 

5.4.2. Immunotherapy 

 

Immunotherapy involves several methods, including application of a chemical called 

Diphencyprone on warts to stimulate immune system to fight them. After application, this 

can cause a slight allergic reaction, causing wart’s disappearance later [66]. 
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Figure 5.6. Wart Treatment Using the Immunotherapy Method [67] 

 

This dataset is kind of high imbalance dataset ((data points number is not evenly 

distributed over the classes). This treatment method dataset consists of the information about 

90 records (patients aged from 15 to 65 years) with 8 nominal attributes for each patient. 

Patients (male and female) in this dataset were infected with two types of warts (Common 

and Plantar) and the method of Immunotherapy was used to treat them [68]. This has been 

clarified in more detail in Table 5.5. 

 

Table 5.5. Immunotherapy Dataset Description 

N Feature Name Feature Type Feature Values 

1 Sex (male or female) Nominal 41 man and 49 women 

2 Age Nominal 15 – 56 (year) 

3 Time Nominal 0 – 12 (month) 

4 number of warts Nominal 1 – 19 

5 Type Nominal 

1.Common (54) 

2.Plantar (9) 

3.Both (27) 

6 Area Nominal 6 – 900 (mm2) 

7 induration diameter Nominal 5 – 70 

8 Result of treatment Nominal Yes or No 



 

6. APPLICATIONS OF SVM CLASSIFIERS FOR PREDICTION OF USED 

MEDICAL DATASETS 

 

In the Weka workbench, when using the SVM algorithm, it can be noticed that each 

of the SVM kernel functions has special parameters. When the parameters are changed and 

modified gradually, the performance of the used kernels is significantly affected. In order to 

obtain the best model of the SVM algorithm in terms of accuracy in their classification, it is 

necessary to replicate the parameters gradually. Each kernel has different types of 

parameters, as has been clarified in more detail in Table 6.1. 

 

Table 6.1. Kernel Parameters 

Kernel Types Parameters 

NPK 
1. C 

2. Exponent 

PK 
1. C 

2. Exponent 

PUK 

1. C 

2. Omega 

3. Sigma 

RBF 
1. C 

2. Gamma 

 

Parameter C directs the working mechanism of the SVM algorithm to the following 

direction; to what extent do you want to avoid misclassification through each training 

process based on the margin between the hyperplane and the nearest data points to it. When 

choosing a large value for parameter C, a hyperplane will be chosen with a small margin so 

then in most cases, the percentage of misclassification is big. Thus, the occurrence 

percentage of over-fitting will be significant. On the other hand, if a small value is specified 

for parameter C, then a large margin hyperplane will be chosen even if there are some 

misclassifications, thus avoiding an over-fitting case. This description is confirmed by our 

work, in tuning the value of parameter C in trying to obtain the most accurate percentage of 

the performance of the kernel in the data classification process [69]. For each kernel, the 

value of parameter x has been changed (adjusted +10) in parallel with the other variables 

(gamma (+0.01), (omega, and sigma) (+1)). This change continued for all types of data used 

in this research. This repeated process showed that when the large values of the parameters 
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has been reached, and then the performance of the kernels will decrease in the accuracy of 

its classification. In contrast, in all cases, the performance of the kernel is at its most accurate 

when the values of the parameters are small. 

 

6.1. Impacts of Tuning Parameters on the NPK Classification Performance 

When applying the NPK function as part of classifying all types of medical data used 

in this research and when there is the gradual increase in the variables (C, Exponent) times 

each (C by 10 and Exponent by 1), there is a remarkable change in the accuracy of the 

classification performance of the kernel in the process of the data classification. This has 

been clarified in more detail in Table 6.2. 

 

Table 6.2. The extent of the effect of the change in parameter C in the NPK in data classification 

NPK Parameters 

Autistic 

Children 

Dataset 

Autistic 

Adolescent 

Dataset 

Chronic 

Kidney 

Disease 

Dataset 

Cryotherapy 

Dataset 

Immunotherapy 

Dataset 

C Exponent Accuracy % Accuracy % Accuracy % Accuracy % Accuracy % 

1 0 51.7123 60.5769 62.5 53.3333 78.8889 

10 2 94.863 91.3462 97.75 95.5556 78.8889 

20 3 95.5479 95.1923 98.5 95.5556 78.8889 

30 4 94.863 97.1154 98.75 95.5556 78.8889 

40 5 93.4932 97.1154 98.5 88.8889 78.8889 

50 6 93.1507 95.1923 98.25 81.1111 78.8889 

60 7 91.7808 95.1923 98.75 74.4444 78.8889 

70 8 91.0959 96.1538 98.75 73.3333 78.8889 

80 9 90.0685 92.3077 98.75 67.7778 78.8889 

90 10 89.0411 93.2692 99.25 66.6667 78.8889 

100 11 89.0411 93.2692 99.5 64.4444 78.8889 

110 12 88.0137 93.2692 99.5 63.3333 78.8889 

120 13 87.6712 93.2692 99.5 60 78.8889 

130 14 86.3014 92.3077 99.5 60 78.8889 

140 15 84.589 92.3077 99.75 57.7778 78.8889 

150 16 84.589 91.3462 99.75 56.6667 78.8889 

160 17 83.9041 79.8077 99.75 56.6667 78.8889 

170 18 82.8767 67.3077 99.75 56.6667 78.8889 

180 19 81.8493 64.4231 99.75 55.5556 78.8889 

190 20 81.8493 62.5 99.75 55.5556 78.8889 

200 21 80.137 61.5385 99.75 55.5556 78.8889 

210 22 78.7671 60.5769 99.75 55.5556 78.8889 

220 23 78.7671 60.5769 99.75 55.5556 78.8889 
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Figure 6.1. Effects of tuning parameters of NPK classification performance 

 
 

As shown in Table 6.2. There is a disparity in the NPK performance in the 

classification of the medical data from one type to another depending on two main factors; 

increasing the value of the parameters and the type of dataset used. In order to provide a 

summary of the contents of Table 6.2 to measure the effectiveness of these two factors, we 

divided the classification performance of NPK (from the best to the worse) into five stages 

in terms of performance accuracy depending on the type of the dataset used as follows. 

 The first best performance of NPK was in classifying the Chronic Kidney Disease 

Dataset, which reached 99.75% accuracy when (C= 140, Exponent = 15). The worst 

classification performance of NPK for the same data set is 62.5% accuracy when (C= 1, 

Exponent = 0).  

 The second best performance of NPK was in classifying the Autistic Adolescent Dataset, 

which reached 97.1154 % accuracy when (C= 30, Exponent = 4). The worst classification 

performance of NPK for the same data set is 60.5769 % accuracy when (C= 1, Exponent 

= 0). 

 The third best performance of NPK was in classifying the Cryotherapy Dataset, which 

reached 95.5556 % accuracy when (C= 10, Exponent = 2). The worst classification 

performance of NPK for the same data set is 53.3333 % accuracy when (C= 1, Exponent 

= 0). 

0

20

40

60

80

100

120

1 10 20 30 40 50 60 70 80 90 100110120130140150160170180190200210220

Normalised Polynomial Kernel

Autistic Children Dataset Accuracy %

Autistic Adolescent Dataset Accuracy %

Chronic Kidney Disease Dataset Accuracy %

Cryotherapy Dataset Accuracy %

Immunotherapy Dataset Accuracy %



28 

 The fourth best performance of NPK was in classifying the Autistic Children Dataset, 

which reached 95.5479 % accuracy when (C = 20, Exponent = 3). The worst performance 

of NPK for the same data set is 51.7123 % accuracy when (C= 1, Exponent = 0). 

 Finally, the fifth best performance of NPK was in classifying the Immunotherapy Dataset 

which reached 78.8889% accuracy. This remained unchanged by changing the parameters 

because of the different distribution of data points of the immunotherapy dataset classes 

(imbalance dataset).  

 

6.2. Impacts of Tuning Parameters on the PK Classification Performance 

 

When applying the PK function for classifying all of the types of medical data used in 

this research and the gradual increase of the variables (C by 10 and Exponent by 1), there 

was a remarkable change in the accuracy of the classification performance of the kernel in 

the process of data classification. This has been clarified in more detail in Table 6.3. 

Table 6.3. The extent of the effect of the change in parameter C in the PK in data classification 

PK Parameters 

Autistic   

Children 

Dataset 

 

Autistic 

Adolescent 

Dataset 

 

Chronic 

Kidney 

Disease 

Dataset 

Cryotherapy 

Dataset 

Immunotherapy 

Dataset 

C Exponent Accuracy % Accuracy % Accuracy % Accuracy % Accuracy % 

1 1 100 89.4231 97.75 93.3333 81.1111 

10 2 99.3151 92.3077 99 96.6667 78.8889 

20 3 98.2877 92.3077 98.75 95.5556 78.8889 

30 4 97.6027 93.2692 98.75 93.3333 78.8889 

40 5 96.2329 92.3077 98.5 84.4444 78.8889 

50 6 94.5205 92.3077 98.5 77.7778 78.8889 

60 7 92.1233 90.3846 98.25 67.7778 78.8889 

70 8 51.7123 87.5 98.25 67.7778 78.8889 

80 9 89.3836 84.6154 98.5 67.7778 78.8889 

90 10 86.3014 81.7308 99.25 67.7778 78.8889 

100 11 85.6164 78.8462 99.25 61.1111 78.8889 

110 12 84.589 74.0385 99.25 57.7778 78.8889 

120 13 83.5616 70.1923 98.5 56.6667 78.8889 

130 14 81.8493 66.3462 98.5 56.6667 78.8889 

140 15 81.5068 65.3846 99 56.6667 78.8889 

150 16 80.137 63.4615 98.75 55.5556 78.8889 

160 17 79.1096 63.4615 99.25 55.5556 78.8889 

170 18 76.7123 63.4615 98.75 55.5556 78.8889 

180 19 75.3425 61.5385 98.75 55.5556 78.8889 

190 20 73.9726 76.9231 99 55.5556 78.8889 

200 21 79.4521 88.4615 97.75 55.5556 78.8889 

210 22 88.0137 66.3462 97 55.5556 78.8889 

220 23 59.2466 39.4231 62.5 55.5556 78.8889 
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Figure 6.2. Effects of tuning parameters of PK classification performance 

 

As shown in Table 6.3, there is a disparity in the PK performance in relation to the 

classification of the medical data from one type to another depending on two main factors; 

an increase in the value of the parameters and the type of dataset used. In order to provide a 

summary of the contents of Table 6.3 and to measure the effectiveness of the two factors, 

we divided the classification performance of PK (from the best to the worse) into five stages 

in terms of performance accuracy depending on the type of the dataset used as follows. 

 The first best performance of PK was in classifying the Autistic Children Dataset, 

which reached 100% accuracy when (C= 1, Exponent = 1). The worst performance of 

PK for the same data set was 59.2466 % accuracy when (C= 220, Exponent = 23). 

 The second best performance of PK was in classifying the Chronic Kidney Disease 

Dataset, which reached 99.25% accuracy when (C= 90, Exponent = 10). The worst 

performance of PK for the same data set was 62.5% accuracy when (C= 220, Exponent = 

23). 

 The third best performance of PK was in classifying the Cryotherapy Dataset, which 

reached 96.6667% accuracy when (C= 10, Exponent = 2). The worstperformance of PK 

for the same data set was 55.5556 % accuracy when (C= 150, Exponent = 16). 

 The fourth best performance of PK was in classifying the Autistic Adolescent Dataset 

which reached 93.2692% accuracy when (C= 30, Exponent = 4). The worst performance 

of PK for the same data set was 39.4231% accuracy when (C= 220, Exponent = 23). 
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 Finally, the fifth best performance of PK was in classifying the Immunotherapy 

Dataset, which reached 81.1111% accuracy when (C= 1, Exponent = 1). The worst 

performance of PK for the same data set was 78.8889 % accuracy when (C= 10, 

Exponent = 2). remained unchanged because immunotherapy is an imbalanced 

dataset 

 

6.3. Impacts of Tuning Parameters on the PUK Classification Performance 

 

When applying the PUK function while classifying all of the medical data used in this 

research, the gradual increase of the variables (C by 10 and each of Omega and Sigma by 1) 

shows a remarkable change in the accuracy of the classification performance of the kernel 

in the process of the data classification. This has been clarified in more detail in Table 6.4. 

 

Table 6.4. The extent of the effect of the change in parameter C in the PUK in data classification 

PUK Parameters 

Autistic 

Children 

Dataset 

 

Autistic 

Adolescent 

Dataset 

 

Chronic 

Kidney 

Disease 

Dataset 

Cryotherapy 

Dataset 

Immunotherapy 

Dataset 

C Omega Sigma 
Accuracy 

% 

Accuracy 

% 

Accuracy 

% 
Accuracy % Accuracy % 

1 1 1 93.1507 74.0385 98.75 81.1111 78.8889 

10 2 2 93.4932 92.3077 99 88.8889 78.8889 

20 3 3 94.863 95.1923 99 94.4444 78.8889 

30 4 4 96.5753 96.1538 98.75 95.5556 77.7778 

40 5 5 96.9178 94.2308 98.75 96.6667 75.5556 

50 6 6 98.2877 93.2692 98.75 96.6667 74.4444 

60 7 7 98.9726 93.2692 98.75 97.7778 74.4444 

70 8 8 99.3151 90.3846 98.75 96.6667 77.7778 

80 9 9 99.3151 90.3846 98.75 96.6667 80 

90 10 10 99.3151 90.3846 98.75 96.6667 78.8889 

100 11 11 99.6575 90.3846 98.75 96.6667 78.8889 

110 12 12 99.6575 90.3846 98.5 96.6667 78.8889 

120 13 13 100 90.3846 98.5 96.6667 78.8889 

130 14 14 100 91.3462 98.5 96.6667 78.8889 

140 15 15 100 91.3462 98.25 96.6667 78.8889 

150 16 16 100 91.3462 98.25 96.6667 78.8889 

160 17 17 100 91.3462 98.25 94.4444 78.8889 

170 18 18 100 91.3462 98.25 94.4444 81.1111 

180 19 19 100 91.3462 98.25 94.4444 81.1111 

190 20 20 100 91.3462 98.25 94.4444 81.1111 

200 21 21 100 91.3462 98.25 94.4444 81.1111 

210 22 22 100 91.3462 98.25 94.4444 81.1111 

220 23 23 100 90.3846 98.25 94.4444 81.1111 
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Figure 6.3. Effects of tuning parameters of PUK classification performance 

 

As shown in Table 6.4, there is a disparity in the PUK performance in the classification 

of medical data from one type to another depending on two main factors; the increase in the 

value of the parameters and the type of used dataset. In order to provide a summary of the 

contents of Table 6.4 and to measure the effectiveness of the two factors, we divided the 

classification performance of PUK (from the best to the worse) into five stages in terms of 

performance accuracy depending on the type of the dataset used as follows. 

 The first best performance of PUK was classifying the Autistic Children Dataset, 

which reached 100% accuracy when (C= 120, Omega = 13, Sigma = 13). The worst 

classification performance of PUK for the same data set is 93.1507% accuracy 

when (C= 1, Omega = 1, Sigma = 1). 

 The second best performance of PUK was classifying the Chronic Kidney Disease 

Dataset, which reached 99% accuracy when (C= 10, Omega = 2, Sigma = 2). The 

worst classification performance of PUK for the same data set is 98.25% accuracy 

when (C= 140, Omega = 15, Sigma = 15). 

 The third best performance of PUK was classifying the Cryotherapy Dataset, which 

reached 97.7778% accuracy when (C= 60, Omega = 7, Sigma = 7). The worst 

classification performance of PUK for the same data set was 81.1111% accuracy 

when (C= 1, Omega = 1, Sigma = 1). 

 The fourth best performance of PUK was classifying the Autistic Adolescent 

Dataset, which reached 96.1538% accuracy when (C= 30, Omega = 4, Sigma = 4). 
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The worst classification performance of PUK for the same data set was 74.0385% 

accuracy when (C= 1, Omega = 1, Sigma = 1). 

 Finally, the fifth best performance of PUK was classifying the Immunotherapy 

Dataset, which reached 81.1111% accuracy when (C= 170, Omega = 18, Sigma = 

18). The worst classification performance of PUK for the same data set was 

78.8889% accuracy when (C= 1, Omega = 1, Sigma = 1). 

 

6.4. Impacts of Tuning Parameters on the RBF Classification Performance 

 

When applying the RBF function for classifying all of the types of medical data used 

in this research, the gradual increase of the variables (C by 10 and Gamma by 0.01) showed 

a remarkable change in the accuracy of the classification performance of the kernel in the 

process of data classification. This has been clarified in more detail in Table 6.5. 

 

Table 6.5. The extent of the effect of the change in parameter C in the RBF in data classification 

RBF 

Parameters 

Autistic 

 Children 

Dataset 

 

Autistic 

 Adolescent 

Dataset 

 

Chronic 

Kidney 

Disease 

Dataset 

Cryotherapy 

Dataset 

Immunotherapy 

Dataset 

C Gamma Accuracy % Accuracy % Accuracy % Accuracy % Accuracy % 

1 0.01 96.5753 78.8462 94.25 54.4444 78.8889 

10 0.02 96.9178 91.3462 98.25 95.5556 77.7778 

20 0.03 99.3151 90.3846 97.75 96.6667 78.8889 

30 0.04 99.3151 92.3077 98.25 96.6667 78.8889 

40 0.05 98.6301 93.2692 98.5 96.6667 77.7778 

50 0.06 98.2877 95.1923 98.75 97.7778 76.6667 

60 0.07 98.2877 96.1538 98.75 97.7778 74.4444 

70 0.08 98.2877 96.1538 98.75 96.6667 74.4444 

80 0.09 98.2877 96.1538 98.5 96.6667 74.4444 

90 0.1 97.9452 96.1538 98.5 96.6667 74.4444 

100 0.11 97.2603 96.1538 98.5 96.6667 74.4444 

110 0.12 96.9178 96.1538 97.75 96.6667 75.5556 

120 0.13 96.9178 96.1538 98.25 96.6667 75.5556 

130 0.14 96.9178 96.1538 98 96.6667 75.5556 

140 0.15 96.9178 96.1538 98.25 96.6667 76.6667 

150 0.16 96.5753 96.1538 98.5 96.6667 76.6667 

160 0.17 96.5753 96.1538 98.5 95.5556 76.6667 

170 0.18 96.2329 96.1538 98.75 95.5556 76.6667 

180 0.19 96.2329 96.1538 98.75 95.5556 77.7778 

190 0.2 96.2329 96.1538 98.75 95.5556 78.8889 

200 0.21 95.8904 97.1154 98.75 95.5556 78.8889 

210 0.22 95.8904 97.1154 98.75 95.5556 78.8889 

220 0.23 95.5479 97.1154 99.75 95.5556 78.8889 
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Figure 6.3. Effects of tuning parameters of RBF classification performance 

 

As shown in Table (6.5.), there is a disparity in the RBF performance in the 

classification of medical data from one type to another depending on two main factors; the 

increase in the value of the parameters and the type of dataset used. In order to provide a 

summary of the contents of Table 6.5 and to measure the effectiveness of the two factors, 

we divided the classification performance of RBF (from the best to the worse) into five 

stages in terms of the performance accuracy depending on the type of dataset used as follows. 

 The first best performance of RBF is in classifying Chronic Kidney Disease Dataset 

which reached 99.75% accuracy when (C= 220, Gamma = 0.23) and the worst 

classification performance of RBF for the same data set is 94.25% accuracy when (C= 1, 

Gamma = 0.01). 

 The second best performance of RBF was classifying Autistic Children Dataset which 

reached 99.3151% accuracy when (C= 20, Gamma = 0.03). The worst classification 

performance of RBF for the same data set was 95.8904% accuracy when (C= 200, 

Gamma = 0.2). 

 The third best performance of RBF was classifying the Cryotherapy Dataset which 

reached 97.7778% accuracy when (C= 50, Gamma = 0.06). The worst classification 

performance of RBF for the same data set was 54.4444% accuracy when (C= 1, Gamma 

= 0.01). 
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 The fourth best performance of RBF was classifying the Autistic Adolescent Dataset 

which reached 97.1154% accuracy when (C= 200, Gamma = 0.21). The worst 

classification performance of RBF for the same data set was 78.8462% accuracy when 

(C= 1, Gamma = 0.01). 

 Finally, the fifth best performance of RBF was classifying the Immunotherapy Dataset, 

which reached 78.8889% accuracy when (C= 1, Gamma = 0.01). The worst classification 

performance of RBF for the same data set was 74.4444% accuracy when (C= 60, Gamma 

= 0.07). The classifiers did not perform well in classifying this dataset because of the 

different distribution of data points of the immunotherapy dataset classes (imbalance 

dataset).  

 



 

 

7. CLASSIFICATION PERFORMANCE MEASUREMENTS OF THE USED 

KERNEL FUNCTIONS 

 

Reference should be made to a set of specific criteria that can be used to distinguish 

the differences in the performance of the algorithms depending on the values obtained based 

on special calculation equations for each criterion. Through these classification 

measurements, it is possible to observe the difference in the performance of each algorithm 

[70]. 

In this study, four types of SVM kernel functions were applied to five types of medical 

data. Each of dataset is specific to information on a specific disease (the information for each 

dataset indicated in detail in section 5). These classification performance measurements were 

used to measure and evaluate each kernel’s effectiveness in the datasets as follows. 

 

7.1. Confusion Matrix 

 

In the field of data mining, especially in the case of data classification (statistical 

classification), there is a common standard (table) to describe the performance of a specific 

algorithm in terms of accuracy in the classification process known as the confusion matrix. 

In the table confusion matrix (two dimensions, actual and predicted), the classes that 

represent the contents of the data set have been divided into two parts: the class containing 

the predicted instances which represents the column of the confusion matrix table and the 

class containing the actual instances in the dataset which represents the confusion matrix 

row or vice versa [71]. This has been clarified in more detail in Table 7.1. 

In other words, we can describe the confusion matrix as a simple and powerful tool to 

find out the impact of the classification system that we live in daily. For example, medical 

examinations for patients (sick or not-sick), feeling emotions about people around us (like 

them or not) etc. 
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Table 7.1. Confusion Matrix Outcomes 

 
Prediction  

Yes No Total 

Actual 
Yes TP FN TP + FN 

No FP TN FP + TN 

 Total TP + FP FN + TN  

 

Confusion matrix have four outcomes: 

 TP (True Positive) 

 FN (False Negative) 

 FP (False Positive) 

 TN (True Negative) 

Since medical data has been used in this research, we will employ the example of a 

medical examination for patients (sick or not-sick) in an attempt to illustrate the outcomes 

of the confusion matrix as it has been clarified in more details in Table 7.2. 

 

 

Table 7.2. Example of Confusion Matrix 

 
Prediction 

Sick Not-Sick 

Actual 
Sick TP FN 

Not-Sick FP TN 

 

 TP (True Positive): The number of patients who are actually sick and they have 

been classified as sick as well. 

 FN (False Negative) The number of patients who are actually sick but they have 

been classified as a not-sick. 

 FP (False Positive): The number of patients who are actually not-sick but they have 

been classified as sick. 

 TN (True Negative): The number of patients who are actually not-sick and they 

have been classified as not-sick as well. 
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7.2. Accuracy 

 

It is a common metric used for evaluating and measuring the algorithm classification 

performance, which can be described as the total correctness of the classifier calculated as 

the sum of the correct classification instance divided by the total number of classification 

instances [72]. 

 

Accuracy =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃)
                                                                        7.1 

 

7.3. Precision 

 

It is another common measurement used for evaluating the algorithm classification 

performance which is known as positive predictive value, representing the number of 

instances that have been positively classified. Mathematically, it can be described as the 

number of true positive values divided by the aggregate of the true positive and false positive 

values [73]. 

 

Precision =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑃)
                                                                                                 7.2 

 

7.4. Sensitivity 

 

Sensitivity is the criterion used for measuring the percentage of actual positives that 

are correctly specified by the used classification algorithm. For example, the proportion of 

sick individuals who are correctly identified as having the condition. This is called the 

probability of detection, the recall and true positive rate in some fields [74]. Mathematically, 

it can be described as the number of true positive values divided by the aggregate of true 

positive and false negative values. 

 

Sensitivity =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑁)
                                                                                        7.3 
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7.5. F-measure 

 

In the F- measure, it is standard that both false positives and false negatives will be 

taken into account. Thus, it can be said that the F-measure represents the weighted average 

of precision and sensitivity. In some cases, the F-measure is more helpful than accuracy [75]. 

Exceptionally, in cases where there are datasets with an uneven class distribution, it is not 

considered easy to understand like the other measurements of classification performance. 

 

𝐅 𝐌𝐞𝐚𝐬𝐮𝐫𝐞 =  𝟐 ∗ 
𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧∗𝐬𝐞𝐧𝐬𝐢𝐯𝐢𝐭𝐲

𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐬𝐞𝐧𝐬𝐢𝐯𝐢𝐭𝐲
                                                                            7.4                                        

 

7.6. Classification Error Rate 

 

Represents the percentage of instances that have been incorrectly classified by the used 

classifier. 

 

𝐄𝐫𝐫𝐨𝐫 𝐑𝐚𝐭𝐞 = 1 − Accuracy                                                                                             7.5 

 



 

 

8. RESULTS AND DISCUSSION 

 

Through our attempts to obtain good results in the process of the classification of the 

medical data used in this research, we used several types of classifier representing the four 

types of SVM kernel functions (NPK, PK, PUK, RBF). We found that each kernel has its 

own and different effect apart from the rest of the other kernels in terms of the familiar 

standards used to evaluate the performance of an algorithm (accuracy, precision, sensitivity, 

and F-measure). 

In general, we can conclude that most of the kernels used in this study had a relatively 

good level of performance when classifying the five different types of medical data, which 

included three types of disease (autistic children, autistic adolescent and chronic kidney 

disease) and the two types of wart treatment (Cryotherapy and Immunotherapy). Each of the 

datasets contained a completely different data form and content. 

In this section, the best results were selected for each kernel through the results 

obtained by changing the kernel parameters in section (Applications of SVM Classifiers for 

Prediction of Used Medical Datasets) 

 

8.1. Confusion Matrixes of the SVM Kernel Functions Classifying the Medical 

Data 

 

Different medical data was used in terms of the content and type (class type). In terms 

of content, all of the types of data used have been explained in detail in the "Used Medical 

Datasets" section. It should be pointed out that the data used in this study was divided into 

two types of data in terms of the dataset class type: data for three types of disease (autistic 

children, autistic adolescents, and chronic kidney disease). The classes in this type were 

(infected and not-infected). The data for the two types of wart treatments were (Cryotherapy 

and Immunotherapy). The classes in this type were (treated, and not-treated). Thus, the 

outcomes of the confusion matrix will vary. 
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8.1.1. Confusion matrix outcome for the Disease datasets: 

 

 TP (True Positive): Individuals who were actually infected with the disease and 

who were also classified as infected cases. 

 FN (False Negative): Individuals who were actually infected with the disease but 

who were classified as non-infected cases 

 FP (False Positive): Individuals who were actually not infected with the disease but 

who were classified as infected cases. 

 TN (True Negative): Individuals who were actually not infected with the disease 

and who were also classified as not-infected cases. 

 

8.1.2. Confusion matrix outcome for the treatment datasets: 

 

 TP (True Positive): Individuals who have actually been treated using this method 

and who were also classified as treated cases. 

 FN (False Negative): Individuals who have actually been treated using this method 

but who were classified as non-treated cases. 

 FP (False Positive):  Individuals who have not actually been treated using this 

method but who were classified as treated cases 

 TN (True Negative): Individuals who have not actually been treated using this 

method and who were also classified as non-treated cases. 

 

  



41 

Table 8.1. SVM kernel confusion matrixes classifying medical datasets 

Used Datasets Kernel Functions Actual 
Prediction 

Yes No 

Children Autistic 

NPK 
Yes 142 9 

No 4 137 

PK 
Yes 151 0 

No 0 141 

PUK 
Yes 151 0 

No 0 141 

RBF 
Yes 150 1 

No 1 140 

Adolescent Autistic 

NPK 
Yes 63 0 

No 3 38 

PK 
Yes 58 5 

No 2 39 

PUK 
Yes 62 1 

No 3 38 

RBF 
Yes 63 0 

No 3 38 

Chronic Kidney Disease 

NPK 
Yes 249 1 

No 0 150 

PK 
Yes 247 3 

No 0 150 

PUK 
Yes 246 4 

No 0 150 

RBF 
Yes 249 1 

No 0 150 

Cryotherapy 

NPK 
Yes 39 3 

No 1 47 

PK 
Yes 40 2 

No 1 47 

PUK 
Yes 41 1 

No 1 47 

RBF 
Yes 41 1 

No 1 47 

Immunotherapy 

NPK 
Yes 0 19 

No 0 71 

PK 

 

Yes 6 13 

No 4 67 

PUK 
Yes 6 13 

No 4 67 

RBF 
Yes 0 19 

No 0 71 

 

As shown in Table 8.1, in the process of the classification of the Autistic Children 

dataset, it was found that PK and NPK had the best performance because the distributions 

and equations of PK and NPK kernels appropriate to autistic adolescent dataset. Therefore, 
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the results by using PK and NPK kernels for autistic children dataset are higher than other 

kernel functions. The distribution of confusion matrix cases using PK and NPK for Autistic 

Children dataset was as follows: the individuals who were actually infected with the disease 

and who were also classified as infected cases totalled (151) cases, the individuals who were 

actually infected with the disease but who were classified as non-infected cases totalled (0) 

cases, the individuals who were actually not infected with the disease but who were classified 

as infected cases totalled (151) cases and the individuals who were actually not infected with 

the disease and who were also classified as non-infected cases totalled (0) cases. 

          Next, in the process of the classification of the Autistic Adolescent dataset, it was 

found that NPK and RBF had the best performance because the distributions and equations 

of NPK and RBF kernels appropriate to autistic adolescent dataset. Therefore, the results by 

using NPK and RBF kernels for autistic adolescent dataset are higher than other kernel 

functions. The distribution of confusion matrix cases using NPK and RBF kernels for 

Autistic Adolescent dataset was as follows: the individuals who were actually infected with 

the disease and who were also classified as infected cases totalled (63) case, the individuals 

who were actually infected with the disease but who were classified as non-infected cases 

totalled (0) cases, the individuals who were actually not infected with the disease but who 

were classified as infected cases totalled (3) cases and the individuals who were actually not 

infected with the disease and who were also classified as non-infected cases totalled (28) 

cases. 

In the process of the classification of the Chronic Kidney Disease dataset, it was found 

that NPK and RBF had the best performance because the distributions and equations of NPK 

and RBF kernels appropriate to Chronic Kidney Disease dataset. Therefore, the results by 

using NPK and RBF kernels for Chronic Kidney Disease dataset are higher than other kernel 

functions. The distribution of confusion matrix cases using NPK and RBF kernels for 

Chronic Kidney Disease dataset was as follows: the individuals who had actually been 

infected with the disease and who were also classified as infected cases totalled (249) cases, 

the individuals who were actually infected with the disease but who were classified as non-

infected cases totalled (1) case, the individuals who were actually not infected with the 

disease but who were classified as infected cases totalled (0) cases and the individuals who 

were not actually infected with the disease and who were also classified as non-infected 

cases totalled (150) cases. 
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After that, in the process of the classification of the Cryotherapy treatment dataset, it 

was found that PUK and RBF had the best performance because the distributions and 

equations of PUK and RBF kernels appropriate to Cryotherapy treatment dataset. Therefore, 

the results by using PUK and RBF kernels for Cryotherapy treatment dataset are higher than 

other kernel functions. The distribution of confusion matrix cases using PUK and RBF for 

Cryotherapy treatment dataset was as follows: the individuals who had actually been treated 

using this method and were also classified as treated cases totalled (41) cases, the individuals 

who had actually been treated using this method but who were classified as not-treated cases 

totalled (1) case, the individuals who had not actually been treated using this method but 

who were classified as treated cases totalled (1) case  and the individuals who had not 

actually been treated using this method and who were also classified as non-treated cases 

totalled (47) cases. 

Finally, in the process of the classification of the Immunotherapy treatment dataset, it 

was found that PK and PUK had the best performance (comparatively). The reason why all 

the kernel functions did not perform well in classifying immunotherapy datasets Compared 

to other data sets is that immunotherapy dataset considered an imbalanced dataset where the 

number of data points is distributed unevenly on both dataset classes. The distribution of 

confusion matrix cases using PK and PUK for Immunotherapy treatment dataset was as 

follows: individuals who had actually been treated using this method and who were also 

classified as treated cases totalled (6) cases; the individuals who had been treated using this 

method but who were classified as not-treated cases totalled (13) cases and the individuals 

who had not been treated using this method but who were classified as treated cases totalled 

(4) case. The individuals who had not been treated using this method and who were also 

classified as non-treated cases totalled 67) 
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8.2. Classification Performance Measurements of the SVM Kernel Functions 

Classifying Medical Data 

 

As mentioned above, good results were obtained when evaluating the performance of 

the used kernels according to the common classification measurements used in the field of 

data mining. In this section, we will discuss the results obtained and compare the 

performance of each kernel. We will also indicate the best and worst classification 

performance of the kernels according to the performance classification measurements that 

can be seen in Table 8.2. 

 

Table 8.2. SVM kernel Performance Measurements classifying Medical Data 

Used Datasets 
Kernel 

Functions 

Classification Performance measures 

Accuracy 

(%) 
Precision Sensitivity F-measure 

Children 

Autistic 

NPK 95.5479 0.973 0.940 0.956 

PK 100 1.000 1.000 1.000 

PUK 100 1.000 1.000 1.000 

RBF 99.3151 0.993 0.993 0.993 

Adolescent 

Autistic 

NPK 97.1154 0.0.955 1.000 0.977 

PK 93.2692 0.967 0.921 0.943 

PUK 96.1538 0.954 0.984 0.969 

RBF 97.1154 0.955 1.000 0.977 

Chronic Kidney 

Disease 

NPK 99.75 1.000 0.996 0.998 

PK 99.25 1.000 0.988 0.994 

PUK 99 1.000 0.984 0.992 

RBF 99.75 1.000 0.996 0.998 

 

Cryotherapy 

NPK 95.5556 0.975 0.929 0.951 

PK 96.6667 0.976 0.952 0.964 

PUK 97.7778 0.976 0.976 0.976 

RBF 97.7778 0.976 0.976 0.976 

 

Immunotherapy 

NPK 78.8889 0.000 0.000 0.000 

PK 81.1111 0.600 0.316 0.414 

PUK 81.1111 0.600 0.316 0.414 

RBF 78.8889 0.000 0.000 0.000 
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According to Table 8.2 and in the case of accuracy in the performance of the kernel 

functions in the processes of classifying the used medical datasets, PK and PUK had the best 

performance in the accuracy of Autistic Children dataset classification (Because of the 

extreme balance of this dataset, where all data points are distributed almost equally on 

dataset classes) by a percentage which at best reached (100%) and at worst was (81.1111%) 

in the Immunotherapy dataset classification in the first rank compared to the performance of 

the other kernels in the classification of all of the other datasets. Each of the NPK and RBF 

kernels came out as having the second-best performance in relation to the accuracy of the 

Chronic Kidney Disease dataset classification by a percentage which at best reached (99.75) 

and at worst was (78.8889%) in the Immunotherapy dataset classification. 

After that, in the case of the precision of the performance measurements of the kernel 

functions in the processes of classifying the used medical datasets, each of the PK and PUK 

had the best performance in relation to the precision of the Autistic Children and Chronic 

Kidney Disease datasets by a percentage that at best reached (1.000) and at worst (0.600) in 

the Immunotherapy dataset classification in the first rank compared to the performance of 

the other kernels in the classification of all the other datasets. Each of the NPK and RBF 

kernels came out as having the second-best performance in the precision terms of the Chronic 

Kidney Disease dataset classification by a percentage which at best reached (1.000) and at 

worst was (0.000) in the Immunotherapy dataset classification. 

In the case of the sensitivity of the performance measurements of the kernel functions 

in processes of classifying the used medical datasets, each of the PK and PUK had the best 

performance in terms of sensitivity in the Autistic Children dataset classification by a 

percentage which at best reached (1.000) and at worst was (0.316) in the Immunotherapy 

dataset classification. This was in the first rank compared to the performance of the other 

kernels in the classification of all of the other datasets. Each of the NPK and RBF kernel had 

the second-best performance in terms of the sensitivity of the Autistic Adolescent dataset 

classification by a percentage which at best reached (1.000) and at worst was (0.000) in the 

Immunotherapy dataset classification. 

Finally, in the case of the F-Measures of the performance measurements of the kernel 

functions involved in the processes of classifying the used medical datasets, as can be seen, 

each of the PK and PUK had the best performance in the Autistic Children dataset 

classification by a percentage which at best reached (1.000) and at worst (0.414). Then, each 

of the NPK and RBF kernels came out as the second-best performance in terms of the F-
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measure in the Chronic Kidney Disease dataset classification by a percentage which at best 

reached (0.998) and at worst (0.000) according to the Immunotherapy dataset classification. 

There are other important criteria that contribute to the assessment of the classification 

performance when building a 10-fold cross-validation model by the classifier, including the 

error rate of the algorithm, the time that it needs to complete its classification tasks, and the 

number of data points that were correctly and incorrectly classified, all of which are referred 

to in Table 8.3. 

 

Table 8.3. Kernel Function Error Rates for10-fold Cross Validation 

Used Datasets 
Kernel 

Functions 

Correctly 

predicted 

instances 

Incorrectly 

predicted 

instances 

Error 

rates % 

Overall  time taken 

to build the model 

(in seconds) 

Autistic Children 

NPK 279 13 4.45 0.04 

PK 292 0 0 0.03 

PUK 292 0 0 0.03 

RBF 290 2 0.68 0.02 

Autistic Adolescents 

NPK 101 3 2.88 0.01 

PK 97 7 6.73 0.01 

PUK 100 4 3.84 0.01 

RBF 101 3 2.88 0.01 

Chronic Kidney 

Disease 

NPK 399 1 0.25 0.02 

PK 397 3 0.75 0.01 

PUK 396 4 1 0.02 

RBF 399 1 0.25 0.02 

Cryotherapy 

NPK 86 4 4.4 0.01 

PK 87 3 3.33 0.01 

PUK 88 2 2.22 0.01 

RBF 88 2 2.22 0.01 

Immunotherapy 

NPK 71 19 21.11 0.01 

PK 73 17 18.88 0.01 

PUK 73 17 18.88 0.01 

RBF 71 19 21.11 0.01 
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According to Table 8.3, the time that the kernels needed to classify any type of medical 

data used did not exceed 0.04 seconds and was no less than 0.01 seconds. The highest error 

rate was recorded in the NPK and RBF kernels in the case of classifying the Immunotherapy 

dataset, which reached 21.11%. Both PK and PUK performed a complete percentage of 

accuracy (100%) in the case of the autistic child dataset classification; therefore, they did 

not record an error rate 0%. 

The error rate is inversely proportional to the number of data points that have been 

correctly classified, and this is further inverse with the number of data points that have been 

incorrectly classified. The higher value of error rate of the kernel classification performance, 

the lowest number of data points that have been correctly classified. Vice versa with the 

number of data points that have been incorrectly classified. 

 

Table 8.4. Comparisons Between Proposed Methods with Other Methods Using Autistic Children and Autistic 

Adolescent Datasets 

Used methods 

for Autistic Children 

Accuracy 

% 

Used methods 

For Autistic Adolescent  

Accuracy 

% 

Proposed method with NPK 95.5479 Proposed method with NPK 97.1154 

Proposed method with PK 100 Proposed method with PK 93.2692 

Proposed method with PUK 100 Proposed method with PUK 96.1538 

Proposed method with RBF 99.3151 Proposed method with RBF 97.1154 

Ref [ 76]  99.7 Ref [77]  98.27 

 

As shown in Table 8.4. the proposed method with PK and PUK kernel functions are 

superior than other method using Autistic Children dataset. The obtained accuracy (%) for 

proposed methods using PK and PUK is 100%. In case of Autistic Adolescent Dataset, the 

other method with accuracy 98.27 is superior than proposed methods. 

 

Table 8.5. Comparisons Between Proposed Methods with Other Methods Using Chronic Kidney Disease 

Dataset 

Used methods 

for Chronic Kidney Disease 

Accuracy 

% 

Proposed method with NPK 99.75 

Proposed method with PK 99.25 

Proposed method with PUK 99 

Proposed method with RBF 99.75 

Ref [ 78]  99 
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As shown in Table 8.5. the proposed method with NPK, PK and PUK kernel functions 

are superior than other method using Chronic Kidney Disease. The obtained accuracy (%) 

for proposed methods using NPK and RBF is 99.75 and for PK is 99.25%. 

 

Table 8.6. Comparisons Between Proposed Methods with Other Methods Using Cryotherapy and 

Immunotherapy Datasets 

Used methods 

for Cryotherapy 

Accuracy 

% 

Used methods 

for Immunotherapy 

Accuracy 

% 

Proposed method with NPK 95.5556 Proposed method with NPK 78.8889 

Proposed method with PK 96.6667 Proposed method with PK 81.1111 

Proposed method with PUK 97.7778 Proposed method with PUK 81.1111 

Proposed method with RBF 97.7778 Proposed method with RBF 78.8889 

Ref [ 79]  80.7 Ref [79]  83.33 

 

As shown in Table 8.6. the proposed methods with all kernel functions are superior 

than other method using Cryotherapy dataset. In case of Immunotherapy Dataset, the other 

method with accuracy 83.33 is superior than proposed methods. 
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9. CONCLUSIONS 

 

In this study, the emphasis was placed on the medical aspect representing three types 

of diseases (Autistic Children, Autistic Adolescents, and Chronic Kidney failure) and two of 

the common treatments used to treat warts. All of the datasets were extracted from the UCI 

data depository. The approach of this study was to try to build a system through which we 

could know whether the cases to be diagnosed are considered sick or not sick, treated or not 

treated depending on the used datasets. Four types of the support vector machine kernel 

functions were used (normalised polynomial kernel function (NPK), polynomial kernel 

function (PK), Pearson VII function based Universal Kernel function (PUK), and Radial 

Basis Function Kernel (RBF)). A comparison was made of these classifiers in terms of data 

classification based on the familiar performance standards (confusion matrix, accuracy, 

sensitivity, precision and error rate) in the field of data mining to evaluate the extent of each 

kernel’s impact on the used medical datasets. 

In order to obtain the best performance for each kernel, an increase in the value of 

parameters that makes the kernel results being adjusted for each dataset in WEKA 

workbench tool using 10 fold cross-validation to divide the data into two parts: the testing 

data and the training data. The parameters vary from kernel to kernel, and generally include 

C, Omega, Sigma, and Gamma.  It was concluded that the gradual and systematic increase 

in the value of parameters, especially the parameter (C), is an important step in the best 

practice in the use of SVM kernel functions as well as to tell the kernel optimization how 

much you want to avoid misclassifying data points According to this study, the best result 

obtained in the accuracy of the data classification was for both kernels (PK) and (PUK) in 

classifying the autistic children dataset, which reached 100% in the accuracy of performance. 

As a future work, it will be about how to handle the classification of imbalanced datasets as 

(Immunotherapy) by applying other types of SVM kernel functions or by using other 

classification algorithms. 
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