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ABSTRACT 

 

Weak 𝜆 −Statistical Convergence  
 

Kosrat Osman MOHHAMED  

Master Thesis 

FIRAT UNIVERSITY 
Graduate School of Natural and Applied Sciences 

Department of Mathematics 

Program: Analysis and Functions Theory 

January 2020, Pages: xi + 26 

 

 In the first part of this thesis is consisting of three chapters, some basic concepts related to the 

subject are given. 

 In the second part, statistical convergence, weak convergence, weak statistical convergence and 

𝜆 −statistically convergence and weak 𝜆 −statistically convergence are investigated and the 

relations between each of them are given. 

In the last part weakly [𝑉, 𝜆] −summable of order 𝛼 and weakly 𝜆 − statistically convergence 

sequence of order 𝛼 were defined and the relations between these concepts are given. 

 

Keywords: Statistical Convergence, 𝜆 −Statistically Convergence, Weak Convergence, Weak 

Statistical Convergence, Weak 𝜆 −Statistically Convergence of order 𝛼. 
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ÖZET 

 

 

Zayıf 𝜆 −İstatistiksel Yakınsaklik 

 
Kosrat Osman MOHHAMED  

 
Yüksek Lisans Tezi 

 
FIRAT ÜNİVERSİTESİ 

Fen Bilimleri Enstitüsü 

 
Matematik Anabilim Dalı 

 

Ocak 2020, Sayfa: vii+26 

 
 Üç bölümden oluşan bu tezin ilk bölümünde konuya ilişkin bazı temel kavramlar 

verilmiştir.  

İkinci bölümde, istatistiksel yakınsaklık, zayıf yakınsaklık, zayıf istatistiksel yakınsaklık, 

𝜆 −istatistiksel olarak yakınsaklık ve zayıf 𝜆 −istatistiksel yakınsaklık araştırılmış ve bunlar 

arasındaki ilişkiler ele alınmıştır. 

   Son bölümde 𝛼. dereceden zayıf  𝜆 − istatistiksel yakınsaklık ve 𝛼. dereceden zayıf  

[𝑉, 𝜆] −toplanabilirlik ve bu kavramlar arasındaki ilişki verilmiştir. 

 

Anahtar kelimeler: İstatistiksel yakınsaklık, 𝜆 −istatistiksel yakınsaklık, Zayıf yakınsaklık, Zayıf 

İstatistiksel yakınsaklık, 𝛼. dereceden zayıf 𝜆 − istatistiksel yakınsaklık. 
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LIST OF ABBREVIATIONS 

Symbols 

ℕ : Set of the natural numbers 

ℝ : Set of the real numbers 

ℂ : Set of the complex numbers 

𝜔 : Space of all sequences 

𝑐 : Space of all convergent sequences 

𝑐0 : Space of all null sequences 

ℓ∞ : Space of all bounded sequences 

𝑋∗ : The continuous dual of 𝑋 

𝑆 : Statistically convergence sequences 

𝑆𝜆 : 𝜆 −statistically convergence sequences 

𝑊𝑆𝜆 : Weakly   𝜆 −statistically convergence sequence 

𝑊𝑆 𝜆
𝛼 : Weakly   𝜆 −statistically convergence sequence of  order 𝛼 



 

 

1. INTRODUCTION

Statistical convergence is the generalization of the ordinary convergence. In 1935 Zygmund [13] 

provided the idea of statistical convergence  in the first edition published in Warsaw. After that Fast 

[6] reintroduced this idea formally, statistical convergence has explored in number theory, 

trigonometric series, Fourier analysis, measure theory, Banach spaces. Later It was investigated 

further from the viewpoint of linked with summability theory and sequence space by Fridy [7], 

Salat[11], Bhardwaj and Bala [2], Mursaleen [10] etc. In fact, statistical convergence is closely 

linked to the theory of convergence in probability.The statistical convergence depends on the 

density of the subsets of N. Let 𝐾 ⊆ ℕ. Then 𝛿(𝐾) denotes the natural density of 𝐾 which defined 

by 

𝛿(𝐾) = lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑘 ∈ 𝐾}|. 

whenever the limit exists. |{𝑘 ≤ 𝑛: 𝑘 ∈ 𝐾}|denotes the number of elements of 𝐾 not exceeding 𝑛 

A sequence (𝑎𝑘) is statistically convergent if     

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − ℓ| ≥ 𝜀}| = 0 

for any 𝜀 > 0 and for some ℓ. Sometimes denotes  𝑠𝑡𝑎𝑡 − lim
𝑘→∞

𝑎𝑘 =  ℓ (see [7]). After that 

Mursaleen [10] introduced the 𝜆 − 𝑑𝑒𝑛𝑠𝑖𝑡𝑦  of  𝑀 ⊆ ℕ is defined by 

𝛿𝜆(𝑀) = lim
𝑛→∞

1

𝜆𝑛
|{𝑘: 𝑛 − 𝜆𝑛 + 1 ≤ 𝑘 ≤ 𝑛 𝑎𝑛𝑑 𝑘 ∈ 𝑀}| 

and 𝜆 −statistically convergent as follows: 

The sequence 𝑎 = (𝑎𝑘) of real number is called 𝜆 −statistically convergent to the number ℓ if 

∀ 𝜀 > 0  

lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: |𝑎𝑘 − ℓ| ≥ 𝜀 }| = 0. 

In this condition we write 𝑆𝜆 − lim
𝑛→∞

 𝑎𝑘 = ℓ 

Also Çolak and Bektaş introduced  - statistical convergence of order  in [4] 

Definition 1.1 [3] Let 𝑋 be a set such that the two operation (vector addition and scalar 

multiplication) are defined and 𝐾 be a field on 𝑋. If the following axioms are satisfied for every 

𝑥, 𝑦 and 𝑧 in 𝑋 and every scalars 𝛼, 𝛽 ∈ 𝐾, then 𝑋 is said to be a vector space (linear space). 

                (𝑥, 𝑦) ⟶ 𝑥 + 𝑦  from 𝑋 × 𝑋 into 𝑋 is called vector addition 

(1)  𝑥, 𝑦 ∈ 𝑋   (Closure under addition) 

(2)  𝑥 + 𝑦 = 𝑦 + 𝑥  (Commutative property) 

(3)  𝑥 + (𝑦 + 𝑧) = (𝑥 + 𝑦) + 𝑧 (Associative property)
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(4) 𝑋  has zero vector 𝜃 such that  𝑥 + 𝜃 = 𝑥 for any 𝑥 ∈ 𝑋  (Additive identity) 

(5) For every 𝑥 ∈ 𝑋, there is a vector (−𝑥) ∈ 𝑋 such that 𝑥 + (−𝑥) = 𝜃  (Additive inverse) 

              (𝛼, 𝑥) ⟶ 𝛼. 𝑥  from 𝐾 × 𝑋 into 𝑋 is called scalar multiplication 

 (6)  𝛼𝑥 ∈ 𝑋 (Closure under scalar multiplication) 

(7)  𝛼(𝑥 + 𝑦) = 𝛼𝑥 + 𝛼𝑦   (Distributive property) 

(8) (𝛼 + 𝛽)𝑥 = 𝛼𝑥 + 𝛽𝑥   (Distributive property) 

(9) 𝛼(𝛽𝑥) = (𝛼𝛽)𝑥            (Associative property) 

(10) 1. 𝑥 = 𝑥                       (Scalar identity) 

Elements of 𝑋 are said to be vectors. If 𝐾 = ℝ, then 𝑋 is said to be a real linearspace, and 

if 𝐾 = ℂ, 𝑋 is said to be a complex linear space. 

Definition 1.2 [12] An infinite sequence is a function whose domain is the set of natural numbers. 

The function values  

𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑘 , … 

are the terms of the sequence. If the domain of the function consists of the first 𝑘 positive integers, 

the sequence is finite sequence.  If the range of the sequence is real, we say that it is real sequence. 

In general we use this notation  

𝑎 = (𝑎𝑘)𝑘=1
∞ . 

Example 1.3 [12]  The sequence (𝑎𝑘)𝑘=1
∞  such that  𝑎𝑘 =

1

𝑘
  is an infinite sequence, this sequence 

is a function whose domain  ℕ , the value at any  𝑘  is  
1

𝑘
. The set of values is {1,

1

2
,
1

3
, … }. 

Example 1.4 [12] The sequence (𝑎𝑘)𝑘=1
∞  such that  𝑎𝑘 = (−2)

𝑘  is also an infinite sequence, this 

sequence is a function whose domain ℕ. The set of values is {2,−2}. 

Definition 1.5 [12] Let (𝑎𝑘)𝑘=1
∞  be a sequence of real number and  𝛾 ∈ ℝ  be a constant real 

number. If  𝑎𝑘 = 𝛾  for every 𝑛 ∈ ℕ then  (𝑎𝑘)𝑘=1
∞  is called constant sequence. 

Example 1.6 [12]  The sequence (𝑎𝑘)𝑛=1
∞ = (4)𝑘=1

∞  is the constant sequence  {4,4,4,… } whose 

set of values is singleton {4}. 

Definition 1.7 [12] Given 𝑎 = (𝑎𝑛) and let 𝑘1  < 𝑘2 < ⋯ < 𝑘𝑛 < ⋯ where 𝑘𝑛 ∈ ℕ. Then the 

sequence ( 𝑎𝑛1  , 𝑎𝑛2  , . . . , 𝑎𝑛𝑘  , . . . ) is called a subsequence of 𝑎. 

Example 1.8 Given 𝑎 = (1,
1

2
,
1

3
, … ), then obviously the sequence𝑎 = (𝑎3𝑛) = ( 

1

3
,
1

6
,
1

9
, … ,

1

3𝑛
), is 

a subsequence of 𝑎 = (𝑎𝑛). 

Definition 1.9 [12] We call the sequence (𝑎𝑘)𝑘=1
∞  is bounded from above if there exist a real 

number  𝑚 such that it is satisfies the inequality 

𝑎𝑘 ≤ 𝑚  for all  𝑘 ∈ ℕ. 
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Definition 1.10 [12] We call the sequence (𝑎𝑘)𝑛=1
∞  is bounded from below if there exist a real 

number  𝑚 such that it is satisfies the inequality 

𝑚 ≤ 𝑎𝑘  for all  𝑘 ∈ ℕ. 

Definition 1.11 [12] We call the sequence (𝑎𝑘)𝑘=1
∞  is bounded sequence if there exist a real number  

𝑀 such that it is satisfies the inequality 

|𝑎𝑘| ≤ 𝑀  for all 𝑘 ∈ ℕ. 

Lemma 1.12 [12] The sequence (𝑎𝑘)𝑘=1
∞  is said to be bounded sequence if it is bounded from 

above and below. 

Definition 1.13 [12] Let (𝑎𝑘)𝑘=1
∞  be a sequence of real number, then we say that the sequence 

(𝑎𝑘)𝑛=1
∞  converge to areal number ℓ if and only if  ∀ 𝜀 > 0, ∃ 𝑁 ∈ ℕ such that  

|𝑎𝑘 − ℓ| < 𝜀  ∀ 𝑘 ≥ 𝑁 

in this case we write  

lim
𝑘→∞

𝑎𝑘 = ℓ or 𝑎𝑘⟶ ℓ as 𝑘 ⟶ ∞. 

Definition 1.14 [12] A sequence (𝑎𝑘)𝑘=1
∞  of real number converges to zero is said to be null 

sequence [3]. 

Theorem 1.15 [12]  Every convergent sequence is bounded. 

Remark 1.16 The converse above theorem in general may not be true for example the sequence 

(𝑎𝑘)𝑘=1
∞ = (−1)𝑘+1  is bounded sequence but it is not convergent. 

Theorem 1.17 [12] Let 𝑎 = (𝑎𝑛) be a convergent sequence, then limit of 𝑎 is unique. 

Definition 1.18 [8] Let 𝑋 be a real or complex vector space. A ‖ . ‖ function from 𝑋 into the set 

ℝ+ of non-negative numbers, the pair (𝑋, ‖ . ‖) is called normed linear space and ‖ . ‖ is a norm on 

𝑋, if the following conditions are satisfied for every elements 𝑥, 𝑦 ∈ 𝑋 and scalar 𝛾 

(N1) ‖𝑥‖ ≥ 0, 

(N2) ‖𝑥‖ = 0 if and only if  𝑥 = 𝜃, 

(N3) ‖𝛾𝑥‖ = |𝛾|. ‖𝑥‖, 

(N4) ‖𝑥 + 𝑦‖ ≤ ‖𝑥‖ + ‖𝑦‖. 

The condition (N3) is called absolute homogeneity and the condition (N4) is called triangle 

inequality. 
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Remark 1.19 If 𝑋 is a real linear space, then the scalar 𝛾 must be real number. 

Definition 1.20 [12] Let (𝑎𝑘)  be a sequence in a normed linear space  (𝑋, ‖ . ‖), then it is called 

convergent to 𝑎 in  𝑋 if  

‖𝑎𝑘 − 𝑎‖ ⟶ 0 as 𝑘 ⟶ ∞ 

Lemma 1.21 [12] Let 𝑥 and y be two elements in a normed linear space 𝑋, then  

|‖𝑥‖ − ‖𝑦‖| ≤ ‖𝑥 − 𝑦‖. 

Definition 1.22 [8] Let 𝑋 and 𝑌 be two normed linear spaces over the same field of scalars. Then 

a transformation (or map, operator) 𝑇 ∶  𝑋 ⟶  𝑌 is said to be linear if 

𝑇(𝑥 +  𝑦) =  𝑇(𝑥) +  𝑇(𝑦) and 𝑇(𝛼𝑥)  =  𝛼𝑇(𝑥) 

for all 𝑥, 𝑦 ∈  𝑋 and for all scalars 𝛼.  

Definition 1.23 [8]  𝑓 is a linear functional on 𝑋 if 𝑓 ∶  𝑋 ⟶ ℝ or ℂ is a linear operator. In other 

words a linear functional is a real or complex-valued linear operator. 

Definition 1.24 [8] Let 𝑋 and 𝑌 be two normed spaces. The set 𝐵(𝑋, 𝑌) consisting of all bounded 

linear operators from 𝑋 into 𝑌 is a linear space with respect to the addition and scalar multiplication 

of operators. If 𝑌 = ℝ or ℂ, then 𝐵(𝑋, 𝑌) is called the continuous dual of 𝑋 and denoted by 𝑋∗. 𝑋∗ 

forms a normed space with the norm 

‖𝑓‖ = sup
𝑥∈𝑋
𝑥≠𝜃

{
|𝑓(𝑥)|

‖𝑥‖
} = sup

𝑥∈𝑋
‖𝑥‖=1

{|𝑓(𝑥)|}. 

Theorem 1.25 [8] (Hahn Banach Theorem ) Let 𝑓 be a bounded linear functional on a subspace 𝑍 

of a normed space 𝑋. Then there exist a bounded linear functional 𝑓  on 𝑋 which is an extension of 

𝑓 to 𝑋 and has the same norm. i.e.  ‖𝑓‖
𝑥
= ‖𝑓‖𝑍 where  

‖𝑓‖
𝑥
= sup

𝑥∈𝑋
‖𝑥‖=1

{|𝑓(𝑥)|}  and ‖𝑓‖𝑧 = sup
𝑥∈𝑍
‖𝑥‖=1

{|𝑓(𝑥)|}. 

Theorem 1.26 [8] Let 𝑋 be a normed space and let 𝑥0 ≠ 𝜃 be any element of 𝑋. Then there exist a 

normed linear functional 𝑓 on 𝑋 such that 

‖𝑓‖ = 1  and  𝑓(𝑥) = ‖𝑥0‖. 

Definition 1.27 [1]  (Space 𝜔 ) The space of all complex sequences defined by  

𝜔 = {𝑧 = (𝑧𝑘) ∶  𝑧𝑘 ∈ ℂ, (𝑘 ∈ ℕ) }. 
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An element of 𝜔 has the form 𝑧 = (𝑎𝑘 + 𝑏𝑘), where  𝑎𝑘 and  𝑏𝑘 are both real sequences.  It 

is easy that 𝜔 is a linear space according to the usual coordinative addition and scalar multiplication 

of sequences which are defined by  

𝑥 + 𝑦 = (𝑎𝑘) + (𝑏𝑘) = (𝑎𝑘 + 𝑏𝑘) and 𝑐𝑎 = (𝑐𝑎𝑘) = 𝑐(𝑎𝑘) 

where  𝑎 = (𝑎𝑘), 𝑏 = (𝑏𝑘) ∈ 𝜔 and 𝑐 ∈ ℂ. 

Definition 1.28 [8]  (Space ℓ∞ ) The space of all bounded sequences is indicated by  ℓ∞ and 

defined by  

ℓ∞ = {𝑎 = (𝑎𝑘) ∈ 𝜔: sup
𝑘∈ℕ
|𝑎𝑘| < ∞}. 

Definition 1.29 [3]  (Space 𝑐 ) The space of all convergent sequences is  indicated by 𝑐 and 

defined by  

𝑐 = {𝑎 = (𝑎𝑘) ∈ 𝜔:  lim
𝑘→∞

|𝑎𝑘 − 𝑙| = 0,  𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑙 ∈ ℂ } 

Definition 1.30  [3] (Space  𝑐0 ) The vector space of all null sequences is indicated by 𝑐0 and 

defined by  

𝑐 = {𝑎 = (𝑎𝑘) ∈ 𝜔:  lim
𝑘→∞

 𝑎𝑘 = 0} . 

Theorem 1.31 [1] The following statements are strictly true. 

(𝑖)  𝑐0 ⊂ 𝑐, 

(𝑖𝑖) 𝑐 ⊂ ℓ∞. 

 



 

2. WEAK AND STATISTICAL CONVERGENCE

Definition 2.1 [6] Let  𝐾 ⊆ ℕ and define    

𝛿(𝐾) = lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑘 ∈ 𝐾}|. 

The number 𝛿(𝐾) is said to be the natural density of the set 𝐾, if the limit exist. We can examined 

that every finite subset of the set ℕ has 𝛿(𝐾) = 0 and 𝛿(𝐾𝑐) = 1 − 𝛿(𝐾) where 𝐾𝑐 = ℕ −𝐾 for 

any  𝐾 ⊆ ℕ. If 𝛿(𝐾) = 1, then is called statistically dense. 

Example 2.2 For the set 𝐾 = {𝑎𝑘 + 𝑏: 𝑘 ∈ ℕ} we have  𝛿(𝐾) =
1

𝑎
. 

Example 2.3 The set 𝐾 = {𝑘2: 𝑘 ∈ ℕ} has natural density zero in fact |𝐾(𝑛)| ≤ √𝑛 so we conclude 

that lim
𝑛→∞

√𝑛

𝑛
= 0. 

Definition 2.4 [7] Let 𝑎 = (𝑎𝑘) ∈ 𝑤. We say that the sequence (𝑎𝑘) is statistically convergent if     

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − ℓ| ≥ 𝜀}| = 0 

for any 𝜀 > 0 and for some ℓ. If the condition satisfied we say that 𝑎 is statistically convergent to 

the number ℓ. Sometimes denotes  

𝑠𝑡𝑎𝑡 − lim
𝑘→∞

𝑎𝑘 =  ℓ 

and S delineate the collection all stat-convergent sequence. 

Lemma 2.5 [7] If the sequence (𝑎𝑘) is stat-convergent to 𝑎 and the sequence 𝑏𝑘 is statistically 

convergent to 𝑏 and 𝑐 ∈ ℝ, then 

(𝑖) The sequence (𝑐𝑎𝑘) is stat-convergent to 𝑐𝑎, 

(𝑖𝑖) The sequence (𝑎𝑘 + 𝑏𝑘) is stat-convergent to 𝑎 + 𝑏. 

Theorem 2.6 [11]  Every convergence sequence is statistically convergence sequence. In other 

word if   lim
𝑘→∞

 𝑎𝑘 =  ℓ   then  𝑠𝑡𝑎𝑡 − lim
𝑘→∞

 𝑎𝑘 =  ℓ. 

Proof: Suppose that    lim
𝑘→∞

 𝑎𝑘 =  ℓ. Then   ∀ 𝜀 > 0, ∃ 𝑁 ∈ ℕ such that  

|𝑎𝑘 − ℓ| < 𝜀   ∀ 𝑘 ≥ 𝑁. 

Since δ(𝐻(𝜀)) = 0 where  𝐻(𝜀) = {𝑘 ∈ ℕ ∶  |𝑎𝑘 − ℓ| ≥ 𝜀}, we get 𝑠𝑡𝑎𝑡 − lim
𝑘→∞

 𝑎𝑘 =  ℓ.   

Note the converse above theorem is not true in general.  

Example 2.7 [11] Let  (𝑎𝑘) be defined as:
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 𝑎𝑘 = {
1, 𝑖𝑓 𝑘 𝑖𝑠 𝑎 𝑠𝑞𝑢𝑎𝑟𝑒

0,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

It is clear that ( 𝑎𝑘) is not convergent. Because the limit points of  (𝑎𝑘) are 0 and 1. But the 

sequence  (𝑎𝑘) is statistically convergent and statistical limit is 0 . Indeed suppose that 𝜀 > 0, we 

have  

𝛿({𝑘 ∈ ℕ ∶ |𝑎𝑘 − 0| ≥ 𝜀}) = lim
𝑛→∞

1

𝑛
|{𝑘 ∈ ℕ ∶ |𝑎𝑘 − 0| ≥ 𝜀}|. 

Fix 𝑛 ∈ ℕ and set |𝐴| = {𝑘2: 𝑘2 ≤ 𝑛} , then |𝐴| ≤ √𝑛 where  |𝐴| denotes cardinality of  the set 𝐴, 

so  

𝛿({𝑘 ∈ ℕ ∶ |𝑎𝑘 − 0| ≥ 𝜀}) = lim
𝑛→∞

1

𝑛
|{𝑘 ∈ ℕ ∶ |𝑎𝑘 − 0| ≥ 𝜀}| ≤ lim

𝑛→∞

√𝑛

𝑛
. 

Therefore  

𝛿({𝑘 ∈ ℕ ∶ |𝑎𝑘 − 0| ≥ 𝜀}) = 0. 

 Hence  

𝑠𝑡𝑎𝑡 − lim
𝑘→∞

 𝑎𝑘 =  0. 

Another difference between ordinary and statistical convergence is the boundedness property of 

ordinary convergence because in the sense of ordinary convergence sequences are all bounded but 

we may have unbounded and statistical convergence and hence we have some example to illustrate 

it. 

Example 2.8 Let  (𝑎𝑘)  be defined as  

𝑎𝑘 = {
√𝑘  , 𝑖𝑓 𝑘 = 𝑚2

0     , 𝑖𝑓𝑘 ≠ 𝑚2 
 

Then the sequence 𝑎𝑘 is statistically convergence to 0, but it is not bounded. 

Example 2.9 Let  (𝑎𝑘)  be defined as  

𝑎𝑘 = {
𝑘2  , 𝑖𝑓 𝑘 = 𝑚2

1    , 𝑖𝑓𝑘 ≠ 𝑚2 
 

Then the sequence 𝑎𝑘 is statistically convergence to 1, but it is not bounded. 
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Definition 2.10 [11] A sequence 𝑎 = (𝑎𝑘) is said to be statistically bounded if there exist 𝑀 > 0 

such that lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘| > 𝜀}| = 0 i.e |𝑎𝑘| ≤ 𝑀 𝑎. 𝑎. 𝑘. 

Theorem 2.11 [11] Every bounded number sequences is statistically bounded. 

Remark 2.12 The converse of theorem is generally true. 

Example 2.13 Let  𝑎 = (𝑎𝑘)  be defined as  

𝑎𝑘 = {
𝑘2        , 𝑖𝑓 𝑘 = 𝑚2

(−1)𝑘  , 𝑖𝑓𝑘 ≠ 𝑚2 
 

then the sequence 𝑎 = {1,1, −1,16,−1,1, … } is not bounded. Now we must show that 𝑎 =

(𝑎𝑘)  is statistically bounded, suppose that 𝑀 > 1 be given. Then 

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘| > 𝑀}| ≤ lim

𝑛→∞

√𝑛

𝑛
= 0. 

Hence 𝑎 is statistically bounded. 

Remark 2.14 Every subsequence of convergence sequences is also convergent. But every 

subsequence of statistically convergence may not be convergent and may not be 

statistically bounded. 

For example, suppose that  𝑎 = (𝑎𝑘)  be defined as  

𝑎𝑘 = {
𝑘   , if 𝑘 is prime number
0   , otherwise.

 

Since the natural density of the collection of prime numbers is zero, therefore  

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑘 is prime number}| = 0 

and hence (𝑎𝑘) is statistically convergent to zero, but it is obvious that the subsequence (𝑎𝑘′) is 

not convergence and not statistically convergence such that (𝑎𝑘′) = {1,2,3,5,7,11,… }. 

Theorem 2.15 [7] Let  (𝑎𝑘)  and  (𝑏𝑘)  be two sequences such that  (𝑎𝑘)  is convergent to  ℓ and 

(𝑏𝑘)  is stat-convergent to zero, then the sequence  (𝑎𝑘 + 𝑏𝑘)  is stat-convergent to  ℓ. 

Proof: Let  (𝑎𝑘)  be a convergent sequence. So by definition of convergent sequence  

lim
𝑘→∞

 𝑎𝑘 =  ℓ, i.e,  ∀𝜀 > 0, ∃ 𝑁 ∈ ℕ such that   |𝑎𝑘 − ℓ| < 𝜀,   ∀ 𝑘 ≥ 𝑁. 

Also since (𝑏𝑘) is stat-convergent to zero so Stat- lim 
𝑘→∞

𝑏𝑘 = 0, i.e, 

                                         lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑏𝑘 − 0| ≥ 𝜀}| = 0                                                                (1) 
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Now, let stat - lim
𝑘→∞

(𝑎𝑘 + 𝑏𝑘) = ℓ
′. So                                                                               

                    𝑠𝑡𝑎𝑡 − lim
𝑘→∞

(𝑎𝑘 + 𝑏𝑘) = lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |(𝑎𝑘 + 𝑏𝑘) − ℓ

′| ≥ 𝜀}| = 0. 

Note that         

                       | lim
𝑘→∞

|𝑎𝑘 − ℓ
′ | +  lim

𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑏𝑘 − 0| ≥ 𝜀}|| = 0. 

  By using (1) we get  

                                lim
𝑘→∞

|𝑎𝑘 − ℓ
′ | = 0  i. e.  lim

𝑘→∞
 𝑎𝑘 = ℓ

′.   

So by our assumption we know that  lim
𝑘→∞

 𝑎𝑘 =  ℓ. So we get ℓ′ = ℓ. Hence  we get  

𝑠𝑡𝑎𝑡 − lim
𝑘→∞

(𝑎𝑘 + 𝑏𝑘) =  ℓ. 

Theorem 2.16 [7] Suppose that the sequence  (𝑎𝑘)   is stat-convergent to  ℓ.  Then there are 

sequences  (𝑎𝑘)  and  (𝑏𝑘)   such that   

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑎𝑘 ≠ 𝑏𝑘}| = 0 

and  (𝑧𝑘) is stat-null sequence, where  

lim
𝑘→∞

 𝑏𝑘 =  ℓ,  𝑎𝑘 = (𝑏𝑘 + 𝑧𝑘) 

Proof: Consider the sequence  (𝑎𝑘)   is stat-convergent to ℓ. So by definition of stat-convergent 

we have                                                     

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − ℓ| ≥ 𝜀}| = 0 

and by assumption we have  |𝑏𝑘 − ℓ| ⟶ 0 as 𝑘 ⟶ ∞. We must show that  

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑎𝑘 ≠ 𝑏𝑘}| = 0  and   lim

𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑧𝑘 − ℓ| ≥ 𝜀}| = 0. 

 Since (𝑎𝑘)   is stat-convergent to  ℓ, so we have  lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − ℓ| ≥ 𝜀}| = 0. 

Hence                         

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − ℓ − 𝑏𝑘 + 𝑏𝑘| ≥ 𝜀}| = 0. 

In another word    
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lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |(𝑎𝑘 − 𝑏𝑘) + (𝑏𝑘 − ℓ)| ≥ 𝜀}| = 0. 

Therefore  

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |(𝑎𝑘 − 𝑏𝑘)| ≥ 𝜀}| + lim

𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |(𝑏𝑘 − ℓ)| ≥ 𝜀}| = 0. 

Since lim
𝑘→∞

 𝑏𝑘 =  ℓ, we have   

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |(𝑎𝑘 − 𝑏𝑘)| ≥ 𝜀}| + 0 = 0. 

Hence  

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: |(𝑎𝑘 − 𝑏𝑘)| ≥ 𝜀}| = 0 

implies that 

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑎𝑘 ≠ 𝑏𝑘}| = 0. 

Since    

lim
𝑘→∞

 𝑏𝑘 =  ℓ and 𝑎𝑘 = (𝑏𝑘 + 𝑧𝑘) 

and  

lim
𝑛→∞

1

𝑛
|{𝑘 ≤ 𝑛: 𝑎𝑘 ≠ 𝑏𝑘}| = 0, 

we get  

𝑠𝑡𝑎𝑡 − lim
𝑘→∞

(𝑏𝑘 + 𝑧𝑘) = lim
𝑘→∞

 𝑏𝑘 =  ℓ   

and hence  

𝑠𝑡𝑎𝑡 − lim
𝑘→∞

(𝑧𝑘) = 0. 

Therefore we get our results that (𝑧𝑘) is statistically null sequence. 

Let 𝜆 = (𝜆𝑛) be a non- decreasing sequence of positive real numbers such that  

lim
𝑛→∞

𝜆𝑛 = ∞,  𝜆𝑛+1 ≤ 𝜆𝑛 + 1,  𝜆1 = 1 
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and 𝐼𝑛 = [𝑛 − 𝜆𝑛 + 1, 𝑛] be the closed interval . The set of all sequences satisfying above 

conditions will be denoted by Λ. 

Example 2.17  The sequences (𝜆𝑛) = (𝑛)  and (𝜆𝑛) = (ln (𝑛𝑒)) are in Λ. 

Lemma 2.18 Let (𝜆𝑛) = (𝑛) ∈ Λ. Then for every 𝑛, 𝜆𝑛 ≤ 𝑛. 

Proof  We will prove it by mathematical induction. If 𝑛 = 1, it is clearly that  

                                             𝜆1 ≤ 1. 

Suppose that the inequality be true for 𝑛 = 𝑘, it means that  

                                            𝜆𝑘 ≤ 𝑘.   

Then we must show that  

                                        𝜆𝑘+1 ≤ 𝑘 + 1.                                                                          (2) 

Since 𝜆 = (𝜆𝑛) ∈ Λ, so we have 

                                      𝜆𝑘+1 ≤ 𝜆𝑘 + 1,                                                                           (3) 

using (2) and (3) we can write  

                                        𝜆𝑘+1 ≤ 𝜆𝑘 + 1 ≤ 𝑘 + 1. 

Hence we get our results. 

Definition 2.19 [10] Let  𝜆 = (𝜆𝑛) ∈ Λ. Also suppose that 𝐼𝑛 = [𝑛 − 𝜆𝑛 + 1, 𝑛]  and  𝑀 ⊆ ℕ then 

the 𝜆 − 𝑑𝑒𝑛𝑠𝑖𝑡𝑦  of  𝑀 is defined by  

𝛿𝜆(𝑀) = lim
𝑛→∞

1

𝜆𝑛
|{𝑘: 𝑛 − 𝜆𝑛 + 1 ≤ 𝑘 ≤ 𝑛 𝑎𝑛𝑑 𝑘 ∈ 𝑀}|. 

Remark 2.20 Obviously in the special case if   (𝜆𝑛) = (𝑛) and then  𝜆 − density reduce to the 

definition of natural density.  

Definition 2.21 [4] The sequence 𝑎 = (𝑎𝑘) of real number is called 𝜆 −statistically convergent to 

the number ℓ if ∀ 𝜀 > 0  

lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: |𝑎𝑘 − ℓ| ≥ 𝜀 }| = 0. 

In this condition we write 𝑆𝜆 − lim
𝑛→∞

 𝑎𝑘 = ℓ  and we denote the set of all 𝜆 − statistically convergent 

by 𝑆𝜆. 

Remark 2.22 If (𝜆𝑛) = (𝑛) then 𝑆𝜆 is same as 𝑆. 
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Theorem 2.23 [4] Let (𝑎𝑘) and (𝑏𝑘) be two sequences of real numbers such that 𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 =

𝑎 and  𝑆𝜆 − lim
𝑘→∞

 𝑏𝑘 = 𝑏 and 𝑐 be any real number, then 

(𝑖) 𝑆𝜆 − lim
𝑘→∞

 𝑐𝑎𝑘 = 𝑐𝑎, 

(𝑖𝑖) 𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 + 𝑏𝑘 = 𝑎 + 𝑏. 

Proof (𝑖) Since  

|{𝑘 ≤ 𝑛: |𝑐𝑎𝑘 − 𝑐𝑎| ≥ 𝜀}| = |{𝑘 ≤ 𝑛: |𝑎𝑘 − 𝑎| ≥
𝜀

|𝑐|
}|, 

we have    

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |𝑐𝑎𝑘 − 𝑐𝑎| ≥ 𝜀}| =

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − 𝑎| ≥

𝜀

|𝑐|
}|. 

Therefore                     

lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |𝑐𝑎𝑘 − 𝑐𝑎| ≥ 𝜀}| = lim

𝑛→∞

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − 𝑎| ≥

𝜀

|𝑐|
}| = 0, 

that is  𝑆𝜆 − lim
𝑘→∞

 𝑐𝑎𝑘 = 𝑐𝑎. 

(𝑖𝑖) Observe that 

|{𝑘 ≤ 𝑛: |( 𝑎𝑘 + 𝑏𝑘) − (𝑎 + 𝑏)| ≥ 𝜀}| = |{𝑘 ≤ 𝑛: |(𝑎𝑘 − a ) + (𝑏𝑘 − 𝑏)| ≥ 𝜀}| 

≤ |{𝑘 ≤ 𝑛: |𝑎𝑘 − 𝑎| ≥
𝜀

2
}| + |{𝑘 ≤ 𝑛: |𝑏𝑘 − 𝑏| ≥

𝜀

2
}|. 

Hence  

lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |( 𝑎𝑘 + 𝑏𝑘) − (𝑎 + 𝑏)| ≥ 𝜀}|                                              

                          ≤ lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |𝑎𝑘 − 𝑎| ≥

𝜀

2
}| + lim

𝑛→∞

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |𝑏𝑘 − 𝑏| ≥

𝜀

2
}|. 

Therefore 

lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ≤ 𝑛: |( 𝑎𝑘 + 𝑏𝑘) − (𝑎 + 𝑏)| ≥ 𝜀}| = 0. 

It means that 𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 + 𝑏𝑘 = 𝑎 + 𝑏.  
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Definition 2.24  [2] A sequence (𝑎𝑘) in a normed space 𝑋 is said to be weakly convergent to the 

number 𝑎 ∈ 𝑋, if lim
𝑘→∞

𝜑( 𝑎𝑘 − 𝑎) = 0 for any  𝜑 ∈ 𝑋∗, the continuous dual of 𝑋. In this condition 

we write 𝑊 − lim
𝑘→∞

𝑎𝑘 = 𝑎 or simply 𝑎𝑘
𝑊
→𝑎. 

Theorem 2.25 [2] If a sequence (𝑎𝑘)  ∈ 𝑋 such that 𝑊 − lim
𝑘→∞

𝑎𝑘 = 𝑎, then the weak limit 𝑎 ∈ 𝑋 

is unique. 

Proof: Suppose that there exist 𝑎, 𝑏 ∈ 𝑋 such that 𝑎𝑘
𝑊
→𝑎 and 𝑎𝑘

𝑊
→𝑏 where 𝑎 ≠ 𝑏. Hence  𝑎 −

𝑏 ≠ 0, so by application of Hahn Banach theorem there exist 𝜑 ∈ 𝑋∗ such that 𝜑(𝑎 − 𝑏) =

‖𝑎 − 𝑏‖ with ‖𝜑‖ = 1. 

Since 𝑎𝑘
𝑊
→𝑎 and 𝑎𝑘

𝑊
→𝑏 so for every 𝜑 ∈ 𝑋∗, we have 

𝜑(𝑎𝑘)
𝑊
→𝜑(𝑎) and 𝜑(𝑎𝑘)

𝑊
→𝜑(𝑏) as 𝑘 ⟶ ∞ 

so                     

𝜑(𝑎) = 𝜑(𝑏) 

implies  

𝜑(𝑎 − 𝑏) = 0. 

Therefore 

‖𝑎 − 𝑏‖ = 0. 

So 𝑎 = 𝑏 this is a contradiction with our assumption. Hence we get the weak limit is unique. 

Definition 2.26 [2] A sequence (𝑎𝑘) in a normed space 𝑋 is said to be weakly statistically 

convergent to the number 𝑎 ∈ 𝑋, if ∀𝜀 > 0, 𝛿({𝑘 ≤ 𝑛: |𝜑(𝑎𝑘 − 𝑎)| ≥ 𝜀}) = 0 for any  𝜑 ∈ 𝑋∗, the 

continuous dual of 𝑋. In this condition we write 𝑊𝑆 − lim
𝑘→∞

𝑎𝑘 = 𝑎 or simply 𝑎𝑘
𝑊𝑆
→ 𝑎. The set of 

all weak statistically convergent sequence is denoted by 𝑊𝑆. 

Theorem 2.27 [2] Suppose that the sequence (𝑎𝑘) is weakly convergent in a normed space  𝑋 and  

𝑊 − lim
𝑘→∞

𝑎𝑘 = 𝑎. Then (𝑎𝑘) is weakly statistically convergent to 𝑎. 

Proof: Suppose that 𝑊 − lim
𝑘→∞

 𝑎𝑘 = 𝑎. Then by definition of weak convergence sequence we have, 

for any 𝜀 > 0 and each 𝜑 ∈ 𝑋∗, there exists a positive integer 𝑁 such that  

|𝜑(𝑎𝑘 − 𝑎)| < 𝜀 
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for all 𝑘 ≥ 𝑁. Thus the set 𝐻(𝜀) = {𝑘 ∈ ℕ ∶  |𝜑(𝑎𝑘 − 𝑎)| ≥ 𝜀 } is finite, therefore δ(𝐻(𝜀)) = 0. 

It means  WS − lim
𝑘→∞

 𝑎𝑘 = 𝑎. 

Remark 2.28 The converse above theorem is not generally true. 

Definition 2.29 [9] A sequence (𝑎𝑘) in a normed space 𝑋 is said to be weakly   𝜆 −statistically 

convergent to the number 𝑎 ∈ 𝑋, if ∀𝜀 > 0 and for any  𝜑 ∈ 𝑋∗ such that   

lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − 𝑎)| ≥ 𝜀}| = 0. 

In this condition we write 𝑊𝑆𝜆 − lim
𝑘→∞

𝑎𝑘 = 𝑎 or simply 𝑎𝑘
𝑊𝑆𝜆
→  𝑎. 

Theorem 2.30 [9] Suppose that  (𝑎𝑘)  be a sequence in a normed space 𝑋. If  𝑎𝑘
𝑊𝑆𝜆
→  𝑎 then 𝑎 

must be unique. 

Proof: Consider there exists 𝑎, 𝑏 ∈ 𝑋 such that  𝑎𝑘
𝑊𝑆𝜆
→  𝑎  and  𝑎𝑘

𝑊𝑆𝜆
→  𝑏 . Then for every 𝜑 ∈ 𝑋∗ 

we have  

𝜑(𝑎𝑘)
 𝑆𝜆
→ 𝜑(𝑎) and 𝜑(𝑎𝑘)

 𝑆𝜆
→ 𝜑(𝑏). 

Now by the uniqueness of  𝑆𝜆 −limit of a sequence of scalars immediately implies 𝜑(𝑎) = 𝜑(𝑏); 

and so by linearity of  𝜑 we have  𝜑(𝑎 − 𝑏) = 0. Suppose that if possible 𝑎 ≠ 𝑏. Then 𝑎 − 𝑏 ≠ 0 

and so by application of Hahn Banach theorem there exist 𝜑 ∈ 𝑋∗ such that 𝜑(𝑎 − 𝑏) = ‖𝑎 − 𝑏‖ 

with ‖𝜑‖ = 1. Since ‖𝑎 − 𝑏‖ ≠ 0, therefore 𝜑(𝑎 − 𝑏) ≠ 0 and therefore we obtain a contradiction 

as 𝜑(𝑎 − 𝑏) = 0. Hence  𝑎 = 𝑏. 

Theorem 2.31 [9] Let  (𝑎𝑘)  and  (𝑏𝑘)  be two sequences  in 𝑋 such that 𝑊𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 = 𝑎  and  

𝑆𝜆 − lim
𝑘→∞

 𝑏𝑘 = 𝑏 and  𝑎, 𝑏 ∈ 𝑋, 𝛾 be any scalar. Then 

(𝑖) 𝑊𝑆𝜆 − lim
𝑘→∞

 𝛾𝑎𝑘 = 𝛾𝑎, 

(𝑖𝑖) 𝑊𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 + 𝑏𝑘 = 𝑎 + 𝑏. 

Theorem 2.32 [9] For every sequence (𝑎𝑘) in 𝑋 , if 𝑊 − lim
𝑘→∞

 𝑎𝑘 = 𝑎 , then 𝑊𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 = 𝑎. 

But the converse must not be true in general . 

Proof: Suppose that 𝑊 − lim
𝑘→∞

 𝑎𝑘 = 𝑎. Then by definition of weak convergence sequence we 

have, for any 𝜀 > 0 and each 𝜑 ∈ 𝑋∗, there exists a positive integer 𝑁 such that  

|𝜑(𝑎𝑘 − 𝑎)| < 𝜀, 
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for all 𝑘 ≥ 𝑁. Thus the set 𝐻(𝜀) = {𝑘 ∈ ℕ ∶  |𝜑(𝑎𝑘 − 𝑎)| ≥ 𝜀 } is finite, therefore 𝛿𝜆(𝐻(𝜀)) = 0. 

It means that   𝑊𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 = 𝑎. 

Theorem 2.33 [9]  𝑆𝜆 −convergence implies 𝑊𝑆𝜆 −convergence with the same limit in 𝑋.  

Proof: Suppose that   (𝑎𝑘)  be a sequences in  𝑋  such that 𝑆𝜆 − lim
𝑘→∞

 𝑎𝑘 = 𝑎. Then for every 𝜀 >

0  

lim
𝑛→∞

1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: ‖𝑎𝑘 − 𝑎‖ ≥ 𝜀}| = 0. 

Now for any 𝜀 > 0 and each  𝜑 ∈ 𝑋∗, the expression  

 
1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − 𝑎)| ≥ 𝜀}| ≤  

1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: ‖𝜑‖‖𝑎𝑘 − 𝑎‖ ≥ 𝜀}| 

=
1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: ‖𝑎𝑘 − 𝑎‖ ≥

𝜀

‖𝜑‖
}| 

gives immediately  
1

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − 𝑎)| ≥ 𝜀}| = 0. 

Definition 2.34 [9] A sequence (𝑎𝑘) in 𝑋 is said to be weakly [𝑉, 𝜆] −summable to ℓ ∈ 𝑋, provided 

that  

                                        lim
𝑛→∞

  
1

𝜆𝑛
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

= 0,          

for every 𝜑 ∈ 𝑋∗. In this case we can write 𝑊[𝑉, 𝜆] − lim
𝑘→∞

𝑎𝑘 = ℓ or 𝑎𝑘
𝑊[𝑉,𝜆]
→     𝑎.  

Theorem 2.35 [9] For any sequence (𝑎𝑘) in 𝑋, 𝑎𝑘
𝑊[𝑉,𝜆]
→     ℓ if and only if 𝑎𝑘

𝑊𝑆𝜆
→   ℓ. 

Proof: Suppose that 𝑎𝑘
𝑊[𝑉,𝜆]
→     ℓ. Then for every 𝜑 ∈ 𝑋∗ and 𝜀 > 0, we have  

  
1

𝜆𝑛
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

    ≥
1

𝜆𝑛
∑ |𝜑(𝑎𝑘 − ℓ)|                                     
𝑘∈𝐼𝑛

|𝜑(𝑎𝑘−ℓ)|≥𝜀

 

                ≥
 𝜀

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| 

so 𝑎𝑘
𝑊[𝑉,𝜆]
→     ℓ  implies 𝑎𝑘

𝑊𝑆𝜆
→   ℓ. 

Conversely suppose that 𝑎𝑘
𝑊𝑆𝜆
→   ℓ. Since 𝜑 ∈ 𝑋∗, 𝜑 is bounded. So there exists some 

 𝑀 > 0 such that |𝜑(𝑎𝑘 − ℓ)| ≤ 𝑀 for all 𝑘. For 𝜀 > 0, 
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1

𝜆𝑛
  ∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

= 
1

𝜆𝑛
∑ |𝜑(𝑎𝑘 − ℓ)|
𝑘∈𝐼𝑛

|𝜑(𝑎𝑘−ℓ)|≥𝜀

+ ∑ |𝜑(𝑎𝑘 − ℓ)|
𝑘∈𝐼𝑛

|𝜑(𝑎𝑘−ℓ)|<𝜀

 

                     ≤
𝑀

𝜆𝑛
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| + 𝜀 

which implies that 𝑎𝑘
𝑊[𝑉,𝜆]
→     ℓ. 

 



 

3. WEAK 𝝀-STATISTICAL CONVERGENCE OF ORDER 𝜶 

Definition 3.1 [5] Let 𝜆 = (𝜆𝑛) ∈ Λ and 0 < 𝛼 ≤ 1 be given. The sequence 𝑎 = (𝑎𝑘) ∈ 𝑤 is 

callled weakly 𝜆 − statistically convergence of order 𝛼 if for every 𝜀 > 0 there is ℓ ∈ 𝑋 such that  

lim
𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| = 0, 

where 𝐼𝑛 = [𝑛 − 𝜆𝑛 + 1, 𝑛] and for every 𝜑 ∈ 𝑋∗. In this case we write  

𝑊𝑆 𝜆
𝛼 − lim

𝑘→∞
𝑎𝑘 = ℓ. 

The set of all weakly 𝜆 − statistically convergence sequence of order 𝛼 will be represented by 𝑊𝑆 𝜆
𝛼 . 

The weakly 𝜆 − statistically convergence of order 𝛼 is the same with weakly 𝜆 − statistically 

convergence, it means 𝑊𝑆 𝜆
𝛼 = 𝑊𝑆𝜆 if  𝛼 = 1. 

Definition 3.2 [5] A sequence 𝑎 = (𝑎𝑘) in 𝑋 is said to be strongly 𝜆 − statistically convergence of 

order 𝛼 to ℓ ∈ 𝑋 if for every 𝜀 > 0, 

lim
𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: ‖𝑎𝑘 − ℓ‖ ≥ 𝜀}| = 0, 

where 0 < 𝛼 ≤ 1. In this case, we write  𝑆 𝜆
𝛼 − lim

𝑘→∞
𝑎𝑘 = ℓ or 𝑎𝑘

𝑆 𝜆
𝛼

→  ℓ. The set of all strongly  𝜆 − 

statistically convergence sequence of order 𝛼 will be represented by 𝑆 𝜆
𝛼 . 

Theorem 3.3 [5] Let 0 < 𝛼 ≤ 1 and 𝑎 = (𝑎𝑘), 𝑏 = (𝑏𝑘) be sequences of complex numbers, then 

(𝑖) For every sequence (𝑎𝑘) in 𝑋 , if 𝑊𝑆 𝜆
𝛼 − lim

𝑘→∞
𝑎𝑘 = ℓ , then ℓ must be unique, 

(𝑖𝑖) If 𝑊𝑆 𝜆
𝛼 − lim

𝑘→∞
𝑎𝑘 = ℓ0 and c being a scalar, then 𝑊𝑆 𝜆

𝛼 − lim
𝑘→∞

𝑐𝑎𝑘 = 𝑐ℓ0, 

(𝑖𝑖𝑖) If 𝑊𝑆 𝜆
𝛼 − lim

𝑘→∞
𝑎𝑘 = ℓ1 and 𝑊𝑆 𝜆

𝛼 − lim
𝑘→∞

𝑏𝑘 = ℓ2, then 𝑊𝑆 𝜆
𝛼 − lim (

𝑘→∞
𝑎𝑘 + 𝑏𝑘) = ℓ1 + ℓ2. 

Proof  The proof of (𝑖) follows similar as in theorem 2.25 so omitted here. 

(𝑖𝑖) Since  

|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑐𝑎𝑘 − 𝑐𝑎)| ≥ 𝜀}| = |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − 𝑎)| ≥
𝜀

|𝑐|
}|, 

we have 

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑐𝑎𝑘 − 𝑐𝑎)| ≥ 𝜀}| =

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − 𝑎)| ≥

𝜀

|𝑐|
}|. 
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Therefore 

lim
𝑛→∞

 
1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑐𝑎𝑘 − 𝑐𝑎)| ≥ 𝜀}| = lim

𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − 𝑎)| ≥

𝜀

|𝑐|
}|= 0 

that is 𝑊𝑆 𝜆
𝛼 − lim

𝑘→∞
𝑐𝑎𝑘 = 𝑐ℓ0. 

(𝑖𝑖𝑖) Observe that 

|{𝑘 ∈ 𝐼𝑛: |𝜑((𝑎𝑘 + 𝑏𝑘) − (ℓ1 + ℓ2))| ≥ 𝜀}| 

= |{𝑘 ∈ 𝐼𝑛: |𝜑((𝑎𝑘 − ℓ1 ) + (𝑏𝑘 − ℓ2))| ≥ 𝜀}| 

                              ≤ |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ1)| ≥
𝜀

2
}| + |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑏𝑘 − ℓ2)| ≥

𝜀

2
}|. 

Hence 

lim
𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(( 𝑎𝑘 + 𝑏𝑘) − (ℓ1 + ℓ2))| ≥ 𝜀}| 

                   ≤ lim
𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ1)| ≥

𝜀

2
}| + lim

𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑏𝑘 − ℓ2)| ≥

𝜀

2
}|. 

Therefore 

lim
𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |( 𝑎𝑘 + 𝑏𝑘) − (ℓ1 + ℓ2)| ≥ 𝜀}| = 0. 

It means that  𝑊𝑆 𝜆
𝛼 − lim (

𝑘→∞
𝑎𝑘 + 𝑏𝑘) = ℓ1 + ℓ2.  

Theorem 3.4 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 for all 𝑛 ∈ ℕ𝑛0 and let 

𝛼 and 𝛽 be given such that 0 < 𝛼 ≤ 𝛽 ≤ 1. 

(𝑖) If 

                                                                lim
𝑛→∞

inf
𝜆𝑛
𝛼

𝜇𝑛
𝛽
> 0                                                                                (4) 

then 𝑊𝑆 𝜇
𝛽
⊆ 𝑊𝑆 𝜆

𝛼 . 

(𝑖𝑖) If  

                                                   lim
𝑛→∞

𝜆𝑛
𝛼

𝜇𝑛
𝛽
= 1 and  lim

𝑛→∞

𝜇𝑛

𝜇𝑛
𝛽
= 1                                                                  (5) 

then 𝑊𝑆 𝜇
𝛽
= 𝑊𝑆 𝜆

𝛼. 
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Proof: (𝑖) Let  𝜆𝑛 ≤ 𝜇𝑛 , 𝑛 ∈ ℕ𝑛0and let (4) be satisfied. Since  𝐼𝑛 ⊂ 𝐽𝑛, for given 𝜀 > 0 we have  

|{𝑘 ∈ 𝐽𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| ⊃ |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| 

and so  

1

𝜇𝑛
𝛽
|{𝑘 ∈ 𝐽𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| ≥

𝜆𝑛
𝛼

𝜇𝑛
𝛽
.
1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| 

for all 𝑛 ∈ ℕ𝑛0, where 𝐽𝑛 = [𝑛 − 𝜇𝑛 + 1, 𝑛]. By taking limit as 𝑛 ⟶ ∞ in the last inequality and 

using (4) we get 𝑊𝑆 𝜇
𝛽
⊆ 𝑊𝑆 𝜆

𝛼. 

(𝑖𝑖) Suppose that (𝑎𝑘) ∈ 𝑊𝑆 𝜆
𝛼 and (5) be satisfied. Since 𝐼𝑛 ⊂ 𝐽𝑛, for given  𝜀 > 0 we may write  

1

𝜇𝑛
𝛽
|{𝑘 ∈ 𝐽𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| =

1

𝜇𝑛
𝛽
|{𝑛 − 𝜇𝑛 + 1 ≤ 𝑘 ≤ 𝑛 − 𝜆𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|    

                    +
1

𝜇𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| 

                                          ≤
𝜇𝑛 − 𝜆𝑛

𝜇𝑛
𝛽

+
1

𝜇𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|  

                                          ≤
𝜇𝑛 − 𝜆𝑛

𝛼

𝜇𝑛
𝛽

+
1

𝜇𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|  

                                         ≤
𝜇𝑛

𝜇𝑛
𝛽
−
𝜆𝑛
𝛼

𝜇𝑛
𝛽
+
1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| 

𝑛 ∈ ℕ𝑛0. Since lim
𝑛→∞

𝜆𝑛
𝛼

𝜇𝑛
𝛽 = 1 and lim

𝑛→∞

𝜇𝑛

𝜇𝑛
𝛽 = 1  by (5), therefore the right hand side of latest 

inequality tends to 0 as 𝑛 ⟶ ∞ (
𝜇𝑛

𝜇𝑛
𝛽 −

𝜆𝑛
𝛼

𝜇𝑛
𝛽 ≥ 0 for 𝑛 ∈ ℕ𝑛0). Hence 𝑊𝑆 𝜆

𝛼 ⊂ 𝑊𝑆 𝜇
𝛽

. Since (5)  

implies (4) so we get our results 𝑊𝑆 𝜇
𝛽
= 𝑊𝑆 𝜆

𝛼. 

Corollary 3.5 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 for all 𝑛 ∈ ℕ𝑛0 and 

let (4) be satisfied. Then the following statements hold: 

(𝑖) If 𝛼 = 𝛽, then 𝑊𝑆 𝜇
𝛼 ⊆ 𝑊𝑆 𝜆

𝛼  for every 𝛼 ∈ (0,1], 

(𝑖𝑖) If 𝛽 = 1, then 𝑊𝑆𝜇 ⊆ 𝑊𝑆 𝜆
𝛼   for every 𝛼 ∈ (0,1] 

Corollary 3.6 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 ∀𝑛 ∈ ℕ𝑛0and let (5) 

be satisfied. Then the following statements hold: 

(𝑖) If 𝛼 = 𝛽, then 𝑊𝑆 𝜆
𝛼 ⊆ 𝑊𝑆 𝜇

𝛼   for every 𝛼 ∈ (0,1], 
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(𝑖𝑖) If 𝛽 = 1, then  𝑊𝑆 𝜆
𝛼 ⊆ 𝑊𝑆𝜇 for every 𝛼 ∈ (0,1]. 

Theorem 3.7 [5] 𝑆 𝜆
𝛼 −convergence implies 𝑊𝑆 𝜆

𝛼 −convergence with the same limit in 𝑋, but the 

converse is not true true in general.  

Proof: Suppose that (𝑎𝑘) in 𝑋, be a sequence such that 𝑎𝑘
𝑆 𝜆
𝛼

→ ℓ. Then for every 𝜀 > 0 we have  

lim
𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: ‖𝑎𝑘 − ℓ‖ ≥ 𝜀}| = 0. 

Now, for any 𝜀 > 0 and every 𝜑 ∈ 𝑋∗, the expression  

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| ≤

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: ‖𝜑‖‖𝑎𝑘 − ℓ‖ ≥ 𝜀}|                                      

                =
1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: ‖𝑎𝑘 − ℓ‖ ≥

𝜀

‖𝜑‖
}| 

It means 𝑆 𝜆
𝛼 −convergence implies 𝑊𝑆 𝜆

𝛼-convergence with the same limit. 

Theorem 3.8 [5] Suppose that 0 < 𝛼 ≤ 𝛽 ≤ 1. Then the inclusion 𝑊𝑆 𝜆
𝛼 ⊆ 𝑊𝑆 𝜆

𝛽
 for some 𝛼 and 

𝛽 is strict such that 𝛼 < 𝛽. 

Proof: Suppose that 0 < 𝛼 ≤ 𝛽 ≤ 1. Then we may write  

1

𝜆𝑛
𝛽
≤
1

𝜆𝑛
𝛼 

and so that  

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| ≤

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|. 

By taking limit in both sides this equation as 𝑛 goes to infinity we get results  

                     lim
                                𝑛→∞

1

𝜆𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| ≤ lim

𝑛→∞

1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}| 

Therefore 𝑊𝑆 𝜆
𝛼 ⊆ 𝑊𝑆 𝜆

𝛽
. 

Corollary 3.9 [5] Suppose that 0 < 𝛼 ≤ 1 be given. Then 𝑊𝑆 𝜆
𝛼 ⊆ 𝑊𝑆𝜆 

Corollary 3.10 

(𝑖) 𝑊𝑆 𝜆
𝛼 = 𝑊𝑆 𝜆

𝛽
 ⟺ 𝛼 = 𝛽, 

(𝑖𝑖) 𝑊𝑆 𝜆
𝛼 = 𝑊𝑆𝜆 ⟺ 𝛼 = 1. 
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Definition 3.11 [5] A sequence (𝑎𝑘) in 𝑋 is called weakly [𝑉, 𝜆] −summable of order 𝛼 to ℓ ∈ 𝑋 if 

lim
𝑛→∞

1

𝜆𝑛
𝛼 ∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

= 0, 

for every 𝜑 ∈ 𝑋∗ where 0 < 𝛼 ≤ 1. In this case we can write 𝑊𝛼[𝑉, 𝜆] − lim
𝑘→∞

𝑎𝑘 = ℓ and  

𝑊𝛼[𝑉, 𝜆] represents the collection of all weakly [𝑉, 𝜆] −summable of order 𝛼 sequences. 

Theorem 3.12 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 for all 𝑛 ∈ ℕ𝑛0and 

0 < 𝛼 ≤ 𝛽 ≤ 1. Then the following statements holds: 

(𝑖) If lim
𝑛→∞

inf
𝜆𝑛
𝛼

𝜇𝑛
𝛽 > 0, then 𝑊𝛽[𝑉, 𝜇] ⊆ 𝑊𝛼[𝑉, 𝜆], 

(𝑖𝑖) If lim
𝑛→∞

𝜆𝑛
𝛼

𝜇𝑛
𝛽 = 1 and lim

𝑛→∞

𝜇𝑛

𝜇𝑛
𝛽 = 1, then 𝑊𝛽[𝑉, 𝜇] = 𝑊𝛼[𝑉, 𝜆]. 

Proof: (𝑖) Let 𝜆𝑛 ≤ 𝜇𝑛 , ∀𝑛 ∈ ℕ. Since  𝐼𝑛 ⊂ 𝐽𝑛 so that we may write  

1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)| ≥

𝑘∈𝐽𝑛

1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

                    

and so  

1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)| ≥

𝑘∈𝐽𝑛

𝜆𝑛
𝛼

𝜇𝑛
𝛽
   
1

𝜆𝑛
𝛼 ∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

                    

for 𝑛 ∈ ℕ𝑛0. By taking limit in both sides this equation as 𝑛 goes to infinity we get results and 

using (4) we get 𝑊𝛽[𝑉, 𝜇] ⊆ 𝑊𝛼[𝑉, 𝜆]. 

(𝑖𝑖) Suppose that (𝑎𝑘) ∈ 𝑊
𝛼[𝑉, 𝜆] and lim

𝑛→∞

𝜆𝑛
𝛼

𝜇𝑛
𝛽 = 1 and lim

𝑛→∞

𝜇𝑛

𝜇𝑛
𝛽 = 1. Since 𝜑 ∈ 𝑋∗, 𝜑 is bounded. 

So there exists some 𝑀 > 0 such that |𝜑(𝑎𝑘 − ℓ)| ≤ 𝑀 for all 𝑘. Since 𝜆𝑛 ≤ 𝜇𝑛 and so that 
1

𝜇𝑛
𝛽 ≤

1

𝜆𝑛
𝛼, and  𝐼𝑛 ⊂ 𝐽𝑛 for all  𝑛 ∈ ℕ, we have  

                
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛

= 
1

𝜇𝑛
𝛽
∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛−𝐼𝑛

+
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

    

                                                      ≤ (
𝜇𝑛 − 𝜆𝑛

𝜇𝑛
𝛽

)𝑀 +
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

 

                                   ≤ (
𝜇𝑛 − 𝜆𝑛

𝛼

𝜇𝑛
𝛽

)𝑀 +
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛
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                                    ≤ (
𝜇𝑛

𝜇𝑛
𝛽
−
𝜆𝑛
𝛼

𝜇𝑛
𝛽
)𝑀 +

1

𝜆𝑛
𝛼 ∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

 

 for al 𝑛 ∈ ℕ𝑛0. Hence 𝑊𝛼[𝑉, 𝜇] ⊆ 𝑊𝛽[𝑉, 𝜆]. Since (5) implies (4) therefore we get the equality 

𝑊𝛽[𝑉, 𝜇] = 𝑊𝛼[𝑉, 𝜆]. 

Corollary 3.13 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 for all 𝑛 ∈ ℕ and let 

(4) be satisfied. Then the following statements hold: 

(𝑖) If 𝛼 = 𝛽, then 𝑊𝛼[𝑉, 𝜇] ⊆ 𝑊𝛼[𝑉, 𝜆] for every 𝛼 ∈ (0,1], 

(𝑖𝑖) If 𝛽 = 1, then  𝑊[𝑉, 𝜇] ⊆ 𝑊𝛼[𝑉, 𝜆] for every 𝛼 ∈ (0,1]. 

Corollary 3.14 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 for all 𝑛 ∈ ℕ𝑛0and 

let (4) be satisfied. Then the following statements hold: 

(𝑖) If 𝛼 = 𝛽, then 𝑊𝛼[𝑉, 𝜆] ⊆ 𝑊𝛼[𝑉, 𝜇]  for every 𝛼 ∈ (0,1], 

(𝑖𝑖) If 𝛽 = 1, then 𝑊𝛼[𝑉, 𝜆] ⊆ 𝑊[𝑉, 𝜇] for every 𝛼 ∈ (0,1]. 

Theorem 3.15 [5] Suppose that 𝛼, 𝛽 ∈ (0,1] be real numbers such that 𝛼 ≤ 𝛽, and 𝜆 = (𝜆𝑛) and 

𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 for all 𝑛 ∈ ℕ𝑛0. 

(𝑖) Suppose that (4) holds, then if a sequence is 𝑊𝛽[𝑉, 𝜆] −summable of order 𝛽 to ℓ, then it is  

𝑊𝑆 𝜆
𝛼 −  statistically convergent of order 𝛼 to ℓ, 

(𝑖𝑖) Suppose that (5) holds, if a sequence 𝑊𝑆 𝜆
𝛼 − statistically convergent of order 𝛼 to ℓ, then it is 

𝑊𝛽[𝑉, 𝜆] −summable of order 𝛽 to ℓ. 

Proof For every sequence 𝑎 = (𝑎𝑘) and 𝜀 > 0, we have 

                ∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛

= ∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛
|𝜑(𝑎𝑘−ℓ)|≥𝜀

+ ∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛
|𝜑(𝑎𝑘−ℓ)|<𝜀

 

                                             ≥ ∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛
|𝜑(𝑎𝑘−ℓ)|≥𝜀

+ ∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛
|𝜑(𝑎𝑘−ℓ)|<𝜀

 

                   ≥ ∑ |𝜑(𝑎𝑘 − ℓ)|
𝑘∈𝐼𝑛

|𝜑(𝑎𝑘−ℓ)|≥𝜀

                      

                ≥   |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|. 𝜀    

and so that  
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1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛

 ≥  
1

𝜇𝑛
𝛽
|{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|. 𝜀 

                                                ≥
𝜆𝑛
𝛼

𝜇𝑛
𝛽
   
1

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|. 𝜀. 

Since (4) holds so if 𝑎 = (𝑎𝑘) is 𝑊𝛽[𝑉, 𝜆] −summable of order 𝛽 to ℓ, then it is 𝑊𝑆 𝜆
𝛼 − 

statistically convergent of order 𝛼 to ℓ. 

(𝑖𝑖) Let 𝑊𝑆 𝜆
𝛼 − lim

𝑘→∞
𝑎𝑘 = ℓ . Since 𝜑 is bounded. So there exists some 𝑀 > 0 such that 

|𝜑(𝑎𝑘 − ℓ)| ≤ 𝑀 for all 𝑘, for every 𝜀 > 0 we have 

                      
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛

      =  
1

𝜇𝑛
𝛽
∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛−𝐼𝑛

+
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

        

                                           ≤ (
𝜇𝑛 − 𝜆𝑛

𝜇𝑛
𝛽

)𝑀 +
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

 

                                           ≤ (
𝜇𝑛 − 𝜆𝑛

𝛼

𝜇𝑛
𝛽

)𝑀 +
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛

 

and hence 

     
1

𝜇𝑛
𝛽
∑|𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐽𝑛

≤ (
𝜇𝑛

𝜇𝑛
𝛽
−
𝜆𝑛
𝛼

𝜇𝑛
𝛽
)𝑀 +

1

𝜇𝑛
𝛽

∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛
|𝜑(𝑎𝑘−ℓ)|≥𝜀

+
1

𝜇𝑛
𝛽

∑ |𝜑(𝑎𝑘 − ℓ)|

𝑘∈𝐼𝑛
|𝜑(𝑎𝑘−ℓ)|<𝜀

 

≤ (
𝜇𝑛

𝜇𝑛
𝛽
−
𝜆𝑛
𝛼

𝜇𝑛
𝛽
)𝑀 +

𝑀

𝜆𝑛
𝛼 |{𝑘 ∈ 𝐼𝑛: |𝜑(𝑎𝑘 − ℓ)| ≥ 𝜀}|

𝜆𝑛

𝜇𝑛
𝛽
𝜀 

for all 𝑛 ∈ ℕ. Now by using (5) we obtain that 𝑊𝛽[𝑉, 𝜆] − lim
𝑘→∞

𝑎𝑘 = ℓ , whenever 𝑊𝑆 𝜆
𝛼 −

lim
𝑘→∞

𝑎𝑘 = ℓ. 

Corollary 3.16 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 for all 𝑛 ∈ ℕ and let 

(4) be satisfied. Then the following statements hold: 

(𝑖) If 𝛼 = 𝛽, then 𝑊𝛼[𝑉, 𝜇] ⊂ 𝑊𝑆 𝜆
𝛼  for every 𝛼 ∈ (0,1], 

(𝑖𝑖) If 𝛽 = 1, then  𝑊[𝑉, 𝜇] ⊂ 𝑊𝑆 𝜆
𝛼 for every 𝛼 ∈ (0,1]. 
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Corollary 3.17 [5] Let 𝜆 = (𝜆𝑛) and 𝜇 = (𝜇𝑛) belong to Λ such that 𝜆𝑛 ≤ 𝜇𝑛 ∀𝑛 ∈ ℕ and let (5) 

be satisfied. Then the following statements hold: 

(𝑖) If 𝛼 = 𝛽, then 𝑊𝑆 𝜆
𝛼 ⊂ 𝑊𝛼[𝑉, 𝜇]  for every 𝛼 ∈ (0,1], 

(𝑖𝑖) If 𝛽 = 1, then  𝑊𝑆 𝜆
𝛼 ⊂ 𝑊[𝑉, 𝜇] for every 𝛼 ∈ (0,1]. 

 



 

4. CONCLUSION 

Weak 𝜆 −statistical convergence is studied in this thesis. First, the definitions of natural 

density, weak convergent  and sequence are studied in order to discuss the concept of statistical 

convergence. Then, a brief summary of λ-statistical convergence, weak statistical and weakly  λ-

statistical convergences is given. In the last chapter the concept of weak 𝜆 − statistical convergence 

of order 𝛼 where 𝛼 ∈ (0,1], which is the main interest of this thesis has been considered. These 

concepts are much more general than the ideas of statistical convergence and weak statistical 

convergence which include these ideas in the special case 𝛼 = 1. 

 



 

REFERENCES 

[1] Başar, F, (2012). Summability Theory and Its Applications.  Monographs, Istanbul,Bentham Science 

Publishers, e-books. 

[2] Bhardwaj, V.K. and Bansal, I.B., (2007). On Weak Statistical Convergence, Int. J. Math. 

Mathematical Sciences, 38530:1-38530:9 

[3] Choudhary, B, Nanda, S, (1987). Functional Analysis with Applications, John Wiely, Sons,New 

Delhi, India. 

[4] Çolak, R. and Bektaş, Ç., (2011). λ-statistical convergence of order α, Acta Mathematica  Scientia, 

31(3), 953-959. doi.org/10.1016/S0252-9602(11)60288-9  

[5] Ercan, S., Altin, Y., & Bektas, Ç, (2018). On weak λ-Statistical convergence of order α.UPB 

Sci.Bull. Ser. A, 80: p. 215-226. 

[6] Fast, H, (1951). Sur la convergence statistique. in Colloquium Mathematicae.  (Vol. 2, No. 3-4, pp. 

241-244). 

[7] Fridy, J.A., (1985). On statistical convergence, Analysis, 5(4), 301-314. 

[8] Kreyszig,E, (1978). Introductory Functional Analysis with Applications, sons. Inc., Canada., John 

Wiley  

[9] Meenakshi, M. and Saroa, V.K., (2014). Weak statistical convergence defined by de la Vallée-

Poussin mean, Bull. Calcutta Math. Soc, 106, 215-224. 

[10] Mursaleen, M., (2000). λ -statistical convergence, Mathematica Slovaca, 50(1), 111-115. 

[11] Šalát, T., (1980). On statistically convergent sequences of real numbers, Mathematica Slovaca, 

30(2), 139-150. 

[12] Trench,F.W., (2003). Introduction to Real Analysis, TX, USA., Library of Congress Cataloging-in-

Publication Data, San Antonio. 

[13] Zygmund, A., (1979). Trigonometric series, Cambridge university press, Cambridge UK. 

 

 



27 

CURRICULUM VITAE 

Kosrat Othman Mohammed 

 

PERSONAL INFORMATION 

Place of Birth : Sulaymaniyah. 

Year of Birth : 1990 

Nationality : Iraqi 

Address  : qaladza-Sulaymaniyah 

E-mail  : kosrathusman@ gmail.com 

Foreign Languages: English (B1) 

 

Education Information 

Bachelor  : Soran University, Faculty of Science, Department of Mathematics, 2014 

High School : Asos High School, SulAymaniyah-Qaladze, 2009 

 

 


