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ABSTRACT 

A HYBRID RECOMMENDATION SYSTEM 

 

AHMED ADEEB JALAL 

 

Department of Computer Engineering 

M.Sc. Thesis 

 

Adviser: Assist. Prof. Dr. Oğuz Altun 

 

Web growth, especially in social networks, is continuously increasing every day. 

Multiplicity of products offered and web pages has made picking up relevant items a 

tedious job. On the other hand, different tastes and behaviors of users is creating the 
probability to find a similar user among a large group of users difficult. As a result, 

automated software systems have difficulty to discover what is interesting to users. 

We have proposed a new approach to adapt to this flow. We will exploit domain 

knowledge of training data set to create a summary matrix. The summary matrix 

consists of new and few columns according to the attribute values of the selected 

feature. We fill the summary matrix with the average ratings based on the number of 
times that the attribute values appear in the user's profile for rated items. 

We use the summary matrix in two hybrid recommender systems. In our approach, we 
use meta-level technique which is one of the pipelined hybridization techniques.  

The proposed approach will reduce the effects of sparsity, cold start, and scalability 
which are common problems with the collaborative recommender systems. Also, the 

proposed approach will improve the recommendation accuracy when there is 

comparison with the Collaborative Filtering Pearson Correlation approach and it will be 

faster. 

Key words: Data Mining, Big Data, Recommender Systems, Feature Engineering, 

Hybrid Recommender Systems, Meta-level, Collaborative Filtering, Content-Based 
Filtering, Sparsity, Cold Start, Scalability. 
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ÖZET 

BİR HİBRİT TAVSİYE SİSTEMİ 

 

AHMED ADEEB JALAL 

 

Bilgisayar Mühendisliği Anabilim Dalı 

Yüksek Lisans Tezi 

 

Tez Danışmanı: Yrd. Doç. Dr. Oğuz Altun 

 

İnternet büyümesi her geçen gün gözlenmekte, özellikle de sosyal ağlarda bu durum 

fazlası ile hissedilmektedir. Sunulan ürünlerin, web sayfalarının fazlalığı, belli bir 

konuda araştırma yapan kişi için kendi konusu ile alakalı hususları bulmayı oldukça 
meşakkatli hale getirmektedir. Öte yandan, kullanıcıların farklı tutumları ve tercihleri, 

büyük bir kullanıcı grubu arasında bir “komşu” kullanıcı bulmayı zorlaştırmaktadır.  Bu 

nedenle otomatik yazılım sistemleri, kullanıcılar için neyin ilgi çekici olduğunu  tespit 

etmekte zorlanmaktadırlar.  

Bu akışa uyum sağlamak için yeni bir yaklaşım önerdik. Bir özet matris oluşturmak için 

eğitim verisi alan bilgisini kullanacağız. Özet matrisi, seçilen özelliğin özellik 
değerlerine göre yeni ve birkaç sütundan oluşur. Özet matrisini, derecelendirilmiş 

öğeler için kullanıcının profilinde görünen özellik sayısına göre ortalama 

derecelendirmelerle doldururuz. 

Özet matrisini iki hibrit tavsiye sisteminde kullanırız. Yaklaşımımızda, boru hattı 

hibritizasyon tekniklerinden biri olan meta-seviye tekniğini kullanıyoruz. 

Bizim önerdiğimiz yaklaşım sayesinde, katılımcı tavsiye sistemlerinde sıklıkla görülen 

seyreklik, soğuk başlangıç ve ölçeklenirlik gibi sorunların etkileri azalacaktır. Ek 

olarak, tam katılımcı filtreleme yaklaşımı Pearson Korelasyonu yaklaşımı ile 
karşılaştırıldığında, tavsiyelerin doğruluğunu yükseltmektedir ve daha hızlı olacak. 

Anahtar Kelimeler: Veri Madenciliği, Büyük Veri, Tavsiye Sistemleri, Özellik 
Mühendisliği, Hibrit Tavsiye Sistemleri, Meta-seviye, Işbirlikçi Filtreleme, İçerik bazlı 

Filtreleme, Seyreklik, Soğuk Başlangıç, Ölçeklenirlik.  

 

YILDIZ TEKNİK ÜNİVERSİTESİ FEN BİLİMLERİ ENSTİTÜSÜ 
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CHAPTER 1 

INTRODUCTION 

In this chapter, we introduce the literature review of data mining, recommender system, 

and some examples of hybrid recommender systems. We explain the objective of the 

thesis and the reason that makes recommender systems interesting. We discuss the key 

idea of our approach, the aim of our approach, and how our approach contributes to 

solving problems. 

 Literature Review 

Data mining has attracted a great deal of interest in the digital information industry and 

in the social network as a whole in recent years. Data mining has gained that 

significance due to the increase in the amount of available data and the need to discover 

useful information and knowledge from this data. In this context the data mining term is 

used to describe the collection of analysis techniques used to infer recommendation 

rules or build recommendation models from large data sets [41], [42]. 

Recommender systems are popular intelligent software systems that are applied in 

various domains such as movies, music, books, jokes, restaurant, financial services [8], 

and Twitter followers [9]. It recommends interesting items to users [4], [6], [7], [10], 

[11], [13]. These personalized suggestions are a useful alternative to searching 

algorithms.  

Recommender systems rely on discovering the historical profiles of users. These 

profiles include information such as rates, item features, tags, and shared files. This 

profile is compared with other users. It can be distinguished from other information 

retrieval systems by semantics and systematic analysis to user interactively. 

Recommendations resulting from recommender systems are interpreted as  responding 

to a user's query at information retrieval systems, therefore the recommender systems 

can be seen as an information agent [60], [61], [62], [63]. 
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We review some examples of hybrid recommender systems that are applied in various 

domains. Netflix Inc. [26] for the movie recommendation, combines Collaborative and 

Content-Based Filtering through similar habits of users and  higher rates of shared 

movies characteristics. Netflix Inc. released a challenge in 2006 and offered a grand 

prize of one million US dollars to enhance the recommender system of the company 

[26]. The person or team who could succeed to decrease RMSE for data set by 10 

percent, would get the Netflix Inc. prize [1], [2], [5]. Bellkor’s Pragmatic Chaos team 

succeed in achieving an RMSE of 0.8554 with a 10.06% improvement over the Netflix 

Inc. system [2]. 

Lawrence et al. [20] described a personalized recommender system to shoppers in 

supermarkets. This recommender system relies on shoppers previous behavior towards 

the purchases to suggest new products for them. The IBM researchers developed this 

recommender system to implement it as a part of SmartPad which was developed as a 

personal digital assistant for remote shopping. 

Paula Cristina and David Martins [22] presented a hybrid book recommender systems 

based on Collaborative Filtering and author's rankings by users. This hybrid 

recommender systems improves book recommendations through sending proposals for 

book readers to decide which book to read next. 

MovieLens data set [31] is the online movie recommendations data set that we used in 

our approach.  MovieLens proposes some of the most popular movies to new users to 

evaluate it. These ratings are exploited to recommend other movies to the user. In 

addition, MovieLens uses Collaborative Filtering based on these ratings to create 

personalized recommendations. 

We can apply several techniques in the same recommender systems to get the 

recommendations. For example, two different Content-Based Filtering could work 

together in hybrid recommender systems such as News Dude. News Dude uses both 

Naive Bayes and K-Nearest Neighbor classifiers in its news recommendations [16]. 

Consequently, hybrid recommender systems become increasingly interesting for 

researchers. Theoretical work focused on how to hybridize the algorithms and which 

situations can expect to benefit from hybridization [1]. Hybrid recommender systems 

represent the door to improving the recommendations, overcome some of the problems, 

and improve the performance of algorithms. 
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 Objective of the Thesis 

Due to the ubiquity of e-commerce, recommender systems have become an exciting 

area to work on recently. There are many different recommender systems. However, the 

researchers have yet to create and develop algorithms to reach satisfactory results for 

users. 

Often, users don't have a clear idea about what items which are good for them. Also, the 

competition between companies makes recommender systems of special interest. These 

companies compete with one another to market their various items to satisfy consumers 

in their daily life needs. However, these companies do not know what is acceptable to 

users. Therefore it is important these companies have the best recommender systems to 

show the right recommendations for consumers to increase their revenue by increasing 

their sales. 

Many companies develop recommender systems to guide the consumers. Examples of 

such companies include Netflix Inc. [26] for movie recommendations, Amazon [27] for 

product recommendations, Last.fm [28] for radio recommendations, and LinkedIn [29] 

for friend recommendations. 

 Hypothesis 

Our approach depends on the attribute values of the selected feature in the training data 

set. This approach, succeeds in modeling to produce the summary matrix with new and 

few dimensions to be input for hybrid recommender systems. Creating new features is 

one of feature engineering results [34]. Choosing the right feature is still important 

because every item has many selectable features. 

Our approach reduces the amount of time used to provide the recommendation list for 

the user. Also, our approach increases the ratings density, which leads to providing 

greater opportunites for recommender systems to find likenesses between users. 

The main structure of the data sets is a two-dimensional matrix that consists of a user-

Item ratings matrix. We apply our approach on two data sets MovieLens 1M and 

HetRec 2011. MovieLens 1M data set consists of 1,000,209 rates that are represented 

by a matrix of 6040 users and 3883 items. HetRec 2011 data set has 855,598 rates that 

are represented by a matrix of 2113 users and 10197 items. 
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In most environments of e-commerce where recommender systems apply, the number 

of users and items is huge. Therefore, we can consider this problem as a scalability 

problem. Also, many of the users do not rate their items. Even popular or favorite items 

are perhaps still unrated, which minimizes opportunities to find a similar person. This 

problem is called sparsity problem. Sparsity problem effects the full data set matrix. 

Another problem is related to a single row or column of the data set which has few 

ratings or none, this problem is considered a cold start problem. We can consider the 

cold start problem a special case of sparsity problem because, cold start problem effects 

a single row or column instead of the entire data set. The rows and columns in selected 

data sets represent the number of users and items. 

Our approach tries to reduce these above-mentioned problems. Many researchers over 

the past several years have come up with different solutions to resolve scalability, cold 

start, and sparsity problems. These problems are inherent in collaborative recommender 

systems. Reducing the data set dimensionality is one solution approaches. Sarwar et al. 

[33] applied singular value decomposition for matrix factorization that provides lowest 

rank approximations of the original matrix. Singular value decomposition expresses the 

matrix as the product of three “simple” matrices, which result in the singular values in 

decreasing order. 

Jing Lu et al. [55] proposed Confidence Weighted Online Collaborative Filtering 

(CWOCF) approach. The key idea of the CWOCF approach is to follow the low-rank 

matrix factorization and exploit confidence weighted classification in optimizing the 

low-rank matrixes. The CWOCF approach will update the distributions of matrix 

factorization vectors. 

YiBo Chen et al. [76] proposed to compute the similarity matrix based on relative 

distance between user ratings to solve the sparsity problem in recommender systems. 

Siavash Ghodsi Moghaddam and Ali Selamat [38] proposed a clustering method to 

solve scalability problem. This method is a hybrid recommender system, which 

comprises of users' demographic information and Collaborative Filtering.  

Iván Cantador et al. [77] proposed a hybrid recommendation model which combines 

Content-Based and Collaborative Filtering according to relations among users. The 

proposed approach is based on clusters that are used to find similarities among 

individuals at multiple semantic layers. 
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CHAPTER 2 

GENERAL INFORMATION 

In this chapter, we view the headlines of general information that contributes to our 

approach. We also note the effect of data growth and the increase of users on the 

Internet. We can extract useful information from this data by data mining algorithms. 

Recommender systems are one of the data mining algorithms. We can reduce the data 

by feature engineering if it is huge to improve performance of recommender systems. 

2.1 Data Mining 

Data mining is a broad spectrum of computational processes, mathematical modeling 

techniques [47], and software tools [46] to discover patterns in a large data set. These 

patterns, previously unknown, represent the summary of the data entered and perhaps 

are used in further analysis. Data mining term refers to extracting or “mining” 

knowledge through either automatic or manual methods [43], [44]. Data mining is 

involving methods at the intersection of artificial intelligence, machine learning, 

statistics, and database systems [45]. 

Data mining is useful in a discovery scenario of items due to the absence of 

predetermined principles about what the outcomes will be. Data mining is exploring and 

mining new, valuable, and nontrivial "interesting" information among large volumes of 

data. Best results can be achieved by a joint effort of the intelligence of humans in 

describing problems and goals and computer efficiency. It is possible to determine the 

primary goals of data mining in one of two categories: prediction and description of 

patterns [43]. Prediction of patterns exploits some variables or fields in the data set to 

predict unknown or future values of other variables of interest. Description of patterns 

focuses on finding the description of data that interprets by humans. 
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Data mining steps can divide into three simplified processes: pre-processing (data 

cleaning, integration and selection), data mining, and results validation. Also, we can 

divide data mining steps into a number of ramified processes, as in [43], [44], [48], [57], 

[58]. 

 

 

 

Figure 2.1 Data mining process steps [1]. 

There are many algorithms used in data mining to find the patterns such as decision 

tree, classification rules, and clustering techniques [64], [65], [66], [67]. These 

algorithms can be suitable for a particular type of data set and the results are 

satisfactory. But, perhaps these algorithms cannot reproduce on a new sample of the 

data set and bear little use. The final step of data discovery, verifies that the patterns 

produced by data mining algorithms meet the need of users before turning patterns into 

knowledge. If the results are not satisfactory, we will need to re-evaluate and change the 

pre-processing or data mining algorithm. 

Several researchers and organizations conducted reviews of data mining tools and 

surveys to identify some of the strengths and weaknesses of the software packages [46], 

[49], [50], [51], [52], [54]. The researchers and organizations provide an overview of 

the behaviors, preferences, challenges, and views of data mining. 

2.2 Big Data 

Big data or a large-scale data are the outcome of the qualitative boom in computing, 

communications, and digital storage technologies. This qualitative boom is 

accompanied by an increase in high-resolution throughput data. Big data refers to data 

set that are growing rapidly, because of the spread of digital computers, mobile, and 

expanding the Internet. 

Digital information storage capacity, doubles every 40 months, roughly since the 1980s 

[68]. The storage capacity reached to 2.5 Exabyte (the sixth power of 1000 bytes) every 

day in 2015 [69], it nearly reached to 3 Exabyte in 2016 [69]. Cisco forecasts indicate to 

a steady increase in the storage capacity of the coming years [69]. 
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In Figure 2.2, Cisco forecasts of data growth to nearly triple from 2015 to 2020 are 

illustrated. Cisco expects the data growth will reach to 194 EB per month by 2020, up 

from 72 Exabyte per month in 2015, with a Compound Annual Growth Rate (CAGR) of 

22 percent. 

 

Figure 2.2 Cisco forecasts of data growth [69]. 

Big data includes several challenges such as storage, transfer, visualization, querying, 

and updating. These challenges require more predictive analytics, user behavior 

analytics, or other advanced data analytics methods to discover a useful pattern [70]. 

Big data is characterized through the quantity and quality of generated and stored data 

[71], [72]. 

In Figure 2.3, increasing of Internet users over the past decades for several times is 

illustrated. Increasing the number of users directly proportional to increasing in the 

amount of data. 

 

Figure 2.3 Internet users per 100 inhabitants [73]. 
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2.3 Feature Engineering 

Feature engineering exploits the domain knowledge of the data set to create new 

features. These features contribute to make machine learning algorithms work properly. 

The feature is a piece of information in the data set. This piece might contain many 

attribute values which are useful for prediction and will influence recommendations. 

Any attribute values could be a feature, as long as it is useful to the model [24]. 

In Figure 2.4, some features of movies and its attribute values are illustrated. 

 Title Genre Actors Year ....... 

Item 1 ....... Action ....... 2006 ....... 

Item 2 ....... Drama, Romance ....... 2011 ....... 

Item 3 ....... Animation ....... 2002 ....... 

Item 4 ....... Action, Crime ....... 2004 ....... 

Figure 2.4 Features and its attribute values. 

The feature is a distinguishing characteristic that might help when analyzing the 

problem to solve it [17]. The quality and quantity of the features will have great 

influence on whether the model is good or not [18]. We can clarify the feature 

engineering steps to create new features, by the following sequential steps [34]: 

 Testing features. 

 Deciding what features to create. 

 Creating features. 

 Checking how the features work with your model. 

 Improving your features if needed. 

 Go back to testing/creating more features until the work done. 

Right features chosen require extensive testing to pick up a relevant feature to achieve 

better results. Right features represent the most important part in machine learning [56]. 

Right features make a model simpler and more flexible, and they often yield better 

outcomes [17]. However, the success of the algorithm doesn't only depend on selected 

features. The model and data set represents an important role in the success of the 

algorithm to achieve a satisfactory result. 

The purpose of choosing right feature in our approach is to reduce the effects of 

sparsity, cold start, and scalability problems. Alongside, right feature chosen improved 

the recommendations in our approach and improves it. As a result, we can get user 

satisfaction. 

Attribute values 

Features 
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In Figure 2.5, the features of some types of data sets are illustrated. Any feature has 

many attribute values depend on the type of feature either numeric or textual. 

 

 

 

 

 

Figure 2.5 Features of some types of data sets [56].

2.4 Recommender Systems 

Recommender systems are personalized information agents that have become 

interesting in recent years. It applies in the domains of academia and industry 

increasingly. Recommender systems are a subclass of software information filtering 

systems, which analyzes user profile to predict what the user preference is. 

Recommender systems that incorporate data mining techniques, get its 

recommendations by using knowledge learned from actions and attribute values of users 

and items. Recommender systems are based on previous information about interaction 

of the users with items to get the recommendations [59]. The past user concerns 

determine the user future choices. 

There are four techniques of recommender systems: collaborative, content-based, 

knowledge-based, and demographic [16]. Two main categories are most popular: 

content-based and collaborative recommender systems. Most recommender systems that 

apply hybrid recommender systems is a combination of content-based and collaborative 

recommender systems. 

Recommender systems techniques can use feedback on different knowledge sources 

such as user ratings database, item database, and user's ratings. Knowledge sources 

depend on information repositories that are stored in a companies' sites online. 

Information repository contains a user's personal information, the item's information, 

and ratings. The rating values indicate to the user's preferences. 

 

             Images               pixels, contours, textures, etc. 

             Movies               genres, year, actors, etc. 

              Signal               samples, spectrograms, etc. 

      Time series               ticks, trends, reversals, etc. 

Biological data               dna, marker sequences, genes, etc. 

         Text data               words, grammatical classes and relations, etc. 



10 
 

In Figure 2.6, knowledge sources of two main techniques of recommender systems are 

illustrated. 

 

 

 

 

 

Figure 2.6 Knowledge sources of recommender systems techniques [16]. 

2.4.1 Collaborative Recommender Systems 

Collaborative Filtering approach is the most popular method of recommender systems 

[1], [10]. Collaborative Filtering generates the recommendations based only on the past 

users database of ratings that represents full information about users’ past rates.  

Collaborative Filtering predicts preferable items for users by calculating the similarity 

scores between users. These scores will be interpreted according to the used algorithms. 

An example of this is, Pearson Correlation approach which interprets the scores based 

on positive "like" and negative "unlike", on this basis, it will provide a list of 

recommendations. 

Collaborative Filtering avoids semantics and systematically analyzes for items. 

Therefore, Collaborative Filtering is characterized by quickly and accurately 

recommendations without considering to the concept of the item itself. 

Typically Collaborative Filtering is classified into two methods: memory-based and 

model-based method. Memory-based methods use the ratings directly to find the 

likeness between users or items to predict the recommendations. Memory-based 

methods are based only on ratings, which reflect positively on the efficiency and ease of 

a method implementation. Model-based methods use ratings to model user-item 

interactions with latent characteristics. Latent factor indicates latent features that are 

stored in the database of items and users. Latent factor is sometimes called latent 

variables that cannot be observed directly. Instead, Latent factor can be inferred from 

other observed variables. For example, in the movie recommender system, the latent 

features could be comedy, action, or children topics. Therefore, these latent factor 

models can be used to predict new items for users. 

Content-Based 
Recommender System 

 

Collaborative 

Recommender System 

 

User Ratings 

Database 

Item 
Database 

User's 
Ratings 
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Many algorithms are applied in measuring user-user similarity and item-item similarity 

in recommender systems. We apply the algorithms that measure user-user similarity 

when there are more items than users and item-item similarity when the situation is 

reverse [53]. 

Pearson Correlation approach is a one of Collaborative Filtering approaches. The 

Pearson Correlation approach used to calculate the similarity of two users 𝑖 and 𝑗, and is 

defined as: 

𝑆(𝑖, 𝑗) =
∑ (𝑟𝑦,𝑖−�̅�𝑖)×(𝑟𝑦,𝑗−�̅�𝑗)𝑦∈𝑌

√∑ (𝑟𝑦,𝑖−�̅�𝑖 )𝑦∈𝑌
2
×√∑ (𝑟𝑦,𝑗−�̅�𝑗)

2
𝑦∈𝑌

  (2.1) 

Where, 𝑌 is the number of items that rated by both user 𝑖 and user 𝑗, 𝑦 is the number of 

items in the data set, 𝑟 is the rating values, and �̅� is the average ratings. 

Pearson Correlation approach depends on identical opinions on ideas and behaviors 

among users, which is reflected in the ratings. 

Three formulas are used to predict ratings depending on the similarity score and the best 

recommendation is recommended to the user. These formulas are based on the weighted 

average of all ratings for similar users. Where, 𝐾 is the number of similar users. 

𝑟𝑖,𝑛 =
∑ 𝑟𝑗,𝑛𝑗∈𝐾

𝐾
 (2.2) 

𝑟𝑖,𝑛 =
∑  𝑆(𝑖 ,𝑗)×𝑟𝑗 ,𝑛𝑗∈𝐾

∑  𝑆(𝑖,𝑗)𝑗∈𝐾
 (2.3) 

𝑟𝑖,𝑛 = 𝑟�̅� +
∑  𝑆(𝑖,𝑗)×(𝑟𝑗,𝑛−�̅�𝑗)𝑗∈𝐾

∑  𝑆(𝑖,𝑗)𝑗∈𝐾
 (2.4) 

In Figure 2.7, a simple example of Collaborative Filtering approach for groups of users 

and items is illustrated. We used Eq. (2.1) to get similarity scores between users and Eq. 

(2.3) to get ratings. 

 I1 I2 I3 I4 I5 S(i,j) 

U1 5 4 ?  3  

U2 1  3 2  -0.5 

U3 4  4 3  0.29 

U4 4 4 5  3 0.5 

U5 2 1   1 0.87 

Figure 2.7 Collaborative Filtering process [74]. 

r1,3 = 4.6 



12 
 

Collaborative Filtering is based on the assumption that a consensuses of people in the 

past will agree on in the future. Therefore, users will like similar kinds of items that 

they liked in the past. The advantage of Collaborative Filtering among other 

recommender systems is that it can recommend a different and unknown item from 

what the user already knows. This recommendation represents a surprise and is 

attractive to users. 

Nevertheless, Collaborative Filtering often suffers from three common problems: 

sparsity, cold start, and scalability. These three challenges of the Collaborative Filtering 

are described below. We try to reduce the impact of these challenges in our approach. 

There are also many recommender systems proposed [35], [36], [37] to address these 

problems. 

2.4.1.1 Scalability  

In many of environments, we need much time to find a similar neighbor when we use 

Collaborative Filtering. Because, data sets contain millions of users and items. Further, 

the number of users and items are increasing, so it becomes computationally difficult to 

find similar neighbors. This increasing in the number of users and items is called 

scalability problem. 

2.4.1.2 Sparsity 

Mostly, users don't rate items. Even popular items that user liked or bought still unrated. 

Because of, increasing number of users and items with few ratings, most entries of data 

sets remain zero. This situation is called sparsity problem. The level of sparsity is 

determined by the ratio of the number of zeros to the total number of matrix. 

2.4.1.3 Cold Start 

We can consider the cold start problem as a special case of the sparsity problem [12]. 

The cold start problem happens because the user doesn't have enough rating or any 

rating at all. To avoid this problem, some companies offer to the consumers some of 

popular items to evaluate it when they login to the company's accounts at first time. 

Otherwise, it is difficult for recommender systems to provide an accurate 

recommendation to users. 
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2.4.2 Content-Based Recommender Systems 

Content-Based Filtering approaches are based on a description of item features and user 

preferences in his/her profile [15], [59]. Content-Based Filtering recommends items 

similar to the same type of items that a user already liked. Content-Based Filtering may 

be defined as an algorithm of searching and comparing therefore it is similar to 

processes that are used in information retrieval systems, but without needing user 

queries. 

Content-Based Filtering obtains the information from two knowledge sources: item 

features and its rating that is given by users. Simple approach uses average values of 

items that are rated. Also, there are more advanced techniques to discover what is 

desirable for the user, such as decision trees, Bayesian classifiers, and cluster analysis 

algorithms. An example, the data sets that are used in our approach about movies. So, if 

the user has given a preferred rating toward action movies, Content-Based Filtering will 

recommend more action movies to him, as shown in Figure 2.8. Content-Based 

Filtering, unlike Collaborative Filtering lacks the property of being able to be 

surprising. 

Often, getting common attribute values are not easy in the different items, rather than 

similar items [3], [13]. In addition, a Content-Based Filtering depends on well-

structured and reasonable distribution of the attribute values across items [14].  

 

 

 

 

 

Figure 2.8 Content-Based Filtering process [74] 

2.4.3 Hybrid Recommender Systems 

Hybrid recommender systems are defined as a combination of various knowledge 

sources and different techniques together to obtain the outputs. Knowledge sources 

consist of user profile, community data, and item features. Hybrid recommender 

systems could be suitable in some cases in different application domains to get the right 
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recommendations to the user in a timely manner.  There is one output for whatever 

number of techniques or recommender systems that contributed in hybrid recommender 

systems. 

Collaborative Filtering uses user profile (user's ratings) together with community data to 

derive recommendations. Content-Based Filtering relies on textual descriptions of item 

features and user's ratings. Thus, the recommender system type that chosen determine 

which kind of knowledge sources will be needed. However, none of basic approaches 

can use all of these knowledge sources.  

In Table 2.1, knowledge sources which represent the feedback of content-based and 

collaborative recommender systems are listed. 

Table 2.1 Knowledge sources of recommender systems 

Recommender system User profile Community data Item features 

Collaborative Yes Yes No 

Content-Based Yes No Yes 

We can clearly view in Table 2.1, Collaborative Filtering approach relies on user profile 

together with community data. Content-Based Filtering approach relies on user profile 

and item features to get the recommendations for users. 

In Figure 2.9, several knowledge sources for a hybrid recommender systems are 

illustrated. Hybrid recommender systems can be like a black box that combines several 

knowledge sources with different techniques or recommender systems to get a 

recommendation list. The recommendation list in Figure 2.9 represents the best 

recommendations that will be recommended to the user. 

 

Figure 2.9 Hybrid recommender systems process [1], [75]. 

User profile 

Community data 

Title Genre Actors … 

    

Item features 

item score 

I1 0.9 

I2 1 

I3 0.3 

… … 

 Recommendation 
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Hybrid recommender systems can be divided into three different major categories 

mentions seven hybridization techniques [1]. Below we give short summaries of these 

techniques. More information can be found in [1] and [16]. 

2.4.3.1 Monolithic Hybridization Design 

Monolithic hybridization implements and combines several recommender systems in 

one algorithm to produce the final set of recommendations. Feature combination and 

feature augmentation technique belongs to this category. 

 

 

 

 

 

 

Figure 2.10 Monolithic hybridization design [1], [16], [75]. 

2.4.3.2 Parallel Hybridization Design  

In parallel hybridization, each recommender system that participate operates 

independently of others and each one has its own outcomes (i.e. separate 

recommendation list). The outcomes of these several existing systems are combined to 

generate the final set of recommendations. The mixed, weighted, and switching 

techniques are classified as in this design. 

 

 

 

 

 

 

Figure 2.11 Parallel hybridization design [1], [16], [75]. 
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2.4.3.3 Pipelined Hybridization Design  

In pipelined hybridization, outputs of previous recommender system become inputs of 

subsequent one and the final system produces recommendations for users. So, the 

outputs of the first recommender system affects all the later chain of recommender 

systems that are in the pipeline. Optionally, subsequent recommender components may 

use parts of original input data, too [1]. The cascade and meta-level techniques are 

examples of such pipeline design. 

 

 

 

Figure 2.12 Pipelined hybridization design [1], [16], [75]. 
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CHAPTER 3 

METHODOLOGY 

In this chapter, we introduce the outline concerning the meta-level technique, data sets, 

feature learning and computing the summary matrix that helps in speed. We divide the 

data sets that are used in our approach into two data sets one for training (60%) and 

another for testing (40%). We apply our approach on the training data set. 

3.1 Meta-Level Technique 

Meta-level technique is one-of the seven hybridization recommendation techniques 

under the pipelined hybridization design category. Meta-level technique makes the 

output of previous approaches as inputs of the next approach.  As a result, the 

contributing recommender completely replaces raw data with the learned models. The 

resulting data are used as inputs in the calculation of the actual recommender. 

 

 

 

 

 

 

 

 

  

Figure 3.1 Meta-level technique [16]. 

Training phase 

Data Set 

Actual Recommender 
Learned 

models 

Contributing Recommender 

Candidates 

Candidate generation 

 
User profile 

Actual Recommender 
Learned 

models 

Contributing Recommender Candidates 

Scoring 

 

Candidates Actual Recommender 

Contributing Recommender Overall 

score 

 

Score 



18 
 

3.2 Data Sets That We Used 

In this part, we introduce each data set that we used in our approach. As well as, we 

describe some basic statistics of the training data sets. The two data sets that used in this 

study are available to download from the GroupLens Research website [30].  

 MovieLens 1M data set: GroupLens Research collected and made available 

rating data sets from the MovieLens website [31]. The data set is collected over 

various periods of time. The rating values range between 0.5 and 5. The data set 

consist of around 6,040 users and 3,883 items. 

 HetRec 2011 data set: The 2nd International Workshop on Information 

Heterogeneity and Fusion in Recommender Systems (HetRec 2011) [32] 

released data set from Delicious, Last.fm Web 2.0, MovieLens, IMDb, and 

Rotten Tomatoes. This data set contains social networking, tagging, and 

individual information from sets of around 2,113 users. The rating values range 

between 0.5 and 5. The data set consist of around 2,113 users and 10,197 items. 

In Table 3.1, the statistics of training data sets: HetRec 2011 and MovieLens 1M are 

listed. Average number of users who gave ratings for items and average number of 

items that rated by users can be seen from Table 3.1. 

Table 3.1 Statistics of training data sets. 

Statistics HetRec 2011 MovieLens 1M 

Number of users 2113 6040 

Number of items 10197 3883 

Number of ratings 515000 598209 

Average number of ratings by users 243.73 99.04 

Average number of ratings for items 50.5 154.06 

Density 2.4% 2.55% 

The ratings density is defined as the fraction of ratings over the total multiplies number 

of user and items in the matrix.  

𝐷𝑒𝑛𝑠𝑖𝑡𝑦 =
𝑁𝑜.  𝑜𝑓 𝑅𝑎𝑡𝑖𝑛𝑔𝑠

𝑁𝑜.  𝑜𝑓 𝑈𝑠𝑒𝑟𝑠 × 𝑁𝑜.  𝑜𝑓 𝐼𝑡𝑒𝑚𝑠 
 (3.1) 
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3.3 Feature Learning and Computing the Summary Matrix 

In machine learning, feature learning, or representation learning, is a set of techniques 

that learns features [19], [23]. The new representation should make machine learning 

algorithms simpler and more flexible. 

The data set in our thesis consists of two major categories: users and items (movies). 

Each one of the data set contains many features which include many attribute values. 

For example, user's category contains gender, occupation, age and Zip-code, item's 

category contains title, genres, actors, and year of release. Gender feature contains two 

attribute values: male and female. Genre feature contains many attribute values such as 

action, comedy, and drama. 

 
Year Genre 

  Action Drama Animation Action, 

Crime 

Romance 

Item1 2006 Action  User1 3.5  4.5 3.7 2.5 

Item2 2011 Drama  User2 2.5 3 1.5   

Item3 2002 Animation  User3  3.4  2.2 1.8 

Item4 2004 Action  User4 2.1  3.6 4.8 3.3 

Item5 2015 Drama   User5 4.4 4.1 2 3  

Item6 1999 Romance  …….      

Item7 2000 Action, 

 Crime 

 

Figure 3.2 Overview of the summary matrix. 

Feature creation is a process to generate new features based on existing attribute values. 

For example, say, we have genre (action, comedy, crime, romance) as an input values in 

a data set. We can generate new feature like action, comedy, crime, and romance that 

may have a better relationship. This step is used to highlight the hidden relationship in 

the attribute values. 

Feature engineering is the science of extracting more information from existing data 

[18]. We are not adding any new data here, but we are actually making the data we 

already have more useful. There are various techniques to create new features, as in 

[18]. The summary matrix is based on selected feature for movie data set, in our 

approach the genre feature is good. 

An illustration of obtaining the summary matrix is given in Figure 3.2 and the 

techniques that we will apply on this matrix to get the recommendations. We also 

explain it below: 

 Extract all attribute values of the selected feature. 
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 Extract the attribute values of the selected feature without repetition. 

 Create the summary matrix with new columns based on attribute values of the 

selected feature. 

 Fill the summary matrix with the average ratings based on attribute values of the 

selected feature. 

 Compute similarity scores between users in the summary matrix by using 

Collaborative Filtering, as in Eq. (2.1). 

 Get the recommended item by using Eq. (2.3). 

 Get top K similar users (𝐾 = 80). These users will be the candidates to 

Collaborative Filtering approach. The similarity measure used is the Euclidean 

distance, is defined as: 

𝑑(𝑖, 𝑗) = √∑ (𝑟𝐿,𝑖 − 𝑟𝐿,𝑗)
𝑦
𝐿=1

2
 (3.2) 

Below we explain our feature learning method. In this method we learn a “summary 

matrix” that has average rating values for a user on attribute values of a selected 

column. For this work we selected the genre column as an example. 

Let 𝑆(𝑖) denote training sample item i, then 𝑆(𝑖) can be represented as: 

𝑆(𝑖) = {�⃗�(𝒊), �⃗⃗⃗�(𝒊), �⃗⃗⃗�(𝒊)} (3.3) 

Where, �⃗�(𝒊), �⃗⃗⃗�(𝒊) and �⃗⃗⃗�(𝒊) stand for the input vector and the two output vectors for 

training sample item 𝑖, respectively. �⃗�(𝒊) represents all item features (i), whose structure 

can be shown as: 

�⃗�(𝒊) =

{
 
 
 

 
 
 

𝑇𝑖𝑡𝑙𝑒 (𝑖)

𝑌𝑒𝑎𝑟 (𝑖)

𝐺𝑒𝑛𝑟𝑒 (𝑖)
𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 (𝑖)

𝐷𝑖𝑟𝑒𝑐𝑡𝑜𝑟 (𝑖)

𝐴𝑐𝑡𝑜𝑟𝑠 (𝑖)
𝐶𝑜𝑢𝑛𝑡𝑟𝑦 (𝑖)

 (3.4) 

All entries are either textual or integers. Genre (i) is represented as the genre feature (i) 

that will be extract from other item features, and it is textual. 

Likewise, �⃗⃗⃗�(𝒊)  represents all the attribute values of the selected feature, which can be 

shown as: 
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�⃗⃗⃗�(𝒊) =

{
  
 

  
 
Adventure, Children, Fantasy

Comedy, Romance
Comedy

Action, Crime, Thriller
Adventure, Children, Action

Comedy
Adventure, Children, Action

 (3.5) 

Likewise, �⃗⃗⃗�(𝒊) represents unrepeated attribute values of the selected feature that will be 

the new columns of the summary matrix, which can be shown as: 

�⃗⃗⃗�(𝒊) =

{
 
 

 
 
Adventure, Children, Fantasy

Comedy, Romance
Comedy

Action, Crime, Thriller
Adventure, Children, Action

 (3.6) 

We can define 𝑊(𝑖, 𝑗) as the average ratings based on Eq. (3.4) and TF (explained next 

paragraph), for each user's items in the summary matrix. 𝑖 represents the users,  𝑗 

represents the items in the summary matrix. Then 𝑊(𝑖, 𝑗) can be obtained as: 

𝑊(𝑖, 𝑗) =
∑ 𝑟𝑖�⃗⃗⃗�∈�⃗⃗⃗�
𝑇𝐹   

 (3.7) 

Term Frequency (𝑇𝐹) denotes the number of times that the attribute values of the 

selected feature �⃗⃗⃗� appears in user's profile for rated items. 

 

Algorithm 3.1 Building the summary matrix 

1: input:  

2:          �⃗� ←< 𝑣1, … . , 𝑣𝐿 > // �⃗� is the vector of attribute values. 

3:          𝑑 ←< 𝑑1 , … . , 𝑑𝐾 > // 𝑑 is the vector of unrepeated attribute values. 

4: for 𝑖=1:𝐾 

5:            for 𝑗 =1:𝐿 

6:  if 𝑣𝑗 ∈ 𝑑𝑖 

7:                                      𝑢 ← 𝑢 + 𝑟 // 𝑟 is the rating values of the data set. 

8:                                      𝑇𝐹 ← 𝑇𝐹 + 1. 

9:  end 

10:            end 

11: 𝑊= 𝑢 𝑇𝐹⁄  // average ratings for each item of users in the summary matrix. 

12: end 
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The summary matrix will be filled with average ratings for items that are rated by a user 

in the data set. The summary matrix consists of the same number of users (rows) in the 

data set, but new items (columns).  

In Table 3.2, the statistics of the summary matrix after implementing Algorithm 3.1 are 

listed. The number of items in the summary matrix is reduced. Therefore, the rating 

density is increased, which contributes to solve the problems: scalability, sparsity and 

cold start. 

Table 3.2 Statistics of the summary matrix. 

Statistics HetRec 2011 MovieLens 1M 

Number of users 2113 6040 

Number of items 788 301 

Number of ratings 218293 252394 

Average number of ratings by users 103.31 41.79 

Average number of ratings for items 277.02 838.52 

Density 13.1% 13.9% 

In Figure 3.3, the amount of decrease in the items before and after implementing 

Algorithm 3.1 for HetRec 2011 and MovieLens 1M data set is illustrated. 

 

Figure 3.3 Aamount of decrease in the items. 
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In Figure 3.4, the rating density of HetRec 2011 and MovieLens 1M data set before and 

after implementing Algorithm 3.1 is illustrated. 

 

Figure 3.4 The rating density. 

Today the increasing growth in the web with thousands of users who interact with 

thousands of items, slows down the work of recommender systems. Therefore, we need 

to reduce the amount of time used and the number of similar users to make software 

systems faster to get recommendations so our approach focuses on reducing the items in 

the summary matrix to get satisfactory results quickly. In addition, our approach focuses 

on increasing the rating density that makes recommender systems operations to discover 

similar users easy.  
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In Figure 3.5, the percentage of the ratings that are given by one user to all items in the 

training data sets versus the summary matrix is illustrated. 

  

 HetRec 2011  

  

MovieLens 1M 

Figure 3.5 Number of users versus number of items. 

Note that as seen in Figure 3.5, 94%-96% of users rated less than 10% of all items in the 

training data sets. Also in Figure 3.6, we notice that 98% of the items in the training 

data sets are rated by less than 10% of users. This percentage is very low and reduce the 

opportunities for getting accurate recommendations. 
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In Figure 3.6, the percentage of the ratings that are given by all users to one item is 

illustrated. 

  

 HetRec 2011  

  

MovieLens 1M 

Figure 3.6 Number of items versus number of users. 

Note that as seen in Figure 3.5 and Figure 3.6, re-distribution of ratings in the summary 

matrix for users and items. All percentages of ratings increased over 10%. This means 

more opportunities for getting accurate recommendations for users. 
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In Figure 3.7, general schematic of techniques that we used in our approach is 

illustrated. 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

Figure 3.7 General schematic of techniques that we used. 
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3.4 Summary 

In this chapter, the results obtained through creating the summary matrix can be 

summarized as follows: 

 Decreasing the number of items. 

 Increasing the rating density. 

 Increasing the ratings of users. 

 Increasing the ratings of items. 

Now, we have two important questions will proof in the next chapter: 

 How useful of reducing the items? 

 Can the proposed approach improve the recommendation accuracy? 
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CHAPTER 4 

RESULTS AND DISCUSSION 

In this chapter, we re-predict the ratings of a testing data set. Following this, we will 

review the findings of comparing two techniques of hybrid recommender systems based 

on the summary matrix with the Collaborative Filtering Pearson Correlation approach 

based on a training data set. Each technique has a different pattern, which makes it vary 

in the strengths and drawbacks. Therefore, each technique has characteristic results. 

4.1 Overview 

Recommender systems have been evaluated in many different evaluation metrics over 

the past several years [1], [25], [43]. Recommender systems evaluation is difficult 

because the evaluation results are mutable, it is based on algorithms, data sets, and 

evaluation metrics together. Evaluation metrics are divided into two major categories 

according to desired recommendations results. The first category is based on numeric 

value (i.e. error ratio) that represents the difference of original rate and predicted rate, 

and is called predictive accuracy metrics. The second category is based on relevance 

(i.e. separating the range of rating into two groups) that represents the relevant or 

irrelevant relation between original rate and predicted rate, and is called classification 

accuracy metrics. There is motivation to use both types of evaluation metrics in this 

thesis because every category follows a certain pattern for evaluation. 

4.2 Data Sets and Preprocessing 

The summary matrix is created by implementing Algorithm 3.1 on two data sets 

MovieLens 1M and HetRec 2011, as we mentioned in Chapter 3. The purpose of 

creating the summary matrix is to improve the performance and get accurate 

recommendations. 
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We propose two techniques of hybrid recommender systems according to the summary 

matrix. Each one has advantages different from the other because the first technique 

combines two techniques and another consists of three techniques. 

HRS-1 denotes combining summary matrix and Collaborative Filtering Pearson 

Correlation approach.  

HRS-2 denotes combining summary matrix, K-Nearest User, and Collaborative 

Filtering Pearson Correlation approach. 

CFP denotes to Collaborative Filtering Pearson Correlation approach. 

In Table 4.1, average amount of time used (in second) and average number of similar 

users for testing each data is listed.  

Table 4.1 Average amount of time used and average number of similar users. 

Data Sets HetRec 2011 MovieLens 1M 

Techniques CFP HRS-1 HRS-2 CFP HRS-1 HRS-2 

Average amount of time used 0.568 0.074 0.379 0.83 0.151 0.716 

Average No. of similar users 231 195 52 310 300 55 

In Figure 4.1, average amount of time used of HRS-1 and HRS-2 comparing with CFP 

is illustrated. 

  

Figure 4.1 Average amount of time used. 
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The performance superiority of HRS-1 in time used for two reasons: it consists of two 

techniques are combined and limited items in the summary matrix. So, the HRS-1 

technique will be faster than other techniques, can be seen from Figure 4.1. 

In Figure 4.2, average number of similar users for each sample of HRS-1 and HRS-2 

comparing with CFP is illustrated. 

  

Figure 4.2 Average number of similar users. 

One reason for performance superiority of HRS-2 is in average number of similar users. 

The HRS-2 retrieves only the top eightieths of similar users 𝐾 = 80, which leads to a 

shortened search process in the entire summary matrix, can be seen from Figure 4.2. 

4.3 Evaluation Metrics 

We applied five evaluation metrics belonging to two categories. It would be better to 

choose one or more evaluation metrics to compare the accuracy of different 

recommender systems [25]. 

4.3.1 Predictive Accuracy Metrics 

Predictive accuracy metrics are based on numerical differences between predicted 
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 Recommender systems evaluation relies on how close predicted ratings are to true 

ratings. The recommender system is considered successful if the difference between the 

numerical values is small or vice-versa. 

There are many evaluation metrics for evaluating the ability of recommender systems to 

correctly predict a specific item. Mean Absolute Error (MAE) and Root Mean Squared 

Error (RMSE) are two of the most important evaluation metrics [1]. These predictive 

accuracy metrics are used for recommender systems evaluation because it is easy to 

calculate and understand. 

MAE Eq. (4.1) measures the average absolute deviation between predicted rating and 

true rating. RMSE Eq. (4.2) represents the sample standard deviation of the differences 

between predicted rating and true rating. 

𝑀𝐴𝐸  =
∑ |𝑝𝑖−𝑟𝑖|
𝑇
𝑖=1

𝑇
 (4.1) 

𝑅𝑀𝑆𝐸=√
∑ |𝑝𝑖−𝑟𝑖 |
𝑇
𝑖=1

2

𝑇
 (4.2) 

Where, 𝑝𝑖 is the predicted ratings, 𝑟𝑖 is the rating values, 𝑇 is the total number of 

predictions generated for all active users. 

RMSE metric was used as a condition to determine the winner in the competition of 

Netflix Inc. [26]. The condition was to improve the results of RMSE metric of a 

proposed algorithm 10% compared with the Netflix Inc. algorithm that is known as 

Cinematch. 

In Table 4.2, the results of MAE and RMSE evaluation metrics of HRS-1 and HRS-2 

comparing with CFP are listed.  

Table 4.2 MAE and RMSE evaluations. 

Data Sets HetRec 2011 MovieLens 1M 

Techniques CFP HRS-1 HRS-2 CFP HRS-1 HRS-2 

MAE 0.67 0.63 0.64 0.77 0.733 0.743 

RMSE 0.87 0.823 0.825 0.97 0.927 0.93 
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In Figure 4.3, performance evaluations of predictive accuracy metrics : MAE and RMSE 

are compared on CFP, HRS-1, and HRS-2 are illustrated. 

  

Figure 4.3 Evaluations of predictive accuracy metrics. 

The performance superiority of HRS-1, can be seen from Figure 4.3. 

In Figure 4.4, MAE for CFP, HRS-1, and HRS-2 with 40%,…, 90% of the training data 

set is illustrated. 

  

Figure 4.4 MAE for CFP, HRS-1, and HRS-2. 

When we have 90% of the available ratings, the performance superiority of HRS-2, can 

be seen from Figure 4.4. 
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In Figure 4.5, RMSE for CFP, HRS-1, and HRS-2 with 40%,…, 90% of the training 

data set is illustrated. 

  

Figure 4.5 RMSE for CFP, HRS-1, and HRS-2. 

When we have 80% of the available ratings, the performance superiority of HRS-2, can 
be seen from Figure 4.5. 
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In Table 4.3, confusion matrix that accumulates the numbers of true/false and 

positive/negative recommendations is listed. Each column of confusion matrix 
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each row represents a predicted class. 
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Table 4.3 Confusion matrix. 

 Relevant Irrelevant Total 

Recommended TP FP TP+FP 

Not Recommended FN TN FN+TN 

Total TP+FN FP+TN TP+TN+FP+FN 

Precision and recall are the most popular metrics in the information retrieval field and 

depend on separation between relevant "positive" and irrelevant "negative" items. 

Precision and recall are used in [33], [39]. F-measure allows for combining precision 

and recall into a single score. 

Precision Eq. (4.3) is defined as the ratio of relevant items recommended to a number of 

items recommended. Precision represents the probability that a recommended item is 

relevant. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4.3) 

Recall Eq. (4.4) is defined as the ratio of relevant items recommended to total number 

of relevant items. Recall represents the probability that a relevant item will 

recommended. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4.4) 

F-measure Eq. (4.5) is defined as average number of precision and recall. F-measure 

represents the balance between precision and recall. 

𝐹  =
2∙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
 (4.5) 

In Table 4.4, the results of precision, recall, and F-measure evaluation metrics of HRS-1 

and HRS-2 comparing with CFP are listed.  

Table 4.4 Precision, Recall, and F-measure evaluations. 

Data Sets HetRec 2011 MovieLens 1M 

Techniques CFP HRS-1 HRS-2 CFP HRS-1 HRS-2 

Precision 0.865 0.868 0.839 0.893 0.91 0.88 

Recall 0.868 0.88 0.89 0.892 0.9 0.91 

F-Measure 0.866 0.876 0.864 0.892 0.9 0.89 
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In Figure 4.6, performance evaluations of classification accuracy metrics: precision, 

recall, and F-measure are compared on CFP, HRS-1, and HRS-2 are illustrated. 

  

Figure 4.6 Evaluations of classification accuracy metrics. 

The performance superiority of HRS-1 in precision, recall, and F-measure and HRS-2 in 

recall, can be seen from Figure 4.6. 

In Figure 4.7, precision for CFP, HRS-1, and HRS-2 with 40%,…, 90% of the training 

data set is illustrated. 

  

Figure 4.7 Precision for CFP, HRS-1, and HRS-2. 

The performance superiority of HRS-1 with 40%,…, 90% of the available ratings, can 
be seen from Figure 4.7. 
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In Figure 4.8, recall for CFP, HRS-1, and HRS-2 with 40%,…, 90% of the training data 

set is illustrated. 

  

Figure 4.8 Recall for CFP, HRS-1, and HRS-2. 

The performance superiority of HRS-1 and HRS-2 with 40%,…, 90% of the available 
ratings, can be seen from Figure 4.8. 

In Figure 4.9, F-measure for CFP, HRS-1, and HRS-2 with 40%,…, 90% of the training 

data set is illustrated. 

  

Figure 4.9 F-measure for CFP, HRS-1, and HRS-2. 

The performance superiority of HRS-1 with 40%,…, 90% of the available ratings, can 

be seen from Figure 4.9. 
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In Table 4.5, explain more details about  the advantage of reducing the items through 

reducing the amount of time used for testing one sample (in second) are listed. 

There are three steps to get the recommendation list: preparing the matrix, calculating 

the similarity scores, and listing the recommendations. Each of these steps calculates 

based on a different equation as we mentioned in Chapter 2. Table 4.5, explains the 

comparison between CFP, HRS-1, and HRS-2. 

Table 4.5 Time used for testing one sample. 

Data Sets HetRec 2011 MovieLens 1M 

Techniques CFP HRS-1 HRS-2 CFP HRS-1 HRS-2 

Preparing the matrix 27.31 2.034 2.034 31.858 2.195 2.195 

Calculate the similarity scores 1.95 0.151 0.231 2.333 0.243 0.405 

Listed the recommendations 0.015 0.014 0.012 0.03 0.012 0.01 

In Table 4.6, a comparison of Confidence Weighted Online Collaborative Filtering 

(CWOCF) approach [55] depends on the same data set with our approach depends on 

the summary matrix is listed.  

Table 4.6 Comparison according to CWOCF approach. 

Data Sets 
predictive 

accuracy 
metrics 

Techniques 

CWOCF HRS-1 HRS-2 

H
et

R
ec

 2
0

1
1
 

MAE 0.6499 0.63 0.64 

RMSE 0.8473 0.823 0.825 

M
o

v
ie

L
en

s 
1

M
 

MAE 0.7609 0.733 0.743 

RMSE 0.9580 0.927 0.93 

Note that as seen in Table 4.6 and Figure 4.10, our approach excelled in all evaluations 

of predictive accuracy metrics. 
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In Figure 4.10, a comparison of Up and Up-q approaches [77] depends on MovieLens 

1M data set with our approach depends on the summary matrix is illustrated. 

 

Figure 4.10 Comparison of Up and Up-q approaches with our approach. 
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CHAPTER 5 

CONCLUSIONS AND FUTURE WORK  

5.1 Conclusions 

In this thesis, we propose to create a summary matrix that incorporates limited items to 

alleviate the impact of scalability, sparsity and cold start problems in recommender 

systems. 

The proposed approach increases the rating density, which contributes to solving the 

aforementioned problems. We use the summary matrix in two hybrid recommender 

systems and evaluate the results. The results show our summary matrix was helpful in 

speed, increased the rating density, and got better recommendations. 

Table 5.1 Percentage of improvement for all results with respect to CFP. 

Data Sets HetRec 2011 MovieLens 1M 

Techniques HRS-1 HRS-2 HRS-1 HRS-2 

Average amount of time used 87% 33.3% 82% 14% 

Average No. of similar users 15.7% 77.5% 3.2% 82.25% 

MAE 6.3% 4.9% 4.84% 3.68% 

RMSE 5.2% 4.9% 4.1% 3.58% 

Precision 0.5% - 1.3% - 

Recall 1.6% 2.55% 0.8% 1.6% 

F-Measure 1.1% - 1.1% - 
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5.2 Future Work 

This work suggests several interesting directions for future work. We calculated the 

likeness between users based on user-user similarity. Item-item similarity may also be 

tried. 

Additionally, we aspire to develop this work to apply it on diverse data sets such as 

music, books, jokes, and Twitter followers. We would like to conduct a study at a larger 

scale which would involve feature selection and feature creation.  
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APPENDIX-A 

DISTRIBUTION OF RATINGS 

In Table A.1, the percentage of rating that are given by one user to all items in the 

training data sets versus the summary matrix is listed. The percentage column of Table 

A.1 shows the rating density. As, it is clearly been increase rating density in the 

summary matrix contribute to improve the recommendation accuracy. 

Table A.1 Number of users versus number of items. 

 HetRec 2011 MovieLens 1M 

Training Data 
Set 

Summary 
Matrix 

Training Data 
Set 

Summary 
Matrix 

Ratings Items % Items % Items % Items % 

1%-10% 9570 93.85 486 61.67 3385 87.17 176 58.47 

11%-20% 423 4.148 120 15.22 125 3.21 72 23.92 

21%-30% 132 1.29 63 7.99 16 0.41 23 7.64 

31%-40% 61 0.59 43 5.45 357 0 11 3.65 

41%-50% 11 0.12 28 3.55   9 2.99 

51%-60%   22 2.79   6 1.99 

61%-70%   10 1.26   1 0.33 

71%-80%   9 1.14   1 0.33 

81%-90%   5 0.63   2 0.66 

91%-100%   2 0.25     

Total 10197  788  3883  301  
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In Table A.2, the percentage of rating that are given by all users to one item is listed. 

Table A.2 Number of items versus number of users. 

 HetRec 2011 MovieLens 1M 

Training Data 
Set 

Summary 
Matrix 

Training Data 
Set 

Summary 
Matrix 

Ratings Users % Users % Users % Users % 

1%-10% 2073 98.1 914 43.25 5894 97.58 3279 54.29 

11%-20% 39 1.84 719 34.03 141 2.34 1577 26.12 

21%-30% 1 0.05 356 16.85 4 0.06 719 11.9 

31%-40%   111 5.25 1 0.02 305 5.05 

41%-50%   13 0.62   129 2.14 

51%-60%       26 0.43 

61%-70%       5 0.083 

71%-80%     
  

  

81%-90%     
  

  

91%-100%         

Total 2113  2113  6040  6040  
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