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ÖZET 

ÇEŞİTLİ NANO-MATERYELLERİN HİDROJEN DEPOLAMA 

KAPASİTELERİNİN VE İLGİLİ ÖZELLİKLERİNİN 

HESAPLAMALI KİMYA METOTLARI KULLANILARAK 

İNCELENMESİ 

SAYHAN, Sinan 

Doktora Tezi, Kimya Anabilim Dalı 

Tez Yöneticisi: Prof. Dr. Armağan KINAL 

Şubat 2019, 110 sayfa  

Bu tezde, Bor Nitrür (BN), Alüminyum Nitrür(AlN) ve Silisyum Karbür 

(SiC) gibi nano yapıların (nanokafes, nanolevha, vs.) hidrojen depolama ve ilgili 

özellikleri hesaplamalı kimya metotları kullanılarak incelenmiştir. BN, AlN ve SiC 

nanolevha yapılarında hidrojen molekülü ile en fazla etkileşime giren alanlar 

bulunur. Bu alanlar hidrojen molekülü için güvenli bölgeler olarak tanımlanabilir. 

Güvenli bölgelere göre, nanolevha yapıların hidrojen depolama özellikleri 

belirlenmiştir. Yapılan hesaplamalara göre, SiC nanolevha molekülü diğer 

nanolevha yapılara göre daha iyi bir hidrojen depolama aracıdır. Ayrıca CCSD(T) 

referans metoda göre kovalent olmayan zayıf etkileşimlere sahip BN ve AlN 

nanokafes sistemleri için en iyi Yerel Yoğunluk Teorisi (DFT) metodu ve yarı 

deneysel metodu belirlenmiştir. Kullanılan DFT metotları ve yarı deneysel metotlar 

arasında, bu tür sistemler için DFT-ωB97X-D ve PM6-DH2 metodları en iyi metot 

olarak belirlenmiştir. Ayrıca, PM6-DH2 metodu, DFT-ωB97X-D metodu kadar iyi 

sonuç verir ve hesaplama zamanı açışından ωB97X-D göre çok daha uygundur. 

Bunun yanında, bu tür nanokafes yapılar için, hidrojen molekülünün içsel mi yoksa 

dışsal olarak mı depo edilebileceği incelenmiştir. Yapılan hesaplamalara göre, AlN 

nanokafes yapısının içerisine hidrojen molekülü depo edilebilirken BN nanokafes 

yapısına edilemez. Bunun sebebi ise hidrojen molekülü BN nanokafesinin 

içerisinden geçerken B-N bağını kırar. Bir başka ifadeyle, BN nanokafes yapısı 

hidrojen molekülünü dışsal olarak depo edebilir. Hidrojen molekülü ilavesiyle AlN 

nanokafes yapısı, BN nanokafes yapısına göre daha kararlıdır. Bu yüzden AlN 

nanokafes yapısı BN nanokafes yapısına göre daha iyi bir hidrojen depolama 

materyalidir. 

Anahtar kelimeler: BN, AlN ve SiC Nanoyapılar, Hidrojen Depolama, DFT, 

PM6-DH2 Yarı Deneysel Metodu.
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ABSTRACT 

INVESTIGATION OF HYDROGEN STORAGE CAPABILITIES 

RELATED PROPERTIES OF VARIOUS NANO-MATERIALS BY 

USING COMPUTATIONAL CHEMISTRY METHODS 

SAYHAN, Sinan 

PhD Thesis, Chemistry Department 

Thesis Supervisor: Prof. Dr. Armağan KINAL 

February 2019, 110 pages 

In this thesis, hydrogen storage and related properties of nanostructures such 

as Boron Nitride (BN), Aluminum Nitride (AlN) and Silicon Carbide (SiC) were 

investigated by using computational chemistry methods. In the structures of the BN, 

AlN and SiC nanosheets, there are areas that most interact with the hydrogen 

molecule. These areas can be defined as safe zones for the hydrogen molecule. 

According to the safe zones, hydrogen storage properties of nanosheet structures 

have been determined. According to the calculations, the SiC nanosheet molecule 

is a better hydrogen storage medium than the other nanosheet. In addition, the best 

density functional theory (DFT) and the semi-empiric method were determined for 

the BN and AlN nanocage systems having weak non-covalent interactions 

according to the CCSD(T) reference method. Among the DFT methods and semi-

empiric methods used, the DFT-ωB97X-D and PM6-DH2 methods were the best 

method for those systems. In addition, the PM6-DH2 method gives good results as 

well as the DFT-ωB97X-D method and it is more suitable in terms of computing 

time according to DFT-ωB97X-D method. In addition, for those nanocage 

structures, it has been investigated whether the hydrogen molecule can be stored as 

endohedral or exohedral form. According to the calculations, hydrogen cannot be 

stored in the BN nanocage structure while the hydrogen molecule can be stored in 

the AlN nanocage structure. The reason of this is that the hydrogen molecule breaks 

the B-N bond as it passes through the BN nanocage. In other words, the BN 

nanocage structure can store hydrogen molecule as exohedral form. By the addition 

of hydrogen molecule, the structure of AlN nanocage is more stable than the 

structure of BN nanocage. Therefore, the AlN nanocage structure is a better 

hydrogen storage material than the BN nanocage structure. 

Keywords: BN, AlN and SiC Nanostructures, Hydrogen Storage, Density 

Functional Theory (DFT), PM6-DH2 Semi Empiric Method.
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PREFACE 

In this thesis, I present the hydrogen storage and related properties of various 

nanostructures by using computational chemistry methods. Because of my special 

interest in computational chemistry, the results of this thesis all contains theoretical 

studies. With the increasing industrialization, the consumption of fossil fuels is 

increasing day by day in the world. Therefore, alternative energy sources that can 

be used instead of fossil fuels have investigated. One of these alternative energy 

sources is the hydrogen energy. The biggest problem of hydrogen is the storing 

problem. Therefore, some nano-structures having hydrogen storage properties were 

determined and their hydrogen storage properties were compared each other by 

using computational chemistry methods. The purpose of this thesis is to shed light 

on the scientists who will work on these issues. 

IZMIR Sinan SAYHAN 

14/02/2019 
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1. INTRODUCTION 

The fossil fuels derived from the remains of former life are carbon-based 

organic materials such as coal, petroleum, natural gas. The easiest way to gain 

energy is to burn fossil fuels with molecular oxygen. Fossil fuels are seen as energy 

sources. For instance, electricity is produced with burning them or fuel for 

transportation is obtained when fossil fuels refine. The date of first usage of fossil 

fuels was in 1759 when beginning of industrialization in England. After that, the 

fossil fuels have attracted by many organizations to supply world’s energy needs. 

In the last decades, requirement of energy obtained from fossil fuels has extremely 

increased due to growing industrial companies that produce a plenty of 

technological things such as mobile, automotive applications, etc. In other words, 

the world’s energy needs are grown dramatically with the developing industrial 

technology as word’s population increase. Therefore, a large amount of fossil fuel 

will be needed to meet the world's future energy needs. (Figure1.1). Although usage 

of fossil fuels may be seen advantageous in terms of producing energy, they have 

plenty of disadvantages in their consumptions. The worst disadvantage of fossil fuel 

usage is very bad influence for the environment since various harmful and toxic 

gases is given off when they are burned. These gases, known as CO2, SO3 and NO2 

molecules lead to global warming which are considered as slowly heating of north 

pole, ocean sand atmosphere in the earth. The fundamental reason of global 

warming is CO2 gas emission that comes from primary energy sources including 

fossil fuels. To reduce CO2 emission, it must be search for new energy sources that 

provide world’s energy requirement instead of using fossil fuels. Therefore, 

scientists have been looking for an alternative energy sources having clean, 

renewable, environmental-friendly, namely; secondary energy resources such as 

wind power, solar energy, biofuels, and geothermal energy. The energy obtained 

from these secondary energy resources may not be totally enough to satisfy the 

world’s whole energy need, but at least they do not have any hazardous effect to 

the environment. In other words, they do not emit CO2 gas leading to global 

warming. 
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Figure 1.1. The relationship between fossil fuels and annual production according to years. 

Wind energy is an alternative energy source where wind turbines captures 

wind’s power and converts it into electricity. Wind energy usage has dramatically 

increased in years and it reached around 4% of nationwide electric power usage 

(Fthenakis and Kim, 2009) in UK. The solar energy is produced by converting 

sunlight into electricity with the use of solar materials namely; solar cells, solar 

panels, photovoltaics, some of nanomaterials, etc.(Chen et al., 2009). There are 

plenty of studies (Cook et al., 2010; International Energy Agency IEA, 2011; Lewis 

and Nocera, 2006; Solangi et al., 2011) about solar energy published by a lot of 

scientists from different countries in the world since it is the fastest growing 

renewable energy source (Figure2.1) (Gtz, 2010). 

 

Figure 1.2. The transforming global energy mixture exemplary path until 2050/2100. 
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Biofuel is an alternative energy produced from materials derived from 

biological sources namely; plants, woods, vegetable oils, seeds, etc. Therefore, 

there are many of type of biofuels that are commonly known as biodiesel (e.g. 

bioethanol). However, none of them can take place of petroleum for mobile 

applications due to having their low productions capacity (Hassan and Kalam, 

2013). The geothermal energy, which is also known as heat energy, is produced 

from the difference in temperature between the core of the planet and its surface. 

However, it cannot be produced everywhere; so, the resource of this energy has the 

limit. Besides these secondary energy resources mentioned above, hydrogen energy 

is also another important energy source since it is the cheapest and the cleanest of 

all other secondary energy resources. Moreover, hydrogen energy may be 

considered as the best alternative energy source because hydrogen is not only 

conventional fuel for transportation with its high energy content (Figure 1.3) but 

also it is used as the energy carrier in fuel cells (Cheng et al., 2001). To produce 

hydrogen energy, there are various hydrogen sources such as water, ammonia, 

hydrazine, etc. 

 

Figure 1.3. The specific energy produced from the energy sources materials per  kj/g. 

Some kinds of algae, for instance, such as Cyanobacteria can produce 

molecular hydrogen with the help of the hydrogenase enzyme shown in equation 1. 

The efficiency of molecular hydrogen for the following reaction is found to be %10-

20 percentage by Gaffron (Algae and Rubin, 1942) and his coworkers. 
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reduced 2 oxidised2H + 2X   6H  2X    (1.1) 

Molecular hydrogen is produced by electrolysis of water and the energy 

required for this process is provided by wind power. Instead of proton exchange 

electrodes (PEM), alkaline electrodes (KOH) can be used for enhancing capacity of 

hydrogen obtained from the electrolysis of water (Barbir, 2005), but this technique 

has some limitations such as discontinuous and variable wind velocity, cost of 

electrolysis. Hydrogen is the most abundant element in the universe. However, most 

of the earth's hydrogen is found as in the form of water rather than the molecular 

form (two hydrogen atoms are bound to the oxygen atom of the water). Hydrogen 

gas (energy) can be released from the water when it is heated to elevated 

temperatures. This method is known as thermolysis of the water. The electrolysis 

of water is the other hydrogen source where the water splits into hydrogen and 

oxygen molecules by using the electricity. Although this technique can be applied  

easily, obtaining hydrogen from the water is not efficient due to costly electricity 

consumption (Hofmann and Kreuter, 1998). In other words, it is not logical to 

consume electricity for producing hydrogen energy instead of using molecular 

hydrogen. The reaction of the electrolysis of water is summarized with the 

following reaction: 

- -

2 (l) 2Cathode(Reduction): 2H 0 + 2e  H ( )  2OHg   (1.2) 

-

2 (l) 2Anode(Oxidation):    2H 0  O ( )  4H  (aq) + 4eg    (1.3) 

2 (l) 2 2Overall Reaction:      2H 0 O ( ) +2H ( )g g  (1.4) 

Hydrogen energy can be produced from the Solar energy by using Ru 

complex, namely [Ru(bpy)3]+2 as a photosensitizer(Li et al., 2009). The general 

process of producing hydrogen is to excite Ru cationic complex. This process 

makes Ru cationic complex stronger oxidant and reductant. In conclusion, 

molecular hydrogen is separated from the Ru cationic complex. The photo splitting 

reaction of the water by using the [Ru(bpy)3]+2 complex is summarized with the 

following reaction. 



5 

 
+2 +3* -

3 3 22 Ru(bpy) Ru(bpy) +2OH +H                   0.45V     (1.5) 

 
+2 +2* +

3 2 3 2

1
2 Ru(bpy) +H O 2 Ru(bpy) + O +2H     0.44V

2
     (1.6) 

Addition, the water can photochemically dissociate into molecular hydrogen 

and oxygen by using semiconductors that are also known as photo catalysts, such 

as TiO2 and Pt added into the TiO2(Kudo and Miseki, 2009) molecule. The most 

common hydrogen production in the world are provided by fossil fuels such as 

methane gas or oil. The products produced in this way are hydrogen molecule, and 

carbon dioxide gas leading to global warming (Izquierdo et al., 2012). Therefore, 

hydrogen source of this type is not desirable due to destructive environmental 

effect.   

4 2 2 2CH +H O CO +3H  (1.7) 

Methanol production from biomass is another technique for hydrogen 

production nevertheless this method must be developed to reduce environmental 

damage (Galindo Cifre and Badr, 2007).  In other words, there is requirement of 

carbon based materials in methanol production, so, this is undesirable situation. 

Yang and his coworkers(Yang et al., 2010) also showed that 48% percent of 

hydrogen need in the earth is provided by using natural gas, 30% from oil, 18% 

from coal. In addition, the small percentage of hydrogen production (about 2%) is 

ensured by the electrolytic incidents. 

The Department of Energy (DOE) has announced that percentages of 

gravimetric and volumetric density of hydrogen by 2020 are 5.5wt% and 4.0 v%, 

respectively. If the energy consumption increases in the world, the demand of oil 

will reduce nearly from 90% to 60% for the automotive industries by the year 2040 

(Kruger, 2001). Although hydrogen has many advantages such as clean, renewable 

and non-destructive for environmental, main problem of the hydrogen energy is that 

it cannot be effectively stored in some materials at desired conditions. The hydrogen 

storage materials must have unique properties such as high storage capacities, 
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favorable thermodynamic properties, fast H2 uptake and H2 release rates, etc. 

Therefore, new hydrogen storage materials are still being investigated along with 

the conventional storage methods. 

1.1 Hydrogen Storage Materials 

Currently employed hydrogen storage materials are divided into two groups 

namely; mechanical and chemical hydrogen storage materials (FAKIOLU, 2004) 

However, scientists are still investigating new hydrogen storage materials since 

currently known materials  are not very economical and sufficient, yet. 

 

Figure 1.4. Hydrogen storage methods as schematically. 

The mechanical storage, in which hydrogen molecules are stored both gas and 

liquid forms by utilizing pressure and temperature, are split into two types.  

Compressed hydrogen storage method is a method where hydrogen gas is being 

kept under high pressure inside the pressure-resisting cylinder tanks. Hydrogen gas 

can be stored physically at least 345 atm pressure. Therefore, they need pressure-

resisting tanks. Nowadays, hydrogen can be stored under higher pressures (>345 

atm) inside newly discovered high pressure-resisting cylinder tanks produced from 

some composite materials such as aluminum, steel and stainless steel etc. This 

increasing pressure leads to an increase in volumetric hydrogen density inside the 

tank due to the tensile strength of the material (Züttel, 2004). As pressure increases 
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the gravimetric density of hydrogen decreases since the thickness of the cylinder 

tank increases. Therefore, both the gravimetric and volumetric densities depend on 

the stamina of the material at the elevated pressures (Figure 1.5).  

Although hydrogen storage with compressed hydrogen gas may be seen a 

reasonable method to reach the DOE's target, indeed, the probability of capturing 

the target is quite low. 

 

Figure 1.5. Volumetric density of hydrogen as a functional of gas pressure. 

The boiling point of hydrogen is 20 K under which hydrogen is in the form 

of liquid. In other words, the hydrogen molecule turns into liquid form when it is 

cooled under its critical temperature (33K) where there is an equilibrium between 

vapor and liquid forms. Thus, liquid hydrogen can be stored in cryogenic tanks that 

converts any gas to the liquid phase. The rate of liquid hydrogen storage in the 

cryogenic tanks is the highest. For instance, the gravimetric density of hydrogen in 

cryogenic tanks (0.070 kg L-1) is slightly higher than that of hydrogen in 

compressed tanks (0.030 kg L-1)(McCarty, 1981). Although the highest storage 

density is in cryogenic tanks, the most important thing for this kind of storage 

method is to avoid heat exchange between tanks and their environment. In other 

words, the cryogenic tanks must be isolated from their environment because of 

hydrogen’s low critical temperature.  The liquefaction process of hydrogen is based 

on the weak binding between hydrogen atoms or molecules and the cryogenic tanks. 
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Therefore, the new isolated and strong cryogenic tanks have been investigated for 

liquid hydrogen storage (Satyapal et al., 2007). This method is seen to be very 

useful for the hydrogen storage due to having high-efficiency storage. However, in 

a study by Hirscher it is shown that there are some issues that can be faced during 

the liquefaction of hydrogen. These problems are the high price of the tank, need of 

a large amount of energy for the process and the difficulty of reversible hydrogen 

release (Hirscher and Borgschulte, 2010). For example, hydrogen molecules exhibit 

two forms namely para and ortho hydrogen due to its electronic configuration. 

While the para hydrogen is known that the total antiparallel nuclear spin of 

hydrogen is zero (S=0) having one quantum state, the ortho hydrogen is known as 

the total antiparallel nuclear spin of hydrogen is one (S=1) having three quantum 

states. The energies and physical properties of these two forms are slightly different. 

For instance; the energy of Ortho hydrogen is bigger than that of para hydrogen.  

While the 75 percent of normal hydrogen is in the ortho form, 25 percent of normal 

hydrogen is in the para form at ambient conditions but liquid hydrogen is in almost 

100% para form. Ortho hydrogen converts to para form slowly once the hydrogen 

is cooled to its melting point, and the conversion reaction enthalpy from ortho to 

para is exothermic. The value of the conversion enthalpy is 0.15 kWh/kg that is 

greater than the heat of vaporization of hydrogen (0.12 kWh/kg) so huge energy 

loss will happen during the process. To avoid the extreme amount of energy, some 

catalysts are employed for the process such as nickel, charcoal, tungsten 

(Schlapbach and Züttel, 2001). 

Generally, gases can be liquefied by one of three general methods: The first 

is to compress the gas at temperatures lower than its critical temperature. The other 

is to make the gas work against external pressure. This causes the gas to lose its 

energy and change its liquid state. The last one is to cause the gas to lose its energy 

and liquefy by allowing it to work against its internal pressure. 

There are many materials can hold hydrogen atom(s) or molecular 

hydrogen(s) either chemically or physically, or producing hydrogen molecule at 

desired conditions. Carbon, boron-nitride, silicon-based nanomaterials are among 

these materials. The chemical hydrogen storage is a method that gives hydrogen 

molecule during the chemical process. Throughout this process, the energy needed 
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to release the hydrogen molecule is very important. There are a variety of chemical 

hydrogen storage materials producing hydrogen atoms such as ammonia (and its 

derivatives), non-metal hydrides (carbohydrate, formic acid) and metal hydrides. 

The ammonia (also known as azane) is a chemical compound that is produced 

from nitrogen (N2) and H2 molecules. The ammonia is a colorless gas with a wizen 

smell and is used for many areas in industries such as food, pharmaceutical, and 

cleaning products. For that reason, it is extremely widely produced in the world. 

Although the consumption of ammonia is huge, it is an extremely hazardous 

substance when it is concentrated. Green is the first scientist to discover that 

ammonia is the source of hydrogen (Green, 1982). He suggested that hydrogen 

produced in a nuclear reactor could be used as a source of ammonia that can be 

produced from nitrogen in the air with the help of Haber- Bosch process by using a 

metal catalyst under high temperatures and pressures. In addition, he also claimed 

that the ammonia can be used as an alternative energy vector. The equation 

producing ammonia is summarized as follows. 

2 2 3N  + 3 H    2 NH          21940 cal( )H     (1.8) 

There are several advantages of ammonia as an alternative energy source.  

These include a simple decomposition that can produce hydrogen, a good hydrogen 

yield and low cost (Glenn, 2005).  Besides, the ammonia usage as a fuel does not 

produce any CO2 gas because the ammonia does not include carbon atom. The 

mixture of liquid ammonia and water has the maximum hydrogen capacity. In other 

words, the hydrogen capacity of the liquid ammonia is 17.6 wt% higher than that 

of DOE hydrogen target. There are many derivatives of the ammonia that have high 

hydrogen content such as hydrazine (N2H4), ammonia borane (BNH6), metal 

ammine complexes, ammonia carbonate (NH4)2CO3 and urea (CH4N2O). For 

example, the hydrogen content of the hydrazine molecule is nearly 12.5 wt% (Serov 

and Kwak, 2010). The ammonia borane is the most significant derivative of the 

ammonia for the direct hydrogen production since its hydrogen content is 12.5 wt% 

(Chandra and Xu, 2006).  

3 3 2 4 2 2NH BH  + 2H O  NH +BO  +3H   (1.9) 
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Theoretical calculations of hydrogen storage properties for some metal 

ammine complexes give good agreement with experimental results (Sorensen et al., 

2008). The hydrogen from ammonia is produced with the help of decomposition of 

ammonia without any catalysts at the extremely higher temperature(Ma et al., 

2006). Hydrogen can also be produced from the ammonia at lower temperature (at 

least 3000C) by using some catalysts namely, Ru/ZrO2, Cr2O3 and Ce-Ru/Graphite. 

Among them, the best catalyst for the decomposition is Ce-Ru/Graphite because of 

having a high hydrogen storage capacity (Lan et al., 2012). On the other hand, There 

are some nanoparticles that lead to hydrazine decomposition at ambient conditions 

such as Rh(0), Rh4Ni, Ni0.93Pt0.07, Ni0.95Ir0.05(Singh and Xu, 2009). Although the 

ammonia and its derivatives have a good capacity of hydrogen storage, the safe 

hydrogen transportation on the vehicles are the main problem. In other words, these 

problems have same trend with the hydrogen economy’s issues. Therefore, the safe 

transport of hydrogen from ammonia and its derivatives under ambient conditions 

is still being investigated. 

Another hydrogen storage material is the formic acid (HCOOH), known as 

methanoic acid, which has a pungent odor and it is colorless liquid at room 

temperature. It is produced in the atmosphere because of forest emissions and it is 

also found in ants in nature. It is produced from carbon monoxide and sodium 

hydroxide in the presence of the sulfuric acid catalyst in the laboratory. The 

formation of formic acid is summarized with the following reaction. 

CO+NaOH  HCOONa HCOOH   (1.10) 

The gaseous formic acid does not obey to ideal gas laws since it has hydrogen 

bonds between its molecules in the gas phase. It is a very useful chemical because 

it is employed in many applications in medicine and industry. Recently, researchers 

see formic acid as one of hydrogen storage materials(Joó, 2008). Hydrogen can be 

produced from formic acid in two ways, the first one is the chemical separation of 

hydrogen from formic acid in fuel cells (CFAFCs), and the second is direct formic 

acid fuel cells (DFAFCs). The hydrogen efficiency of DFAFCs is better than that 

of CFAFCs. In addition, DFAFCs are more suitable for vehicles, other energy 

applications of future and mobile devices. Hydrogen production from DFAFCs is 
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done by a redox reaction where two electrons are oxidized in the anode and two 

electrons reduce the O2 in the cathode. During this process, CO gas may be obtained 

from formic acid. This is an undesirable situation. In addition, CO can damage to 

the catalysts in the fuel cell. General reactions will be summarized as follows:  

+ - 0

2Anode: HCOOH CO  + 2H  + 2e            E    -0.25 V   (1.11) 

+ - 0

2 2Cathode: 1/2O  + 2H + 2e   +H O          E    = 1.23 V  (1.12) 

0

Cell2 2 2Final: HCOOH + 1/2O  CO  + H O        E   1.48 V   (1.13) 

2Undesired reaction : HCOOH CO + H O  (1.14) 

The decomposition of the formic acid includes two main principles for 

hydrogen production. One of these principles produces CO2 which is a desirable 

reaction, the other produces CO which is an undesirable reaction (Grasemann and 

Laurenczy, 2012). Also, the Gibbs Free Energies of these two reactions are very 

close to each other. The reactions are summarized with the following reactions: 

2 2HCOOH H  + CO     G=-32.9 kj/mol   (1.15) 

2HCOOH H O + CO   G=-28.5 kj/mol   (1.16) 

As seen from eq. 15, the formic acid is a hydrogen storage material and its 

hydrogen storage capacity is 4.4 wt%. The soluble ruthenium catalysts are 

employed to obtain H2 and CO2 molecules (Fellay et al., 2008). The CO2 emitted 

can be used to convert back to the formic acid, and this may lead to reducing CO2 

emission. (Singh et al., 2015)(Figure1.6). 
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Figure 1.6. Schematic representation of cycle of the formic acid. 

One of the hydrogen storage materials is the polymeric carbohydrate with the 

C6H10O5 formula. It is also known as bio-resource material having high hydrogen 

capacity as a liquid form at low-pressure and temperature into the cryogenic tanks. 

Nowadays, the hydrogen capacity of the polymeric carbohydrate is found 14.8 wt%. 

The reason for this is that nearly 12 moles of hydrogen are produced from per 

polymeric carbohydrate water at ambient conditions (Ye et al., 2009; Zhang, 2009, 

2011). In other words, the polymeric carbohydrate can be act as hydrogen carrier. 

The process of hydrogen production from the polymeric carbohydrate is 

summarized with the following reaction: 

6 10 5 (l) 2 (l) 2 (g) 2(g)C H O   + 7H O   12H   + 6CO  (1.17) 

Metal hydrides (MHx) are the compounds containing metal atom(s) bonded 

to a hydrogen atom. Generally, metal hydrides possess the covalent bonds between 

metal and hydrogen, but some of them have an ionic bond. The hydrogen molecule 

is absorbed as chemically, known as chemisorption, by the metal hydrides. They 

are very important compounds for the hydrogen economy because they have high 

hydrogen storage capacities, nearly 6 wt% (Schulz et al., 1999). The metal hydrides 

can absorb hydrogen molecules (Figure 1.7) since they have holes between metal 

and hydrogen atoms. They release hydrogen molecules with the help of heating of 

tanks (Sakintuna et al., 2007a; Zhou, 2005) at room temperature. Metal hydrides 

can form two types, namely complex and single hydrides. The single hydrides 

contain only one metal atom while the complex hydrides contain two or more metal 
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atoms (M1M2HX). Besides, the single hydrides are generated by Mg, Al and Li 

atom while complex hydrides are generated by their alanates and alloys. While 

some of metal hydrides such as NaAlH4 (Bogdanovi et al., 2007; Schüth et al., 

2004), AlH3 (Sandrock et al., 2005), and LiBH4 (Zarkevich and Johnson, 2006) 

reach the gravimetric hydrogen storage target for 2015, (Sakintuna et al., 2007b), 

LaNi5 (Joubert et al., 2002) cannot reach the target because of its low the hydrogen 

storage capacity (lower than 2 wt%). 

Scientists have shown great interest in magnesium and its metal hydrides due 

to their hydrogen storage capacities (Grochala and Edwards, 2004). In addition, 

they have some advantages such as having good thermal resistance and being 

porous materials for adsorbing hydrogen. Among magnesium and its hydride  

 

Figure 1.7. Hydrogen adsorption on the metal hydrides. 

alloys, the magnesium hydride, MgH2, absorbs more H2 molecules. In fact, the main 

reason of popularity of Magnesium element is that it is the one of most abundant 

and cheapest elements in the earth (Zaluski et al., 1997; Zhu et al., 2006). Although 

MgH2 metal hydrides have excellent hydrogen storage capacity, they have some 

disadvantages such as a high temperature of hydrogen molecule releasing and 

irreversible reaction kinetics (Zaluska et al., 1999). In addition, most of the metal 
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hydrides are highly reactive to the oxygen of the air (Barkhordarian et al., 2004) 

but, the scientists have managed to produce the metal hydrides and their derivatives 

for hydrogen storage material at desired conditions. A study published by Chrysler 

and his co-workers claimed that hydrogen molecule can be produced from the solid 

sodium borohydride. Then, sodium borohydride was used as hydrogen fuel into the 

engine of a vehicle invented by a US Company.  Besides these, hydrogen can be 

adsorbed some other materials such as metal organic framework (MOFs), 

clathrates, carbon (CNm), boron-nitride (BN)m, aluminum-nitride (AlN)m, silico-

carbon (SiC)m nanomaterials. The hydrogen molecules weakly bind on the surface 

of these materials because of their porous structures. This weak bond is also known 

as physisorption. The difference between physisorption and chemisorption is the 

energy consumption during the hydrogen release from the hydrogen storage 

materials. In the other way, reversible hydrogen molecules are easily retrieved from 

the hydrogen storage materials during the physisorption process. Also, there are 

several advantages of the physisorption. For instance, compressed gas is one of the 

conventional hydrogen storage methods, but high pressure, leading to hydrogen’s 

safety issues, is necessary for this type of storage. Besides, the huge energy is 

necessary for liquefaction of hydrogen in cryogenic tanks. Although the metal 

hydrides seem to be good hydrogen storage material, they release hydrogen 

molecule at a higher temperature (600oC) and react with the air and oxygen 

molecules. Therefore, in terms of hydrogen storage, it can be said that the hydrogen 

physisorption on the surfaces of some materials having higher porosity is much 

better than their chemisorption. 

At the beginning of the 1990s, carbon nanotubes (CNTs) have withdrawn the 

attention of scientists as the important hydrogen storage materials after they were 

synthesized by Lijima (Ijiima, 1991). In fact, Dillon(Dillon et al., 1997) and his 

coworkers found the first experimental evidences where hydrogen molecules can 

be stored by CNNTs. They, also, suggested that the hydrogen storage capacity of 

CNTs were extremely higher at the ambient conditions. After their findings, plenty 

of researchers commenced investigating the hydrogen storage properties of CNTs, 

experimentally. For instance the article published by Chen (Chen, 1999) was 

claimed that hydrogen capacity of single wall CNTs extremely enhances by adding 

alkali metal atom(s) in the carbon nanotubes. According to Chen, the hydrogen 
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storage capacity of alkali atom doped in CNTs is nearly 14–20 wt% between the 25 

oC and 400oC temperature. This percentage is more than that of metal hydrides. 

However, Yang (Yang, 2000) disagreed with the Chen’s idea because his 

experimental results showed that hydrogen percentage of alkali metal doped in 

carbon nanotubes is not accurate because alkali metal reacts with the moisture. 

Therefore, hydrogen storage percentages of alkali-metal-doped carbon nanotubes 

are wrong. In other words, the hydrogen storage percentage of alkali-metal-doped 

carbon nanotubes has a limitation due to having high reactivity of alkali metal. 

There are several experimental studies about the hydrogen storage properties of 

different carbon materials such as single wall carbon nanotubes (SWCNT), 

multiwall (MWCNT) and nanohorns (CNF). Unfortunately, the hydrogen storage 

capacity of these nanomaterials never passed beyond 0.63 wt% at room temperature 

at 5 MPa. (Ritschel et al., 2002; Wang and Yang, 2010)(Figure1.8).   

 

Figure 1.8. Schmatically presentation carbon nanomaterials by using High-resolution transmission 

electron microscopy, a, b and c donote SWCNT, MWCNT, CNF. respectively. 

It is clearly understood that the hydrogen density capacity of pure carbon-

nanomaterials could not reach the weight percent determined by DOE due to having 

weak hydrogen bonding between the hydrogen molecule and the carbon 

nanomaterial. The reason for this is that the polarity difference between the two 

carbon atoms is zero. In other words, hydrogen cannot be stored in pure carbon 

nanomaterials due to having a nonpolar covalent character between the carbon 

atoms. In fact, there are two plausible ways to enhance weak hydrogen binding at 

ambient conditions. One of them is doping of a metal (Li, Na, K, Ru, Ni, Ti ) on 

carbon-based material. The other one is to produce new nanomaterials that contain 
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heteroatoms in carbon-based material. The scientists have initially tried metal atom 

doping on carbon nanostructures to investigate their hydrogen storage properties 

instead of producing new nanomaterials. In the article published by Ni (Ni et al., 

2010) and coworkers, it is claimed that the hydrogen binding energy of lithium atom 

doped on charged single walled carbon nanotube (SWCNT+2) is higher than that of 

pure SWCNTs. The maximum hydrogen binding energy of the charged single 

walled carbon nanotube is 0.26 eV that is considerably appropriative value for the 

ambient conditions. On the other hand, it was found that Mg-doped MWCNTs (Al-

Ghamdi et al., 2012) increase hydrogen binding energy. Also, a new adsorption site 

was detected by using molecular dynamics (MD) simulations with the quantum 

chemical calculations. Additionally, the density functional theory (DFT) 

calculations showed that different graphene structures doped with single calcium 

atom can hold up to six hydrogen molecules, which makes the hydrogen storage 

capacity nearly 5 wt% (Lee et al., 2010). It is seen that the reason for the high 

hydrogen storage capacities in the above-mentioned studies is to change the polarity 

of the host molecules. While some metals increase the binding energy of hydrogen, 

doping of the Pt metal does not increase this energy. The hydrogen density capacity 

of Pt-doped on CNTs produced by using chemical vapor deposition (CVD) is 1.3 

wt% (Bhowmick et al., 2011). Additionally, hydrogen can be chemically adsorbed 

by host molecules due to having stable C-H bond. At this point, there are both 

experimental and theoretical extremely controversial results about the hydrogen 

capacity of carbon nanomaterials. The reason for these controversial results is that 

hydrogen uptake on carbon nanomaterials depends on experimental measurement 

conditions such as temperature, pressure, etc. The binding energy between carbon 

nanomaterials and hydrogen molecules is extremely weak since it is about 1 

kcal/mole. For reversible hydrogen storage, the binding energy must be nearly 7 

kcal/mole at ambient conditions. In other words, the binding energy of hydrogen 

must be enough for the efficient hydrogen physisorption on the carbon 

nanomaterials at ambient conditions.  

Since carbon materials have low hydrogen binding energies, new alternative 

hydrogen storage nanomaterials having proper binding energy must be invented. 

The new alternative hydrogen storage materials can be produced combining 

heteroatoms with one another. Therefore, our aim in this study is to investigate 
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hydrogen storage capabilities and related properties of the boron nitride (BN), 

aluminum nitride (AlN), and silicon carbide nanostructures.   

1.2 Boron Nitride Nanomaterials 

The boron nitride nanomaterials are the first investigated nanostructures for 

the hydrogen storage after carbon nanomaterials. While the stability of BN 

nanomaterials was first theoretically predicted in 1994 (Rubio et al., 1994), they 

were synthesized with discharge method one year later (Chopra et al., 1995). Boron 

nitride materials are divided into three groups: a) one dimensional BN molecules 

consisting of B, N and H atoms. b) Two-dimensional planar graphene type BN 

nanostructures. c) three dimensional BN crystals and nanotubes. The boron and 

nitrogen atoms must be equal in all of BN nanomaterials. At the same time, all of 

the BN nanomaterials are isoelectronic with the carbon nanomaterials such as 

CNTs, graphene, etc. Compared to carbon materials, the BN nanostructures have 

marvelous chemical and mechanical properties. For example, all BN nanomaterials  

 

Figure 1.9. Various type of BN nanomaterials, A and B denote nanosheet and nanotubes, 

respectively. 

have an ionic bond between B and N atoms and that bond leads to a stronger binding 

energy between hydrogen and BN nanomaterials (Wang et al., 2010).  In other 

words, the BN nanomaterials are more suitable hydrogen storage materials than 

carbon nanomaterials due to having an ionic character between B and N atoms. This 

unique property of BN nanostructures makes the scientists more curious for their 
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hydrogen storage properties. Therefore, there is large amount of experimental and 

theoretical studies on hydrogen storage and related to properties of BN 

nanomaterials (Chu et al., 2010; Golberg et al., 2010; Hwang and Chung, 2013; Lei 

et al., 2014; Naresh Muthu et al., 2015; Wu et al., 2012) (Figure 2.1). 

Although there are still controversial results for hydrogen properties of BN 

nanomaterials, many articles were published in the literature. For instance, in the 

study published Ma and his colleagues(Ma et al., 2002) it is claimed that multi-wall 

BN nanostructures are suitable hydrogen storage materials, and their hydrogen 

capacity can go up to 2.6 wt% at room temperature and under 10 MPa.  In addition, 

in another article, Tang et al. (Tang et al., 2002) agree with Ma’s findings. They 

discovered that BNNTs with disrupted structures obtained with the help of a metal-

catalyst can store more hydrogen molecules than pure BNNTs, and their hydrogen 

storage percentage can go up to 4.2 wt%. However, Sun et.al (Sun et al., 2005) was 

computationally showed that BN nano-cages was not suitable for hydrogen storage 

because many hydrogen molecules were escaped from the cage at room 

temperature. They also determined the B36N36 structures can store can store up to 

eighteen H2 molecules at very low temperatures. Moreover, in another 

computational study (Zhou et al., 2006) the findings were similar to those in Sun’s 

study. It is clearly seen that there are controversial results for BN nanomaterials. 

On the other hand, Mananghaya et.al (Mananghaya et al., 2016) claimed that 

titanium metal doped boron nitride nanotubes (Ti@BNNTs) are better hydrogen 

storage materials than newly predicted Ni metal-doped carbon nanotubes (CNTs). 

They found out that the hydrogen storage capacity of Ti@BNNTs is about 7.17 

wt% at the room temperature. Rad (Rad and Ayub, 2016) and his coworker 

suggested that the hydrogen storage capacity of the B12N12 nanocage increases 

when Nickel atoms are doped on its surface, leading to an increase in the hydrogen 

binding energy of the Ni-doped B12N12 nanocage.  Tokarev and et.al (Tokarev et 

al., 2016)  presented that the hydrogen storage percentages of pristine BN sheets 

and oxygen atom doped pristine BN sheets are 1.5 wt% and 1.9 wt% under 5MPa 

at room temperature, respectively. They also proposed that these materials must be 

improved doping with the other elements to be able to reach practical hydrogen 

storage for the applications. On the other hand, it is found that the endohedral 

hydrogen storage capacities of pure BN nanocages depend on their size (Kinal and 
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Sayhan, 2016). It is seen that hydrogen storage capacity of the host molecules will 

increase either element doping on the surface or depending the size of BN 

nanomaterials. Therefore, it seems that there are still some unclear points in the 

hydrogen storage of BN nanostructures at desired conditions. 

1.3 Aluminum Nitride Nanomaterials 

Aluminum nitride with the chemical formula AlN is another material that is 

thought as a hydrogen storage material. While the date of first theoretical prediction 

of AlN nanomaterials is in 2003(D, 2003), the first synthesis of the BN 

nanomaterials with the help of condensation using solid-vapor equilibrium is in 

2004(Balasubramanian et al., 2004). AlN nanomaterials have much better hydrogen 

storage properties compared to BN nanomaterials due to having higher ionic 

character between Al and N atoms than that of between B and N atoms in BN 

nanomaterials. In addition, the strain energy of AlN nanotube produced from 

wrapped AlN nanosheet is lower than those of BN nanotubes, this makes the AlN 

nanomaterials being more stable structures than the BN nanomaterials. Thus, usage 

of the AlN nanomaterials in hydrogen storage field has been investigated frequently 

 

Figure 1.10. Various type of AlN nanomaterials, (a),(b), (c) and (d)  denote nanocage, nanocone, 

nanotube  and  nanowire, respectively. 

with the help of computational tools (Wang et al., 2009)(Figure3.1). For example, 

Lim and Lin(Lim and Lin, 2008) claimed in their computational study that 
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hydrogen chemisorption of single-walled AlN nanotubes was nearly 5 wt% and it 

is energetically favorable, but the hydrogen chemisorption may result in nanocage 

damage. In addition, Ma(Ma, 2011) showed that the BN nanosheets where B atom 

sites are substituted by Al atoms (AlB-BN) could easily absorb hydrogen molecules 

than the BN nanosheets where N atom sites are substituted by Al atoms (AlN-BN) 

since the bonds of Al in AlB-BN structures was stronger, leading that this material 

is a suitable one for hydrogen storage. Another article published by Zhang(Zhang 

et al., 2012) and coworkers indicates that Ni atom decorated Al12N12 has relatively 

high hydrogen storage of 6.8 wt%, but this complex is not stable at 25 ºC because 

of its positive Gibbs free energy. Addition, each Al atom in bare Al12N12 nanocage 

is capable of storing one hydrogen molecule with the average adsorption energy of 

-0.165 eV. Wang(Wang et al., 2014) and coworkers also agreed with this idea that 

having a positive charge of Al atom in (AlN)m where m=12,24,36 can store 

hydrogen molecules up to 4.7%wt with average binding energies of 0.189, 0.154, 

0.144 eV, respectively. In addition, Kuang (Yang and Yang, 2002) and his 

colleagues suggest that each aluminum atom can adsorb one hydrogen molecule on 

AlN nanotubes so gravimetrically hydrogen storage reaches to 8.89 wt%. Recently, 

there are several articles including hydrogen storage of the AlN nano structures. For 

example, in an article published by Esrafili it is claimed that Al12N12 nanocage 

including formic acid is seen as the hydrogen storage material (Esrafili and Nurazar, 

2014). In addition Moradi et.al (Moradi and Naderi, 2014) claim that AlN 

nanomaterials can adsorb hydrazine molecule for obtaining hydrogen. As clearly 

seen, AlN nanomaterials are still being investigated as hydrogen storage materials.  

1.4 Silicon Carbide Nanomaterials 

Silicon carbide (SiC) nanomaterials are made of silicon and carbon atoms that 

are located at the same group in the periodic table.  The silicon carbide as powder 

was firstly produced in 1891 by heating a mixture of clay and powdered coke in an 

iron bowl. In addition, SiC materials (figure3.1) have a number of better potential 

properties compared to carbon nanomaterials. For example, they are very stable at 

extreme temperatures, they have high power electronic properties, etc. Therefore, 

these nanomaterials are not only employed for the field of redox and optics but also 

they are used in the hydrogen storage field (especially the hydrogen adsorption on 

the surface of SiC nanomaterials because of having more ionic character than 

carbon-based nanomaterials).  
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Figure 1.11. Various type of SiC nanotubes in different sides. 

A study published by Mpourmpakis (Mpourmpakis et al., 2007) is claimed 

that hydrogen binding energy of SiC nanomaterial is 20 wt % larger than that of 

carbon nanomaterials due to polarization of between Si and C atoms. The 

polarizations of the SiC nanomaterials made them suitable for hydrogen storage. 

Therefore, there are also many articles including hydrogen storage properties of SiC 

nanomaterials (Pollmann et al., 2014; Seyller, 2004; Styrov et al., 2005). The 

interesting article by published Gai(Gali, 2006) indicate that atomic hydrogen 

chemically adsorbed by SiC nanotube has an amphoteric defect which means 

atomic hydrogen can act as either donor or acceptor depending adsorption site. 

Besides, Wang(Wang and Liew, 2012) and his colleagues found that while the 

binding energy of alkali Li metal doped on SiC nanotube is 0.211eV, the binding 

energy of pristine SiC nanotube is 0.086 eV. The reason of that is the charge transfer 

from the tube to Li atom. Similarly, the adsorption interactions of Ca and Li doped 

on SiC nanosheets also was investigated by Song et.al (Song et al., 2015). 

Moreover, hydrogen storage properties of titanium metal doped SiC nanomaterials 

were also investigated by Wang et.al (Meng et al., 2007) and etc. Their findings are 

that the carbon atom of in Ti-atom-doped SiC nanomaterial is chemically more 

attractive to hydrogen molecules and could store up to four hydrogen molecules. 

Also, Javan et.al (Bezi Javan et al., 2016) suggest  that Pd-doped-SiC sheet is 

capable of adsorbing hydrogen both physically and chemically. On the other hand, 

in an experimental study published by Barghi(Barghi et al., 2014) et al, it is claimed 

that  the percentage of hydrogen adsorption on SiCNT is five times faster than that 

of CNT. This experimental result also agrees with the theoretical calculations on 

the hydrogen uptake on SiCNT. It is clearly seen that the hydrogen storage of SiC 

nanomaterials and its related properties are still being investigated. 
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2. THEORETICAL METHODS 

“The world is given to me only once, not one existing and one perceived. Subject 

and object are only one. The barrier between them cannot be said to have broken down as 

a result of recent experience in the physical sciences, for this barrier does not exist”  

Erwin Schrodinger 

Chemistry is a branch of the science that concerns with particles such as 

electrons, atoms, molecules. It also investigates properties of matter such as 

composition, reactivity, and relations with other compounds. In fact, the molecules 

are combinations of the atoms having the nuclei and electrons. Therefore, the 

Coulomb interaction that is an only effective physical force for the chemical 

phenomena will originate between the nuclei and electron. There is a vast number 

of different molecules having different nuclei at different nuclear positions in 

nature, so the scientists who intensively deal with the chemistry have chances of 

the discovery of the new molecules. 

Theoretical chemistry is a subdivision of chemistry in which the laws of 

physics are used to describe chemical processes by means of mathematical 

methods. The main aim of theoretical chemistry is to find the most stable spatial 

distributions of the nuclei in a molecule. In addition, the chemical and physical 

properties of a molecule such as relative energy, dipole moment, hardness 

descriptor, photochemical properties etc. can be determined with theoretical 

chemistry. 

While an interacting two-body system can be solved analytically many-body 

systems having more than two electrons cannot be solved exactly. In many-body 

systems, there are only the numerical solutions found by solving many 

mathematical equations. These kinds of mathematical equations can be solved by 

powerful and fast computers. With the development of computers, a new branch of 

chemistry has arisen, this is the computational chemistry. The main aim of 

computational chemistry is to obtain results for chemical problems with the known 

methods instead of developing a new method. Therefore, computational chemistry 

is seen as the experimental part of theoretical chemistry. Even though 
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computational chemistry and theoretical chemistry are seen to be different, there is 

a strong link between them. While some theoretical methods can be developed 

because of the results obtained by computational calculations, new theoretical 

methods can help computational problems to be studied. 

Although recently one who knows computational chemistry can obtain some 

results for molecules consisting of a few hundred atoms depending on given 

accuracy, the biggest problem in computational chemistry is to choose an 

appropriate theoretical method for the systems to be studied and the evaluation of 

the results. The computational methodology from the simple to complex theories 

will be given in the following. 

2.1 The Schrödinger Equation 

In quantum mechanics, there is a wave function represented as Ψ(r,t) that 

describes all properties of any system such as stable energy, electron distribution of 

a particle in a certain volume, dipole moment, etc. The wave function has the two 

main variables namely r and t. While r is presented as the spatial coordinates of 

particle, t is presented as time that leads wave function to dynamic. The 

understanding of wave function including time variable was fully explained by the 

Schrödinger time-dependent equation:  

ˆ ,
ψ(r,t)

i Hψ (r,t) E (r t)
t




 


 (2.1) 

In this formula, the Ĥ  is called as Hamiltonian operator that is total energy 

of a particle in terms of kinetic and potential energy. The wave functions of many 

particles do not include the time variable in most situations. In other words, the time 

variable of wave function is neglected when many properties of a particle are 

investigated such as finding of stable coordinates of a particle in space. Therefore, 

the Schrödinger equation is split into two separate equations, namely time-

independent and time-dependent equations, by using variable separation method. 

Thus, the time-independent Schrödinger equation is summarized with the following 

reaction  
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ˆ ( )Hψ (r) Eψ r  (2.2) 

In this formula, the Ĥ  is given as: 

2 2

1 1

1 1 1ˆ
2 2

N M N M N N M M
a a b

i a

i a i a i j i a b aa ia ij ab

Z Z Z
H

M r r R   

             (2.3) 

where, i and j are represented as lower bound of N electrons while a and b are 

represented as lower bound of M atomic nuclei. Ma is defined as the rate of the mass 

of nucleus a to mass of electron, Za is the atomic number of nucleus a. While rij is 

the distance between the ith and jth electron, ria is known as the distance between the 

ith electron and nucleus a. The first two terms give the kinetic energy of the 

electrons, Te,  and nuclei,Tn, respectively. The third term is an attractive operator 

that gives the Coulombic interactions energy between the electrons and nuclei, Vne, 

while last two terms are the give the repulsive operator that gives the Coulombic 

interactions of electron-electron, Vne, and nucleus-nucleus, Vnn, respectively. Ĥ   is 

summarized with the following equation: 

ˆ
e n ne ee nnH T T V V V      (2.4) 

2.2 The Born-Oppenheimer Approximation (BOA) 

Although the Schrödinger equation explains nearly all chemical properties of 

a particle, it cannot be fully solved analytically for many-body systems except one-

body systems such as 1H, 3Li+1, etc. because the equations of Schrödinger are too 

complex to solve analytically. This is the extremely important problem for the 

quantum mechanics. To solve this problem, many  approximations were developed 

and the most common approximation of which is the Born-Oppenheimer 

Approximation(Born and Oppenheimer, 1927).  

The mass of an electrons is extremely lower than that of nuclei. In any change 

in spatial coordinates of particle, electrons can move faster than the nuclei. 

Therefore, it can be said that movements of electron in comparison of nuclei lead 
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to change the nuclear position of particles. This approximation suggests that kinetic 

energy of nuclei and nuclear-nuclear columbic interactions are neglected from the 

full Hamiltonian equations because kinetic energy of electrons are very faster in 

particle and nuclear-nuclear interactions terms can be seen as constant. The remain 

terms are also knowns as “Electronic Hamiltonian” that include electronic kinetic 

energy operator and columbic interactions.  The Electronic Schrödinger equation is 

summarized with the following formula for an isolated N-electron atomic or 

molecular system: 

ˆ
elec elec elec elecH  E    (2.5) 

In the formula,   elec aelec
E E R is the electronic energy, 

    ;elec i aelec
r R   gives the wave function which explains movement of 

electrons and explicitly depends on electronic coordinates and 
elec  also is 

parametrically depended on nuclear coordinates. The formula of ˆ elecH  operator is 

given as: 

2

1

1 1ˆ
2

N N M N N
a

elec i

i i a i j iia ij

Z
H

r r 

        (2.6) 

In the formula, while the first term is the kinetic energy of electron, the last 

two terms on the right-side are the attractive energy between electron-nuclei and 

repulsive energy between electrons, respectively. The constants of repulsive 

interaction energy of between nuclei, 
M M

a b

a b a ab

Z Z

R

 , is attached to electronic 

Hamiltonian at the end of the calculation.  

2.3 The Hartee-Fock Theory 

With the help of the Born-Oppenheimer approach, the complexity of the 

Schrödinger wave equation is slightly reduced, but this equation is still complex 

because of repulsive interactions between electrons. The molecular orbital 



26 

approximation (MOT) that is based on obtaining total wave function of a system by 

using orthogonal molecular orbitals (MOs) is the reasonable solution of this 

phenomenon. In addition, the Hartee approximation is known as the one of the basic 

MOT. This idea provided chemists to more attention of investigating electron in 

orbital. The approximation assumes that each electron in the system moves 

separately and that each electron is in an “average electric field” created by other 

electrons. The Hartee wave function for N electron is given as: 

1 1 2 2 3 3( ) ( ) ( )....... ( )N Nx x x x      (2.7) 

In the formula,
i having orthonormal is a spin orbital for each electron and 

i function is obtained by two different orbital functions namely; a spatial orbital, 

( )ix r and one of the spin functions, (  )spin up or (  )spin down . Therefore, x ’ is 

also known as spin-space coordinate including both spatial orbital and spin functions. 

The expectation value of Hamiltonian obtained by using variation method of 

wave function is given as:  

elecH   (2.8) 

Note that all individual orbitals are orthogonal, as specified, 

= ji ij    (2.9) 

Firstly, the best wave function,
i , must be found by using variation method, 

then, Hartee equations are created. Although this approximation encounters many 

problems, it is a simplest, oldest solution in intensive number of situations. The main 

failure of this approximation is to accept each electron moving separately and tag 

electron individually, in fact, these assumptions are completely contrary to quantum 

mechanics because electrons cannot be tagged and are indistinguishable in quantum 

chemistry. Electrons are to be part of fermions systems therefore the wave function 

have to be antisymmetric. The condition of being antisymmetric for the wave 

function is given as: 
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1 2 3 1 2 3( , , ,.......... ) ( , , ,.......... )n nx x x x x x x x    (2.10) 

The best approximate produced by Slater for the condition of being 

antisymmetric of wave function is to solve by putting it into a determinant form. 

This solvation leads the wave function to being spontaneous antisymmetric form 

for exchanging of any two electrons. In addition, this determinant is also called 

‘Slater Determinant’. The Slater Determinant is formulized with the following 

formula,   

1 1 2 1 1

1 2 2 2 2

1 2

( ) ( ) ( )

( ) ( )  ( )1

                         !

( ) ( )  ( )

N

N

N N N N

x x x

x x x

N

x x x

  

  


  

  (2.11) 

The Harttee-Fock Energy is obtained when the determinant wave function 

(2.11) is employed into the equation 2.8   

HF

1
E  = ( )

2

N N N

ii ij ij nn

i i j

h J K V     (2.12) 

In the formula, 
iih  is presented as the single electron integral and while ijJ  

is the Coulomb integral, ijK  is the exchange integral, respectively. These terms are 

summarized as follows.  

2

1 1 1

1
 = = ( ) ( )

2

a
ii i i i i

a a i

h h x x
R r

   


  


  (2.13) 

1 2 1 2

1 2

1
= ( ) ( ) ( ) ( )ij i j i jJ x x x x

r r
   


 (2.14) 

1 2 1 2

1 2

1
= ( ) ( ) ( ) ( )ij i j i jK x x x x

r r
   


 (2.15) 
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Note that the equations of 2.14 and 2.15 are not the same. While the equation 

2.14 is represented as Coulombic repulsive interactions between two charge 

distributions described by 
2

1 and 
2

2 , the equation 2.15 is the exchange integral comes 

from naturally the exchange of the electrons. Besides, the Coulomb operator includes 

the combining full charged particles as a matrix element with the same orbital including 

also repulsive terms, but exchange operator includes exchange terms for two electrons. 

Therefore, Hartee-Fock energy is re-summarized with the following formula,  

HF

1
E  = )

2

N N

i i j i j j i j nn

i ij

h J K V          (2.16) 

In the formula, the main purpose is to determine better MOs leading to energy 

stationary with related to a change in the orbitals. With the determine of the best 

MOs obtained from the formula, the molecule geometry must have a minimum on 

the PES. The variation of energy related to changing any orbital into space is the 

limited(constrain) for the optimization because MOs can be normalized and orthogonal. 

This limited optimization calculations are solved with the help of Lagrange multipliers 

method. The condition of applying Lagrange functional on the equation 2.16 is to 

remain stationary point on the PES related to change any orbital. The utilizing Lagrange 

function on the equation 2.16 is given the following formula 

 L=E-
N

ij i j

i

ij

j

     (2.17) 

 L= E-  =0
N

ij i j i j

ij

       (2.18) 

 =  =0
N

i i i i i i

i

FE F     (2.19) 

( )
N

i j j

j

F h J K    (2.20) 
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In the 2.20 formula, the Fock operator,
iF , is represented as an effective one-

electron energy operator. It defines as the kinetic energy of an electron, Coulombic 

attraction to all nuclei and repulsive attraction to all other electrons. Note that 

Hamiltonian operator cannot be obtained from the sum of these operators since these 

total operators are obtained from the variation of the energy. The value of total sum of 

Fock operators are not the equal with Hamiltonian operator including total energy of a 

systems. Therefore, the final Hartee-Fock equation is summarized with the following 

formula; 

=
N

i i ij j

j

F    (2.21) 

In the formula, ij  is represented as non-diagonal Lagrange multipliers having 

non zero value. These equations can convert to the matrix diagonal of Lagrange 

multipliers by using a unitary transformation. In other words, while diagonal terms are 

the energy of molecular orbitals, 
i  the non-diagonal terms are completely zero. In 

addition, this type approach of determining MOs is also known as canonical MOs, 

.The canonical MOs can be used into the equation 2.21. Therefore, the new a set of 

psedo-eigenvalue equations are obtained (2.22) as follows. 

i i i iF     (2.22) 

Note that the equations of 2.22 are not common eigenvalue equations since the 

terms of Fock operator,
iF , depends on full MOs having exchange and Coulomb 

integrals. The equation 2.22 is based on Self-Consistent Field (SCF) method. In other 

words, the equation 2.22 is solved by repeating itself; first a suitable spin orbital can be 

found as initial guess and Fock operator can be employed by using the 2.20 equation 

and the an improved set of orbitals are generated with the help of equation 2.22. The 

new orbitals determined from equation 2.22 are again used as new guess orbital in the 

Fock operator. The procedure keeps going on until the solution of 2.22 is not changed 

within the specified tolerance. 
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2.4 The Restricted and Unrestricted Hartee-Fock Wave Functions 

Previously, it was mentioned (equation 2.11) that the Slater determinant is the 

easiest transformation product for the wave functions converting to being 

antisymmetric wave functions, 
i , having the spin functionals namely (  )spin up

or (  )spin down .Actually, spin molecular orbitals are to be part of the space 

molecular orbitals included spin part. The systems are split into two parts in terms 

of spin functionals namely, ‘closed and open shell systems’. The closed shell system 

is that all electrons having spin up and spin down are double filled into the space 

molecular orbital, therefore, the system must be ‘singlet’ state. If a system has 

singlet state, the computational time of the system is reduced. The wave function 

of the system having singlet state is called as Restricted Hartree-Fock (RHF) wave 

function. 

In some systems, not the all electrons can be doubly filled into the space 

molecular orbital. Such systems are called as ‘open shell’ systems having different 

states apart from singlet state namely, doublet, triplet, quartet and so on. For such 

these systems, RHF wave function cannot be generated. Thus, the wave function 

can be obtained by using different space molecular orbital for each spin orbital. 

There is no restriction for the orbitals. For such the wave functional is known as 

unrestricted Hartee- Fock (UHF) wave functionals. A study is published by 

Pople(Pople and Nesbet, 1954)is claimed that the system energy obtained from 

UHF wave function is always lower (or equal) than that of energy obtained from 

RHF  wave function and the reason of this is that UHF wave function has the spin 

contamination from the higher states namely, triplet, quintet, etc.  

There is a special approach for solving the open shells systems. According to 

this approach, while the core electrons occupy the space molecular orbital as a pair, 

the other open shell electron(s) fill into different space molecular orbitals one by 

one. This approach is known as the restricted open-shell Hartree-Fock (ROHF) 

method. 
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Figure 2.1. Illustrating of RHF, ROHF, UHF, Respectively. 

2.5 The Basis Set Approximation 

The basis set is a set of functions to explain unknown MOs. The common 

formula of basis set approximation is summarized with the following formula. 

=
K

i i ac


   (2.23) 

In the formula, the basis set function of any system is represented as
a . The 

determining basis set of any system to express its chemical properties is extremely 

important in computational chemistry. In fact, there are two main criteria for 

choosing basis set. The first of all is the selection of suitable basis set that can 

correctly identify any desired problem. For instance, if the selected basis functions 

go to zero during the calculation, the distance between the nucleus and electrons 

increases so this is unwanted situation. The second of all is computational 

applicability. In other words, selected the basis functions must reduce 

computational time of system while the solving integrals. There are two kind of 

functions having these criteria namely, Gaussian type orbitals (GTO) and Slater 

Type Orbitals (STO).  The formula of slater type of orbitals is summarized with the 

following formula; 

1

,( , , , ; , , ) exp ( , )n r

l mn l m r Nr Y        (2.24) 

While the Gaussian type of orbital is summarized with the following formula, 
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22 2 1

,( , , , ; , , ) exp ( , )n r

l mG n l m r Nr Y        (2.25) 

In the both formulas, the exponential functions are seen as common terms. 

Actually exponential functions for Slater type orbitals are physically suitable because 

these terms are very close to solvation of hydrogen atom, but it is very difficult to solve 

integrals produced by using the Slater type orbital. Although the Gaussian type orbitals 

are more suitable because of having less computational time, they are not as efficient 

as the Slater type orbital describing electronic structure of system by using one-to- one 

basis set. Therefore, linear combination of Gaussian type orbital employs to define 

electronic structure of system because of having less computational time than that of 

Slater type orbitals.  

A study published by Roothaan (Roothaan, 1951) and Hall(Hall, 1951) is 

explained that the HF equations can be solved as numerically and unknown molecular 

orbitals are expanded in the form of linear combinations of unknown atomic orbital 

sets(equation 2.23). The expansion of molecular orbital functions are accurate when 

the suitable atomic orbital functions (basis functions),
a , are completed. Therefore, 

the problem of HF molecular orbitals functions is reduced to determine expansion 

coefficients of basis set functions. Adding equation 2.23 into the HF equation (2.22) 

thus gives, 

M M

i i i iF c c   
 

     (2.26) 

The equation 2.26 can be also shown as the matrix notation formula as follows: 

FC SC  (2.27) 

In the formula 2.27, F F     and S    are the matrix term of 

Fock and overlap terms, respectively.  is defined as the MO energies. As it is clearly 

seen that the new HF formula with the linear combination of atomic orbital is more 

useful for the SCF calculation. First, the initial guess is generated for atomic orbital 

coefficients. After that, Fock matrix is obtained by using atomic orbital coefficients and 
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new atomic orbital coefficients are determined. The procedure keeps going on until the 

difference between sequential results have the range within the specified tolerance. 

2.6 Classification and types of Basis Set 

After giving detailed information about the basis set approximation, one of 

the most important problems for model systems is to assign basis set. In other 

words, it is to determine the number of basis set functions to be employed for the 

model systems. If The smallest number of basis set is used to describe for the 

systems, this is known as ‘minimum basis set’. For instance, single basis set 

function is employed to describe s orbital for one hydrogen atom or two basis set 

functions are used to define s orbital for the one lithium atom. In most cases, the 

selected functions in minimum basis set give lesser accuracy for the system in 

computational chemistry. In order to enhance the accuracy for the system, there are 

many types of functions in minimum basis set. The one of these is Double Zeta 

(DZ) type basis set. The meaning of ‘Zeta’ word comes from the term,  , of STO 

and GTO type basis functions. The DZ type basis set generates double functions for 

every valance electron. For instance, DZ type basis set describes s-orbital with the 

two different functions, ( , )s s    for one hydrogen atom. Actually, in computational 

chemistry, valance electrons are extremely important than core electrons because 

the chemical bonding occurs only among valance electrons. The different type of 

DZ basis set deals with especially valance electrons instead of all electrons into the 

atom; therefore, the functions for valance electron are produced. This is known as 

split valence basis set. The advantage of split valence basis set is to decrease the 

computational cost given better accuracy. The other type of function in minimum 

basis set is to ‘Triple Zeta’(TZ) type basis set. Like DZ basis set, TZ type basis set 

generates three functions for every valance electrons and different type of TZ basis 

set deals with especially valance electrons instead of all electrons into the atom. 

This is known as triple split valence basis set. For instance, TZ type basis set 

describes s-orbital with the three different functions, ( , , )s s s     for one hydrogen 

atom. 

It is suggested that the functions must be included higher angular momentum 

terms to define polarization effects while setting of basis set functions. For example, 
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a basis set function describing p-orbital is added to hydrogen atom in a organic 

molecule (CH4), therefore, Pz component of the function can assist to improve the 

description of C-H bond in the molecule. The p-orbital causes to enhance the 

polarization of s-orbital. The d- and f- orbital(s) enhance the polarization of p-

orbital(s) and d orbital(s) respectively. Besides, the basis function(s) must have 

small exponential term if the system has weak electrons that can travel out of its 

own orbit. Such functions having small exponential coefficient are known as 

‘diffuse functions’. 

The ‘contracted basis set’ that is the one of other type basis functions is 

defined as the functions describing more efficiently core electron(s). Therefore, 

energy of the system having more accuracy can be obtained by using contracted 

basis set. The contracted basis set is produced with the help of primitive GTOs that 

is included the all set of functions in the atom. In other words, the smaller set of 

function(s) is produced by forming fixed linear combinations of GTOs. The 

resulting functions are described as contracted GTOs, CGTOs. The formulation of 

CGTOs will summarized with the following equation: 

( ) (PGTO)
k

i i

i

CGTO    (2.28) 

In the formula,
i (s) is represented as coefficient of CGTO. There are several 

advantages of using CGTO such as reducing computational effort, describing good core 

electrons, etc. The energy produced by using CGTO method is always bigger than that 

of GTO method because restricted parameters of the function are employed for the 

calculation. However, the computational time is lesser. In other words, the selecting of 

CGTO basis set is related to the fact that how much loss is acceptable in the accuracy, 

compared to the take in computational effort. The number of PGTOs is known as such 

notation gives ‘degree contraction’. The presentation of basis set in the way of PGTOs 

and CGTOs is shown by following notation. (10s4p1d/4s1p) [3s2p1d/2s1p].  

While it is shown as the number of PGTOs in the parenthesis, the number of CGTOs 

is represented in the square brackets. In addition, the number of functions belonged 

to hydrogen atom is the right side of slash in the both representations and the 

functions of heavy atoms (first row elements) are represented left side of slash in 
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the both representations.  For instance, 4p-PGTOs functions are described by using 

2p-CGTOs functions. Note that this illustration does not show how the CTOGs are 

generated. Although there are number of CGTOs functions in literature, the 

important thing is to select better and suitable CGTOs for the computational 

chemistry. The common and suitable contracted basis set is given as follows for the 

ones used in this thesis. 

STO-nG basis sets: The Slater type orbital functions are produced by using 

(n) number of PGTOs. The STO-nG basis sets are the minimum basis set. The 

PGTOs are obtained by fitting STOs and the STO-3G is the most common basis 

set. The illustration of STO-3G basis set is given as (6s3p/3s)  [2s1p/1s]. 

k-nlmG basis sets: This type of basis set is also known as split valance basis 

set. The k is the number of primitive Gaussian type orbital describing core electron. 

The nlm represents as how many primitive Gaussian type orbital functions describe 

the valance electrons. The nl and nlm numbers(values) represent the split valance 

and triple split valence, respectively. While the s- and p- functions are represented 

as values before G and polarizations functions comes from after the G. The common 

k-nlmG basis sets and its notation in terms of PGTOs and CGTOs is shown as 

following Figure (2.2). 

 

Figure 2.2. Common k-nmlG type basis sets and their contractions. 

Each basis set function expanded by polarization or diffuse functions make 

the system more accurately. In other words, polarization or diffuse functions are 

extremely important for the basis set describing the system. In GTOs illustration, s- 

and p- functions adding only heavy atoms are donated as +, while ++ is the s- and 

p- functions adding heavy and hydrogen atoms. They accommodate before the letter 

G. The polarization functions accommodate after the letter G. For instance, for 6-
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311++G(d,p) basis set, the 6 is the number of primitive Gaussian orbital describing 

for the core electron, the 311 is the triples split functions describing valence 

electrons, ++ is the diffuse functions adding heavy(s- p- orbitals) and hydrogen 

atom (s-orbital), d and p is represented as polarization functions adding heavy and 

hydrogen atom, respectively.  

The other type of functions improving electron correlation of the valance 

orbital is the correlation consistent (cc-) basis sets. This basis set is donated as cc-

pV(D, T, Q)Z. The cc is the correlation consistent functions for the valance 

electrons, p is the polarization function, the letters into parenthesis are split 

functions describing valence electrons. There are various correlation consistent 

basis sets used by many computational chemists such as cc-pVDZ, cc-pVTZ, cc-

pVQZ, so on. The notation of correlation consistent polarized valence triples zeta 

(cc-pVTZ) employed in this thesis is given with the following notation 

(10s5p2d1f/5s2p1d)  [4s3p2d1f/3s2p1d]. 

2.7 Electron Correlation Methods 

The Coulomb interactions apart from attractive interactions are very 

important for the movement of electrons. In other words, the repulsive Coulomb 

interactions provide the motion of electrons therefore, it can be said that the 

movement of electron is related to the repulsive Coulombic interactions among the 

electrons. The electron correlation energy is defined as a energy difference between 

Hartee-Fock energy of the systems and accurate non-relativistic energy.  

The one of the aims of HF is to determine the best trial wave function in given 

basis set by using trail wave functions including more than one Slater Determinant. 

The formula of best trial function obtained Hartee-Fock and additional Slater 

determinants is summarized with the following formula.  

0

1

HF i i

i

 


      (2.29) 
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In the formula,   is the total trial wave function of the system, 
HF  is the 

HF wave function, 
i are the wave functional obtained by additional Slater 

determinant, the other terms are the coefficients namely, 
0  and 

i , respectively. 

The Slater determinants can be obtained by using unoccupied MOs replaced with 

occupied MOs in HF determinant. These determinants provide that Slater 

determinants are singly, doubly, triply, quadruply etc. excited according to the HF 

determinant. These determinants are also known as Singles (S), Doubles (D), 

Triples (T), Quadruples (Q) having maximum excitation of N electrons (N- 

multiple).  

There are many methods having electron correlation namely; Coupled Cluster 

(CC) Theory, Density Functional Theory (DFT), Configuration Interaction (CI), 

Multi-configuration Self Consistent Field (MCSCF), Many Body Perturbation 

Theory (MBPT).  

2.8 Configuration Interaction 

The simplest method having electron correlations of a system is the 

‘Configuration Interaction (CI)’ method. The CI employs the wave functions 

including linear combination of HF wave functions. In other words, the CI is 

explained that excited Slater Determinants are to generated by using MOs. This is 

obtained by using HF wave functions and generating new determinants with excited 

electrons from the occupied to unoccupied molecular orbitals. The formula of wave 

functions obtained from excited electrons given in equation 2.29.  

In CI approach, the expansion coefficients (
0 ,

i )of the trial wave function 

should be determined under conditions in which the energy is minimal. If the all CI 

expansion coefficient of a system is determined, the CI gives the exact electron 

correlation energy of the system. The determining all CI is known as ‘full CI’. In 

other words, The CI calculation having all possible excitations is called a full CI.  

Although full CI gives the best electronic interaction energy, it is not employed for 

the big systems apart from the small systems due to having computational effort. 

The computational effort for CI method is depended on the number of excitation 
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determinants. In other words, the increasing number of excitation determinants lead 

to expensive computational time. The number of excitation of determinants is given 

as follows:   

!
# of Slater Det

!( )!

M

N M N



 (2.30) 

In the formula, Where M is represented as number of basis functions, N is 

defined as the expansion length for the number of electron in the system, 

respectively. The decreasing the number of Slater determinant cutting some order 

makes the system more efficient for the computational cost. For instance, although 

first order expansion (Single, S) of CI has better computational cost, it does not give 

the electron correlation energy because single determinants does not interfere with 

the HF determinants(Brillouin, 1934). The other definition for the single expansion 

of CI is that the each determinant obtained by exciting only one electron is known 

as configuration interaction single-excitation (CIS) calculation. Instead of using 

CIS method, CISD(Raghavachari et al., 1980)(Singles, Doubles) obtained by  the 

determinants having only singly and doubly excited electrons can be employed for 

large systems. In addition, CISD not only gives the suitable electron correlation 

energy but also has not the computational effort for the suitable systems. There are 

also triple and quadrupole excitation method namely, CISDT and CISTDQ 

respectively, but they should employ for high accuracy calculations.   

2.9 Multi-configuration Self-Consisted Field Theory (MCSCF) 

The MCSCF is one of the electron correlation theory that uses the multiple 

determinants having both coefficient optimizations in front of the determinants (like 

CI, electron excitation) and molecular orbital optimization. MCSCF methods 

should not employ for the determining amount of electron correlation energy since 

this method during calculating the optimization of orbital does not recover the 

electron correlation energy. In other words, CI methods are the suitable methods 

for recovering the electron correlation energy than the MCSCF method but it is 

mostly employed for the systems when RHF wave function has poor quantity. For 

instance, the RHF wave function of biradicalic molecules has poor therefore; the 
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MCSCF method should be employed for the determining better HF wave functions 

of the biradicalic molecules. Though UHF theory is the suitable of the biradicalic 

molecules, it cannot give better the energy of the system due to having high spin 

contamination. In addition, the problem of high spin contamination can be solved 

by using some approximated functions added into an MCSCF expansion. Such of 

these approximated functions are known as the configurational state functions 

(CSFs). Therefore, the MCSCF method is the most suitable method for determining 

the best electronic structure of the system and reliable energy. 

In MCSCF theory, the electron correlation is divided into two parts namely, 

static and dynamic electron correlations. The static electron correlation is known as 

energy reduction by giving enough flexibility in the wave function to be able to 

explain the system. This is the allowing of electrons occupying in the orbitals as a 

single instead of as double occupying. The dynamic electron correlation is known 

as energy reduction because of having electron movements in the orbitals. The 

MCSCF methods mostly give the static electron correlation, but they can recover 

the dynamic electron correlation by using extremely number of configurational 

state functions(CSFs). 

2.10 Complete Active Space SCF Theory (CASSCF) 

The one of the biggest handicap about MCSCF is to select which molecular 

orbital to use because there is no automatically option for the computational 

chemists into computational software programs to determine which molecular 

orbitals employ in the MCSCF calculation. The complete active space SCF 

(CASSCF) method can be mostly used for solve this handicap. In addition, this 

method is also known as Full Optimized Reaction Space (FORS). In the CASSCF 

methodology, it can be thought that the MOs split into two spaces namely active 

and inactive spaces. While the some of the MOs in active spaces are represented as 

HOMO and LUMO obtained RHF calculation, the others of MOS in active space 

are represented as both core (doubly occupied) and empty(virtual) orbitals.  

There are many notations representing CASSCF method such as [n,m]-

CASSCF, CASSCF(n,m), etc. The n,m are the terms that define the active space 
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part of molecular orbitals(determinants). The n is the number of active electrons 

having all configurations in m orbitals selecting active space. The full CI expansion 

within the active space restricts the number of orbitals and electrons that can be 

treated by CASSCF methods. The exponential increase of CSFs with increasing 

constituents of active space limits its dimensions to less than 10-12 electron or 

orbitals. Therefore, the goal of CASSCF methods is to recover the changes 

occurring in the correlation energy for the given process, not recovering 

considerable amount of the correlation. Thus, the aim of CASSCF method is to 

treated the changing in correlation energy for the given basis set, not to gain full 

correlation energy. There are many common CASSCF methods namely, 

CASSCF(4,4), CASSCF(6,6) and CASSCF(8,8) methods, respectively. 

The disadvantage of CASSCF methods is to give unstable descriptions for a 

certain parts of the system interested because this method only recovers the 

correlation energy in active space, not to recovers correlation energy obtaining 

either inactive electrons or between the active and inactive electrons. This 

disadvantage leads to overestimate the correlation energy for the systems 

especially, biradicalic systems(and and Davidson*, 2000; Staroverov and 

Davidson, 2001). 

2.11 Many Body Perturbation Theory (MBPT) 

The one of others theory for the determining electron correlation is the called 

as Perturbation Theory (PT). Mostly, the application of PT to the system having 

many interactions along the particles is known as many body perturbation theory 

(MBPT). This method is based on splitting full Hamiltonian into two parts. 

0
ˆ ˆ ˆH H H    (2.31) 

In the formula, 0Ĥ  is known as reference part or unperturbed part, Ĥ  and 

are the perturbative part of 0Ĥ  and perturbation parameter showing the strength of the 

perturbation, respectively. The formula of the solution of reference part is the 

summarized with the following formula, 
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0 i 0 i
ˆ =E      i=0,1,2,3......H     (2.32) 

In the formula, we must assume some following conditions to solve the equation 

2.30. These assumptions are given as follows: 

(a) the reference wave function must be non-degenerate, 

(b) perturbation must be time-independent, 

(c) the reference wave function must be in lowest energy state. 

Therefore, the perturbation equation is the summarized with the following 

formula: 

ˆ =WH   (2.33) 

Note that if the perturbative parameter must be zero, 0  , then W, Ĥ and 

will be Eo, 0Ĥ  and 0    respectively. If the perturbative parameter expands to infinite, 

new energies and wave functions will be occurred as inherently. However, to solve 

equation 2.32, the Taylor expansion must be employed around the perturbation 

parameter: 

0 1 3

0 1 2 3

2W= W + W + W + W ..........      (2.34) 

1 2 3

0 1 2 3

0= + + + .........          (2.35) 

When the perturbative parameter must is the zero, 0  , W0and 0  are called 

as unperturbed zero order energy and wave function. The W1, W2, W3and etc are 

called as first, second, third and other energy corrections for unperturbed energy. 

Similarly, W0, W1, W2 and etc. are called asfirst, second, third and other corrected 

wave functions for the unperturbed wave function.  

If the equations 2.33 and 2.34 add to into the Schrödinger equation (2.32), the 

last equation must become, 
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0 1 2 3

0 1 2 3 1 2 3

0 1 2 3

0

0 1 2 3 0 1 2 3

0

ˆ ˆ( )( W + W + W + W ......)

( W + W + W + W ...)( + + + ...)

H H    

       

  

     
 (2.36) 

The perturbative parameters,  , in the equation 2.35 can be gathered with the 

following formula,   

0

0

0 2

0

0 0 0

1

0 1 0 1 1 0

2

0 2 1 2 1 1 0

0 1 i

0

ˆ W

ˆ ˆ W W

ˆ ˆ W W W

...........

ˆ ˆ W
n

n

n n n i

i

H

H H

H H

H H







  



   

       

         

     

 (2.37) 

The equation 2.36 is called as nth-order perturbation equation. Note that if 0 =0, 

the equation is perturbative Schrödinger equation. 

2.12 Moller Plesset Perturbation Theory 

Moller Plesset Perturbation Theory(MPPT)(Møller and Plesset, 1934) is 

based on adding correlation energy for ground state to zero-order Hamiltonian 

obtained from HF-SCF method. The one electron Fock operator gives the electronic 

Hamiltonian and 

0
ˆ = i

i

H F  (2.38) 

The total of orbital energies give the E0 

0 = i

i

E   (2.39) 

The eigen functions of 0Ĥ  are obtained from the all slater determinants, thus, the 

solvation of the matrix obtained from Slater determinants become extremely easy. The 

perturbative part, Ĥ  , is the difference of the Ĥ and 0Ĥ .Actually, this assumption 
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helps to determine the solutions of unperturbed Schrödinger equation although this 

assumption does not obey the main assumption of the perturbation theory (the value of 

perturbation must be small). 

The correction of correlation energy obtained by using zero-order perturbation 

theory is not suitable for the systems. If the order of perturbation is increased, then the 

favorable correction of correlation will be nearly accurate. At least, the proper 

correction of correlation energy is obtained by the way of the using second order 

perturbation because the second-order energy correction energy added the electronic 

energy consists from determinants having two electrons excitation. The formula of 

second-order perturbation is summarized with the following formula: 

0 0

2

0

ab ab
occ virtual

ij ij

ab
i j a b ij

H H
W

E E

    



   (2.40) 

In the formula, while i and j are represented as doubly electron occupied orbital, 

a and b are represented as doubly electron occupied orbital, respectively. Addition, the 

difference energy of molecular orbitals is obtained from the difference of total energy 

of two Slater determinants. Thus, The second-order MP energy correction E(MP2) is 

given as follows: 

2

( 2)
( )

occ vir
i j a b i j a b

i j a b i j a b

E MP
       

   

 
 

  
  (2.41) 

Also, there are plenty of supplementary information about PT and MPn(n=3,4,6) 

including the formula of first and second order correction to wave function in many 

computational books(Leach, 2001; Springborg, 2000). 

The MP2 calculation having electron correlation is economically safe compared 

to CI calculation. In addition, the MPPT is expands to third(n=3), fourth(n=4)-order 

energy correction, the calculation will have economical cost.  
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2.13 Couple Cluster(CC) Theory 

Perturbations theories having electron correlations deal with the full type of 

excitation (S,D,T…etc) adding to reference wave function in a given order (2,3,4….) 

but Couple Cluster (CC)Theory deals with all corrections adding reference wave 

function from the given order to infinite order. The CC wave function is the 

summarized with the following formula:  

T̂

cc 0 =e     (2.42) 

T̂ 2 3

0

1 1 1ˆ ˆ ˆ ˆe =1+T+ T + T +.......= T
2 6 !

k

k k





  (2.43) 

In the formula, exponential operator T̂  is given as follow 

1 2 3
ˆ ˆ ˆ ˆ ˆT=T +T T .....Tn   (2.44) 

The HF reference wave function applied by using the iT̂  operator creates excited 

Slater determinants  

1 0T̂ =
occu virtual

a a

i i

i a

t    (2.44a) 

2 0T̂ =
occu virtual

ab ab

ij ij

i j a b

t
 

    (2.44b) 

The expansion coefficients are represented as amplitudes. For the exponential 

operator can be rewritten by combining between 2.42 and 2.43equations: 

T̂ 2 3

1 2 1 3 2 1 1

1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆe =1+T +(T T )+(T +T T + T )+.......
2 6

  (2.45) 
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In the formula, the first two terms (1 and 1T̂ ) are the reference HF wave function 

and single excitations, respectively. The first terms in the parenthesis give the double 

excitations and the other terms in the second parenthesis are the triple excitations.  

If the CC wave function is added into Schrödinger equation, it becomes as 

follow: 

ˆ ˆT T

0 0Ĥe =Ee   (2.46) 

In the formula, the energy, E, becomes as follow when this equation is 

multiplied from the left side with 
*

0  
 

ˆ

0 0

T

ccE He   (2.47) 

In the formula, Hamiltonian obtained by using expandable 
T̂e operator includes 

only one- and two-electron operators. In addition, the matrix element having single 

excited Slater determinants are zero because HF orbital is employed. Ecc becomes as 

follow 

0 ( )( - 
occu virtual

ab a b b a

cc ij i j i j i j a b i j b a

i j a b

E E t t t t t      
 

      (2.48) 

Because of computational cost, the cutting Couple Cluster methods are 

employed. Note that adding only 1T̂  operator energy correction to HF reference wave 

function does not give accurate result. Therefore, the lowest level of approximation 

is to employ when 2
ˆ ˆT=T  is used. Such approximation is known as CCD(Pople et 

al., 1978). When 1 2
ˆ ˆ ˆT=T T  is employed to HF reference wave function, this is 

known as CCSD(Purvis and Bartlett, 1982; Scuseria et al., 1988, 1989) model. In 

addition, contribution of triple excitation can be added to CCSD method after it can 

be obtained with the help of perturbation theory. This method is called as CCSD(T) 

(Pople et al., 1987) known as ‘Gold Method’. Also, CCSD(T) method involves full 

weak interaction of any system. The couple cluster wave function can equal with 
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the full CI when all cluster operators ( 1 2 3
ˆ ˆ ˆ ˆ ˆT=T +T T .....T   n  ) are added to the 

reference HF wave function but it is seen as unreachable process due to 

computational limits. In this thesis, we used CCSD(T) method because it provides 

best recover to HF reference wave function and also compared to other methods to 

check its quality. 

2.14 Density Functional Theory (DFT) 

Although the Density Function Theory (DFT) was tried to explain by studies 

of Thomas and Fermi(Lieb and Simon, 1977; Pople et al., 1987) before the 1930s, 

the first completely explanation of DFT was belonged to Hohenberg and 

Kohn(Hohenberg and Kohn, 1964). Hohenberg and Kohn are showed that the 

electron density, ( )r , determines the ground state energy. In other words, there is 

extremely correlation between the ground state energy of system and its electron 

density. The reason of why DFT is so famous is that DFT is based on using simpler 

electron density instead of using the complicated wave function, , and the 

associated Schrödinger equation. However, although DFT has many advantages 

compared to other post-HF method such computational cost, the biggest handicap 

of DFT is to determine the best functional consisting of correlation between the 

electron density of system and its ground state energy. Thus, the main purpose in 

DFT is to determine the suitable functional consisting the energy and electron 

density. 

The process of DFT calculations is extremely similar to the process of HF 

calculations. Firstly, With the help of equation 2.12, the HF energy is produced for 

the single determinant wave function. Note that the formula of exchange integrals 

is summarized with the following formula into the equation 2.12  

1

2

N N
HF

x ij

i j

E K    (2.49) 

The orbitals are determined with the help of equation 2.24. In DFT 

calculations, the exchange terms in HF are defined as exchange-correlation 

functional. The formula of energy in DFT method is given as follow: 
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DFT 1
E  = [ (r)]

2

N N N

ii ij xc

i i j

h J E     (2.50) 

In the formula, the formula of electron density,  , is assumed as follow: 

*(r)= ( ) ( ) ( ) ( ) ( )
N N N

a a b b

i i i i i i

i i i

r r r a b               (2.51) 

For closed shell systems, the electron density having alpha spin electrons 

equals the electron density having beta spin electrons, ( ) ( )  a b  , and a b

i i   

but for the open shell systems, electron densities of both alpha and beta spins do not 

equal because spin densities must be independent. 

With the help of Kohn-Sham equations(Kohn and Sham, 1965), the orbital 

must be determined 

21 ( )
( )

2
ne xc i i i

r
V r dr V

r r


  

 
        

  (2.52) 

In the formula, the first two and third terms are one electron (kinetic energy, 

potential energy between nuclei and electron) and Coulomb parts defined into Fock 

matrix, respectively. The last term that is represented as functional of derivative of 

Exc is called as one-electron potential. The formula of one-electron potential is the 

summarized with the following formula, 

xcV = xcE


 (2.53) 

In the formula, the exact value of Vxcis not known therefore there is no 

expression of exact [ (r)] xcE  value in DFT calculations, but there are various 

approximate descriptions for Exc and the all descriptions are assumed that electrons 

do not interact with each other (non-interacting, homogenous electron gas) in the 

ground state.The approximate method is to split two parts into Exc and Vxcequations, 

namely exchange and correlation. 
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[ ]= [ ] [ ]xc x cE E E    (2.54) 

[ ]=Vxc x cV V   (2.55) 

The functionals assumed according to various approximate descriptions are 

divided into 3 groups namely, Local Density Approximation (LDA), Generalized 

Gradient Approximation(GGA) and Hybrid Methods. 

It can be thought that the density of electron can be formed as an homogenous 

electron gas and related to only equations of Ex and Ec have the density,  . 

According to LDA, the formula of Ex is the summarized with the following formula: 

 
1 4 4

3 3 3
x= , =-2 c ( + ) drLDA

x a b a bE      (2.56) 

In the formula, the 

1
3

x

3 3
c

4 

 
  

 
is the term obtained from in the Fermi-Dirac-

Thomas model. In addition, this expression provides to obtain the exchange 

potential V ( )a

x r , 

1 1
3 3V ( ) 2

LSDA
a x

x x a

x

E
r c





    (2.57) 

For the beta spins, the exchange potential is obtained with the same way, 

1 1
3 3V ( ) 2

LSDA
a x

x x b

x

E
r c





    (2.58) 

In the LDA, the correlation energy, LDA

cE , are obtained by using Monte Carlo 

methods with different densities and added to the a functional form that can be used 

in DFT calculations(Vosko et al., 1980). The correlation potentials, LDA

cE , is also 

donated by VWN

cE (Vosko, Wilk and Nusair). With the help of their findings, the 

equation 2.50 having xcV  term becomes ready for the calculations. 
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There are several methods to improve LDA. The one is to consider a non-

uniform electron gas behavior. In other words, a non-uniform electron gas behavior 

must be considered to improve LDA. The reason of considering a non-uniform 

electron gas behavior is that the exchange and correlation energies not only depend 

on the electron density but also depend on derivatives of the density [ , ]xcE   . 

The such of this consideration method is known as Gradient Corrected or 

Generalized Gradient Approximation(GGA). The more popular exchange and 

correlation functional are given with the following Figure 5.2. The exchange 

functional in the Figure 2.3 can be employed with any correlation functionals 

together.  

 

Figure 2.3. The popular exchange and correlation functionals in dft. 

As it is clearly seen that LDA and GGA deals with the electron density and 

electron density with derivatives of the density terms, respectively. Also, there are 

hybrid methods. The method is based on combining LDA and GGA functional with 

the HF exchange terms. The most popular hybrid functional, is B3LYP consisted 

form Becker’s 3- parameter exchange hybrid functional with Lee, Yang, Parr 

(LYP)(Becke, 1993a; Lee et al., 1988b) correlation functional. The exchange 

correlation energy of B3LYP is summarized with the following formula. 

3 88(1 )B LYP LSDA HF B LYP

xc x x x cE aE a E b E c E        (2.59) 

In the formula, 
88 88B B LSDA

x x xE E E    ,  =LYP LYP LSDA

c c cE E E   and the 

constants before coming from the energies: a = 0.80, b = 0.72, and c = 0.81 
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2.15 Semi-empirical Methods 

Semi-empirical methods are extremely same to HF calculations because their 

calculation pose the Hamiltonian and a wave function.  In these methods, a certain 

approximation is accepted or some computational terms are totally omitted. For 

instance, the core electrons are disregarded and the exchange integrals having two 

electrons are neglected in the semi-empirical calculations. Because of omitting two 

electron integrals and disregarding core electrons, the accuracy of semi-empirical 

methods is weaker than DFT methods. Therefore, the semi-empirical methods must 

be parametrized in order to fix the errors obtained by neglecting two electron parts 

of the calculation. The parameters calculated for neglected values are obtained from 

‘experimental data’ or ‘ab initio’ calculations. Generally, the parameters are used 

instead of omitting two electron integrals.  

Although the semi-empirical methods are weaker than ab initio methods, their 

calculations are extremely faster than that of ab initio methods. In addition, while 

the number of properties of a system calculated from semi-empirical methods can 

be erratic only few of them are reliable. For instance, the results will be rich if the 

molecule being calculated is similar to molecule in the database employed to obtain 

the parameters, the other way around, the results will be very poor. For instance, 

the carbon atom in cyclohexane and n-hexane have apparently different bond 

lengths, angles etc. therefore these molecules cannot be computationally predictable 

well if they do not exist in the database of semi-empirical methods to be employed. 

In the meantime, the database of semi-empirical methods is also known as 

‘parametrization set’ in literature. There are several good semi-empirical methods 

such as PM6(Stewart, 2009), PM7(Stewart, 2013), PM6-DH2(Fanfrlík et al., 2010) 

and PM6-D3H4X(Hostaš et al., 2013) to be described in detail result and discussion 

section.  

2.16 The Computational Chemistry Suites Employed  

The all calculations in this thesis was mostly employed by utilizing 

GAUSSIAN (Frisch et al., 2010) chemistry suit package program. In addition, 

MOPAC(Stewart, 1990) and  TURBOMOLE(Steffen et al., 2010) chemistry suites 



51 

programs also served in some calculations namely, semi-empirical and  DFT 

including dispersive interactions, respectively. Besides, the graphical interface 

programs namely, GABEDIT (Allouche, 2012), CUBY4 (Řezáč, 2016)  

GAUSVIEW (Dennington et al., 2009) and Avogadro(Hanwell et al., 2012) were 

utilized for collecting and evaluation of output data including computational results.   
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3. RESULTS AND DISCUSSION 

BN, AlN and SiC nanostructures having many unique properties such as 

hydrogen storage material have been selected as host nanostructures in this thesis. 

In particular, the properties of these nanomaterials related to the hydrogen storage 

have been tried to be determined by using computational chemistry methods. Since 

there are many structural forms of these host materials such as nanocages, 

nanotubes, nanosheets, etc., we present the computational results related to the 

hydrogen storage properties of these nanomaterials under several different titles as 

follows. 

3.1 Computational Investigation Hydrogen Storage Capacity of Boron 

Nitride Nanocages: A Semi-Empirical Study 

In this section, the hydrogen storage properties of boron nitride nano-host 

molecules have been investigated with the help of the PM7 semi-empirical method. 

This method is a fairly newly developed method and it can account for the weak 

interactions occurring between the host and hydrogen molecule. In fact, we 

computationally tried to find out answers to some questions concerning hydrogen 

storage properties of this materials in this part of the thesis. They are as follows: 

What are the maximum endohedral hydrogen capacities of the host molecules? In 

other words, how many hydrogen molecules are stored inside the host molecule 

before the nano-hosts molecules fracture? Is there a relation between the size of the 

host molecule and hydrogen molecules additions? How geometric changes of both 

hydrogen molecules and host molecules take place during the hydrogen addition? 

Are complexes including endohedral hydrogen molecules thermodynamically 

stable? 

The physical adsorption of hydrogen molecules includes weak non-bonding 

interactions between the hydrogen and the host molecules. Accordingly, it is very 

important to select a good computational method in the hydrogen-storage 

calculations since the selected method have to have the ability to calculate the 

dispersive effects. Therefore, the PM7 semi-empirical method  developed by James 

J. P. Stewart(Stewart, 2013) was utilized in this part. The reason for selecting the 

  



53 

PM7 method is not only to calculate weak interactions accurately but also to 

calculate large systems without spending much computational effort. The PM7 

method is able to relatively accurately calculate very large systems having non-

covalent interaction in a very short time compared to the DFT method In the 

computational study published by Hobza et.al, it is claimed that the results of the 

PM7 method are better than those of the PM6 method for the many systems 

including weak interactions. The PM7 method also gives almost the same results 

with the modified PM6 methods for the systems not including weak interactions.  

All of the host nanocages have only tetragonal and hexagonal connections in 

their structures. The reason for choosing these types of connections is to prevent 

the escape of hydrogen molecules through the nanostructure. Initially, all these host 

structures were optimized and characterized as minima by utilizing harmonic 

vibrational analysis method at the PM7 level of theory as implemented in MOPAC 

2012, semi-empirical quantum chemistry package. Then, hydrogen molecules were 

added inside each of these nanocages. In addition, their optimizations and frequency 

calculations were performed with the same method. Each nanocage was filled with 

hydrogen molecules until it breaks. By doing so, we obtained the hydrogen storage 

capacities of these nanocages. 

To be able to determine thermodynamic stability of the nH2@host complexes, 

their formation enthalpies at 298 K were calculated from eqn 3.1   

 
2 2( @ ) ( ) ( )

complex

f f nH host f host f HH H H n H       
 

 (3.1) 

where 2( @ )f nH hostH
, ( )f hostH

 and 2( )f HH
are the heats of formation of the 

complex, host and hydrogen molecules calculated by PM7, respectively. 

Within the process of determining hydrogen storage capacity, we obtained 

the most thermodynamically stable BN-hydrogen complexes for these nanocages. 

By “stable complex”, we mean the complex that has a formation enthalpy lower 

than the sum of formation enthalpies of individual hydrogen molecules and boron 

nitride nanocage located at infinite separation from each other. In other words, a  
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Table 3.1 Maximum number of H2 molecules doped, complex formation 

enthalpies, enthalpy per added H2 molecule and weight % of hydrogen 

storage 

 

complex is thermodynamically stable if it has a negative complex formation 

enthalpy, 
complex

fH
.The geometries of nH2@BmNm (m=12, 24, 36, 48 and 96) 

complexes containing maximum number of H2 molecules are depicted in Fig. 3.1 

while the maximum H2 numbers doped inside the nanocages before they break, the 

formation enthalpies and gravimetric H2 storage weight percentages (wt%) of these 

complexes are presented in Table 3.1 
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Figure 3.1. Maximum number of H2 molecule confined BmNm nanocages. 

The following points about hydrogen storage capabilities of the boron nitride 

nanocages are to be discussed based on the PM7 results. The variation of complex 

formation enthalpies,
complex

fH , with number of hydrogen molecules are depicted in 

Fig.3.2, revealing several important results. First of all, complex formation 

enthalpies have quadratic dependence on number of hydrogen molecules.  There is 

no thermodynamically stable complex formation for the smallest two nanocages 

(B12N12 and B24N24).  In the initial stages of endohedral hydrogen doping, however, 

there are some thermodynamically stable complexes (having negative complex 

formation enthalpies) formed up to a certain critical number of hydrogen molecules 

for the nanocages expect for the smallest two. PM7 predicts these critical numbers 

as 1, 4 and 25 H2 molecules for B36N36, B48N48 and B96N96, respectively. After 

passing these critical numbers, the complexes become thermodynamically unstable 

but kinetically stable since they cannot overcome the kinetic barrier applied by 

nanocage inner surface. With continued addition of hydrogen molecules, the 

repulsive interactions originated from both H2-H2 and H2-nanocage increase so as 
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to break the weakest B—N bond of nanocage.  The kinetic barrier, here, can be 

considered as the energy necessary to break the weakest B—N bond. In this case 

the structure of nanocage breaks down. Therefore, hydrogen storage capacity is 

defined as the maximum number of hydrogen molecules endohedrally doped inside 

nanocage whose structure is intact. B12N12 can accommodate at most two hydrogen 

molecules.   

The B24N24 nanocage can be endohedrally doped by nine hydrogen molecules 

before its structure breaks down, leading to a hydrogen storage capacity of 3.05 

wt%. Each endohedral hydrogen molecule addition to B24N24 increases formation 

enthalpy almost linearly. Even if one hydrogen molecule is encapsulated by B24N24, 

the complex becomes thermodynamically unstable with a positive enthalpy of 

formation. On the other hand, it is not the case for the B36N36 nanocage. The 

complex formed when one hydrogen molecule is encapsulated by the B36N36 

nanocage becomes thermodynamically stable with a formation enthalpy of -0.19 

eV. This shows the endohedral cavity of B36N36 applies an attractive force making 

the resultant complex more favorable. The hydrogen storage capacity of B36N36 is 

22 hydrogen molecules with a 4.96 wt%. This value is close to the DOE’s 2015 

target of 5.5 wt%. Oku et al.(Koi and Oku, 2004c) reported that maximum 20 

hydrogen molecules can be doped inside B36N36 nanocage, confirming our findings. 

The small difference comes from the computational methodology. They used the 

PM5, earlier version of PM7, method while we employed PM7, a better semi 

empirical method that can model nonbonding interactions more accurately. Up to 

four hydrogen molecules can be stored in the B48N48 nanocage so that the resulting 

complexes are thermodynamically stable, and it is revealed that maximum 39 

hydrogen molecules can be doped inside B48N48. The hydrogen storage capacity of 

B48N48 corresponds to a wt% of 6.60, which is above well above the DOE’s 2015 

target. The B96N96 nanocage, the largest nanocage in this study, has rather huge 

hydrogen storage capacity of 10.6 wt% since it can endohedrally hold 125 H2 

molecules while keeping its structure intact. As a result, the B48N48 and B96N96 

nanocages can be very promising materials for hydrogen storage.  

Fig. 3.3 gives variation of hydrogen storage capacity as wt% with respect to 

nanocage size (total number B and N atoms in nanocage). The data obtained with 
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PM7 perfectly fit to a second order polynomial function with a regression value of 

0.9991. This function is given in equation 2 

2% 0.0002 0.0948 0.917wt k k     (3.2) 

where k is the total number of B and N atoms in a nanocage. Since the coefficient 

of second order term is very small and first four data is very close to a linear 

behavior, one can consider that as hydrogen storage capacity of boron nitride 

nanocages increase almost linearly with nanocage size. These results point out the 

possibility of finding highly effective hydrogen storage materials using boron 

nitride nanostructures.  
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Figure 3.2. Hydrogen capacity of several BmNm nanocages. 

 

Figure 3.3. Variation of hydrogen storage capacity as wt% with respect to BN nanocage size. 
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Table 3.2 gives the maximum percent elongation (%elongation) values of 

B—N and H—H bond lengths, calculated by employing the following average 

distances. The %elongation values for B—N bonds were obtained by using the 

difference between average B—N bond distance of the complex having maximum 

number of H2 molecules and that of empty nanocages. Similarly, the %elongation 

values for H—H bond lengths were calculated by exploiting the difference between 

average H—H bond distances inside the complex containing maximum number of 

H2 molecules and the H—H bond lengths of single hydrogen molecule containing 

nanocages. B12N12 is different from other nanocages in that it reaches storage 

capacity with a sudden 3.3% elongation after two H2 additions due to having the 

smallest endohedral surface. On the other hand, the remaining nanocages show 

gradable trends. As nanocage size increases maximum elongation percent increases. 

This indicates that larger nanocages become more elastic increasing the storage 

capability. Upon H2 addition, increase in H—H bond lengths seem an unexpected 

result, but this elongation reduces as nanocage size increases.  

Table 3.2 Maximum percent elongation values for B-N and H-H bond lengths 
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3.2 Computational Investigation of Hydrogen storage and properties 

of Boron Nitride Nanocages by Newly Discovered PM6-DH2 

method: A Semi-Empirical Study  

In this part, we have different aims in the determination of the hydrogen 

storage properties of the BN nanostructures. The most important one of these aims 

is to accurately estimate the hydrogen storage capacity (wt%) of various selected 

BN nanocage structures namely B12N12, B24N24, B36N36, B48N48 and B96N96 

nanocages. The DFT methods including weak dispersion terms (e.g. B97X-D) 

may be employed for the small BN nanocages such as B12N12 and B24N24 but they 

can become useless for large BN nanocages, especially B96N96.  Therefore, the 

PM6-DH2 and PM7 semi-empirical methods were tested against B97X-D for the 

small BN nanocages namely, B12N12, B24N24 nanocages. According to B97X-D 

results, it was determined which semi empirical method is the suitable for BN 

systems. After finding the suitable semi empirical method, the hydrogen storage 

capacity of larger BN nanocages and its related properties (B36N36, B48N48 and 

B96N96) were investigated. The PM6-DH2 results for B24N24 are extremely 

captivating in the way of computational effort because PM6-DH2 results are 

extremely as same as the B97X-D results for the B24N24 nanocage. In addition, the 

PM6-DH2 semi empiric method is approximately ten thousand times faster than 

B97X-D/DFT method.  

The optimized host nanocages are depicted in Figure 3.4. Note that the 

nanocages having tetragonal and hexagonal rings are suitable for the endohedral 

doping. In other words, the nanocages having octagonal or more connections are 

not suitable host molecules because hydrogen molecules can escape from inner side 

of the host molecules. These host nanocages having only tetragonal and hexagonal 

rings are the thermodynamically most stable structures among their other isomers 

except for the B24N24 nanocage. While the B12N12, B36N36 and B48N48 nanocages 

are the lowest energy isomers, the B24N24 isomer having tetragonal and hexagonal 

connections does not have the lowest energy among its isomers. Also, the energy 

of B24N24 host nanocage was found 2.4 kcal /mol above compared to its lowest 

energy isomer (Wu et al., 2006). 
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Figure 3.4. The PM6-DH2 optimized geometries of all host BmNm nanocages. 

Firstly, the optimized geometries and energies of pure B12N12 and B24N24 

nanocages and their hydrogen doped complexes nH2 @ BmNm (m=12 and 24) were 

determined by employing PM6-DH2, PM7, B3LYP and B97X-D methods. The 

cc-pVTZ basis set was selected for all DFT calculations. In addition, the harmonic 

vibrational calculations were computed for all optimized BN complexes at their 

levels of optimization. In other words, there is no imagery frequency value for the 

BN complexes because they are stable at their levels of optimization.    

To be able to determine thermodynamic stability of the nH2@ BmNm (m=12 

and 24), their formation enthalpies at 298 K were calculated from eqn 3.3 

 
2 2( @ ) ( ) ( )

complex

f f nH host f host f HH H H n H       
 

 (3.3) 
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where 2( @ )f nH hostH
, ( )f hostH

 and 2( )f HH
are the heats of formation of the 

complex, host and hydrogen molecules calculated by using PM6-DH2, PM7, 

B3LYP and B97X-D methods, respectively. It is known that the B97X-D 

method is suitable for the systems including non-covalent interactions, also, it gives 

good results. Therefore, the B97X-D method is selected as a reference method. 

When the PM6-DH2 results are compared to with the B97X-D results, they give 

the nearest accurate formation energy of the complexes, especially B24N24 

complexes, according to the B97X-D results. Because B24N24 complexes have 

more dominant non-covalent interactions than B12N12 complexes. Due to having 

high accuracy, the other formation enthalpies of the complexes and their hydrogen 

storage properties were calculated by utilizing PM6-DH2 method. The semi 

empirical calculations were performed by using MOPAC2012 computational suite, 

but the DFT calculations were performed by using Gaussian09. Note that the 

meaning of ‘hydrogen storage capacity’ is the maximum number of hydrogen 

molecules doped into the host molecules. In other words, the hydrogen molecules 

can be accommodated into the host molecule(s) until the host molecule(s) are 

broken down. Furthermore, the activation energy that hydrogen molecule passes 

from hexagonal ring of the biggest host molecule was also calculated with the help 

of PM6-DH2 method. The activation energy is defined as the difference between 

single point energy of the largest complex that accommodates hydrogen molecule 

in the middle of the hexagonal ring and sum of single point energies of both the 

pure host molecule and hydrogen molecule. 

Oku(Koi and Oku, 2004) et.al claims that hydrogen storage capacity of BN 

nanostructures can be reached up to 4.9 wt%. In addition, they utilized old semi 

empirical method called PM5.  
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Table 3.3 Formation heats of nH2@B12N12 and nH2@B24N24 complexes 

 

At the ambient condition, the formation enthalpy of the complexes with the 

first two host molecules estimated by using PM6-DH2, PM7, B3LYP and B97X-

D methods are presented in Table 3.3, and the hydrogen storage capacity of all host 

molecules are also depicted in Figure 3.8. Since the dispersive effects of the B12N12 

and B24N24 complexes are quite different, the methods used for each case will be 

evaluated separately. The one hydrogen molecule addition into the B12N12 host 

molecule is not thermodynamically stable because the formation enthalpy of the 

complex is estimated nearly 62.3 kcal/mole (0.099 eV) with help of B97X-D 

method. This result is extremely anticipated because the B12N12 nanostructure has 

the smallest internal cavity among all host molecule. Therefore, one and two 

hydrogen molecule addition make the host molecule more unstable. In other words, 

the B12N12 structure enlarges with the hydrogen molecules addition without 

breaking its bonds, but the enthalpies of these complexes are higher. The B3LYP 

method is more suitable than semi-empirical methods because the formation energy 

of B12N12 complexes obtained from the B3LYP method is slightly higher than 

those of ωB97X-D method. In addition, the PM6-DH2 method work quite well 

compared to PM7 that cannot even foresee a stable B12N12 complex with the 

endohedral three hydrogen molecules doping. The reason of this can be sourced 

from a wide range of core repulsion terms including non-covalent interactions 

between the host and hydrogen molecules that are compelled to be close to each 

other because of having the cage restrictions. However, PM6-DH2 method is 

considerable different than PM7 because it predicts electron-electron repulsion 
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terms which predominate dispersive interactions good in this system. Consequently, 

the B12N12 nanocage is suitable for neither hydrogen storage material nor testing for 

computational methods. 

 

Figure 3.5. The BN host molecules with maximum number of hydrogen molecules estimated by 

PM6-DH2. 

The dispersive effects of B24N24 nanocage is higher than that of B12N12 

nanocage, because the B24N24 has larger internal size. Thus, the results obtained by 

using the B24N24 would be more appropriate compared to those of B12N12. The 

formation enthalpy of B24N24 nanocage with the one hydrogen molecule obtained 

by using the  B97X-D method is 0.5 kcal/mole (0.001 eV). In addition, this result 

also shows that molecular hydrogen interacts very poorly with the inner atoms of 
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B24N24 nanocage in addition of one hydrogen molecule. In the other way, the 

formation enthalpy of H2@B24N24 obtained by using PM6-DH2 method is 4.5 

kcal/mole (0.007 eV) and this result is the closest to the result obtained by using 

B97X-D method. The formation enthalpy of host nanocage with one hydrogen 

molecule obtained by the PM7 method is lower than that obtained by the B3LYP 

method. This result shows that the PM7 method shows better performance than the 

B3LYP method for our systems, but the deviation of PM7 method considerably 

increases with the number of hydrogen molecules addition to the system. The PM6-

DH2 method shows a good performance increase because the deviation of PM6-

DH2 is very low even in the case of encapsulating a hydrogen molecule where the 

weak interactions predominate. The formation enthalpy values of the other 

complexes obtained by the PM6-DH2 method are close to the formation enthalpy 

values of those (2-4@B24N24) obtained by the B97X-D method. In other words, 

PM6-DH2 can foresee well the stabilities of BN complexes including endohedrally 

adding hydrogen molecules as accurately as the B97X-D method. In addition, the 

PM6-DH2 semi empirical method has the best computational cost for BN systems 

compared to B97X-D method. The B97X-D/cc-pVTZ level optimization and 

frequency analysis of the largest system took nearly 3 weeks in a parallel process 

including 4 CPU while those calculated by PM6-DH2 took several minutes. This 

result also showed that not only PM6-DH2 method has very as accurate and reliable 

as B97X-D method, but also, it has unique computational cost for the BN systems 

including non-covalent interactions. Therefore, it is concluded that the endohedrally 

hydrogen molecule storage capacity of BN nano-host molecules can be investigated 

by using PM6-DH2. 
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Table 3.4 Formation heats, destabilization enthalpies and maximum H2 storage 

wt% s of the BN nanocages calculated with PM6-DH2 method 

 

The formation enthalpy of the BN complexes, ∆Hf, their endohedral hydrogen 

storage percent and destability energy per hydrogen molecule adding endohedrally 

calculated the PM6-DH2 semi empirical method are presented in Table 3.4. The 

BN host molecules including maximum number hydrogen molecules endohedrally 

are 13, 31, 38 and 142 while their hydrogen storage percentages are 4.40, 6.99, 8.12 

and 12.01, respectively. Therefore, all the host molecules apart from B24N24 overrun 

the revised DOE hydrogen storage target for the year 2015. The formation enthalpy 

energy of the complexes according to endohedrally adding hydrogen molecules are 

depicted in Figure 3.6. It is seen from the figure 3.6, all complexes with one 

molecular hydrogen except B24N24 are thermodynamically stable.  The formation 

enthalpies of all complexes increase as the hydrogen molecule is added. The added 

hydrogen molecules cause the host molecules to swell and this swelling continues 

until the B-N bonds of the host molecule are broken. The B96N96 host nanocage can 

store the largest number of hydrogen molecules among all nanocages because it 

becomes slowly unstable with endohedrally adding hydrogen molecule compared 

to the other host molecules.  In other words, its destabilization energy is the lowest 

among the BN host molecules. 
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Figure 3.6. The BN host molecules with maximum number of hydrogen molecules estimated by 

PM6-DH2. 

Note that the destabilization enthalpy, 
destabilityH  which is summarized with 

the following equation 3.4, can be thought as the sum of three different energies 

obtained from the several interactions namely, destabilization energy generated 

from cage inflation, cage

inflationH , destabilization energy generated from contraction of 

H2 molecules, 2H

contractionH  and interaction energy between the cage and hydrogen 

molecules adsorbed, 2cage-H

interactionH . In equation 3.4, the first two enthalpies are 

calculated with following equation 3.5 and 3.6. 

2 2H cage-Hcage

destability inflation contraction interaction+ H H H H       (3.4) 

cage empty cage empty cage

inflation ,inflated ,non-inflated= f fH H H     (3.5) 

2 2 2H H H

contraction ,contractedf fH H n H      (3.6) 

where 
empty cage

,inflatedfH
and 

empty cage

,non-inflatedfH
 enthalpies are the enthalpy of optimized inflated 

host molecule and pure optimized host molecule, respectively. 2H

,contractedfH  is the 

heat of energy generating from contracted hydrogen molecules apart from the cage 
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and the 2H

fH is the heat of formation of single hydrogen molecule. The 

2cage-H

interaction  H  can be easily calculated the difference between destability energy and 

sum of destabilization energy generating from cage inflation and destabilization 

energy generating from contraction of H2 molecules (eqn 3.6). All energy terms 

mentioned above were calculated by using PM6-DH2 semi empirical method at 298 

K. All energy of the complexes including maximum number of hydrogen molecules 

and their average B-N and H-H distances are also depicted in Table 3.5. 

Table 3.5 Destabilization, cage inflation, H2 contraction and cage-H2 contraction 

entalpies (in eV), average B-N and H-H distances (in Â) for the 

complexes carrying maximum number of H2 molecules calculated with 

the PM6-DH2 method 

 

When 13 hydrogen molecules become very close to each other in the B24N24 

nanocage, inflation of the host molecule becomes maximum. Therefore, the 

interaction energy between the cage and hydrogen molecule is negative. In other 

words, when the cage endohedrally adsorbs the maximum number of hydrogen 

molecules, the interaction energy between the cage and a hydrogen molecule 

become very attractive. The other cage having attractive interactions between 

hydrogen molecules and the cage atoms is B48N48 because average B-N and H-H 

bond lengths for B48N48 nanocage are almost the same as that of B24N24 nanocage. 

The interaction energies of B36N36 and B96N96 nanocages have positive values 

(1.229 and 0.364 eV, respectively) and their geometrical properties are the same. 

These cages cannot be filled with as much hydrogen molecules as B24N24 and 

B48N48 because of having positive 2cage-H

interactionH . In addition, these host molecules 

cannot compress hydrogen molecules hard enough as it is understood from their 

large H-H bond lengths. Therefore, it can be concluded that these nanocages are not 



68 

suitable hydrogen storage materials. On the other hand, the stability of these 

nanocages increases with increasing host size when their destability energies are 

considered.  

The activation barrier of the hydrogen molecule that passes from the 

hexagonal ring of the largest host molecule was also investigated by using PM6-

DH2 semi empirical method. The reason is to determine whether hydrogen 

molecule passing from any of hexagonal ring in the host molecule ruptures cage 

structure or not. In the study published by Koi and Oku(Koi and Oku, 2004b) it is 

claimed that the energy barrier for B24N24 is 15 eV. Note that the energy barrier can 

be calculated from the single point energy difference for the geometries where 

hydrogen passes from the center of the hexagonal ring in the host molecule and the 

geometries where hydrogen in the center of the host molecule. To more accurately 

estimate the energy barrier of the complex, the transition state (TS) structure of a 

hydrogen molecule passing from the center of the hexagonal ring of the host 

molecule was determined by using PM6-DH2 method. According to the PM6-DH2 

method, the energy barrier is nearly 9.82 eV that is higher than the destabilization 

energy of B96N96. Therefore, the hydrogen molecule prefers to crack the B-N bond 

instead of escaping from hexagonal rings of the host. Because the energy of 

breaking B-N bond in B96N96 can be nearly 1.695 eV (its destabilization energy). 

This energy value is smaller than the energy barrier of the host molecule. In 

addition, the optimized TS structure of the complex that has the only one imaginary 

frequency value (914i cm-1) is depicted in figure 3.7. 

 

Figure 3.7. Optimized geometries of the TS structure and the H2@B96N96 complex. 
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3.3 Computational Investigation and Comparison of Hydrogen 

Storage Properties of B24N24 and Al24N24 Nanocages 

In this part of the study, both endohedrally and exohedrally hydrogen storage 

properties of B24N24 and Al24N24 nanocages were investigated by several DFT and 

ab initio methods. Particularly, we aimed to address the following questions? 1) 

Which of the DFT methods are suitable for these types of systems where the weak 

interactions are dominant? 2) Which of the host molecules, B24N24 nano-cage or 

Al24N24 nano-cage, is more suitable for hydrogen storage at ambient conditions? 3) 

Do hydrogen molecules prefer to be adsorbed in or out of nanocages? 4) How 

important is the effect of B-N and Al-N bond for these type systems? 5) Is hydrogen 

molecule adsorption on the host molecules is chemical or physical? 

It is very important to find out the degree of accuracy of the DFT methods in 

the calculations of hydrogen doped Al24N24, and B24N24 nano-cages, which contain 

weak interactions. Therefore, we focused on the determination of suitable DFT 

functionals for such systems since some DFT functionals are capable of including 

dispersive interactions in calculations but some of them cannot include these effects 

(Zhang and Musgrave, 2007) such as PBEPBE, B3LYP, functionals etc. However, the 

high level CCSD(T) ab initio method is stated as 'gold standard' and it can be used 

as the reference method among the computational methods (Zhou et al., 2006) 

because it does not only give rather accurate results for covalent interactions but 

also includes dispersive interactions originated from non-covalent interactions. 

From this point of view, the CCSD(T) method can be used for systems involving 

weak interactions. However, it demands an enormous amount of computational 

time and resources so it cannot be used for the systems with a large number of atoms 

such as 50-60 atoms. Therefore, the host molecules were modelled with smaller 

structures shown in the Figure 3.8. The most suitable DFT method(s) was 

determined by exploiting the highly accurate CCSD(T) method for these smaller 

BN and AlN structures interacting hydrogen molecules. In addition, their edges 

were filled with atomic hydrogen due to avoid spin contaminations. 
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Figure 3.8. Optimized geometries of the smaller host structures namely, Al7H9N6, Al6H9N7, B7H9N6 

and B6H9N7 molecules. 

First of all, hydrogen molecule was approached to center atom of the small 

host molecules from 10.0 to 2.0 Å with 0.2 Å intervals. Additionally, the hydrogen 

molecule was placed perpendicular to the plane of the central atom of the host 

molecule (Figure 3.9). The single point energy of each obtained complex is 

estimated by using the CCSD(T) method at 6-311 ++G(d,p) basis set. This approach 

was applied one by one for each geometry of the four systems. In addition, the 

single point energy of each geometry of the four systems also is estimated by several 

DFT methods namely, B3LYP, B3P86(Perdew, 1986), B3PW91(Perdew and 

Wang, 1992),B1LYP(Lee et al., 1988), B1B95(Becke, 1996), 

BHandH/BhandHLYP(Becke, 1993b), BMK(Boese and Martin, 2004), Cam-

B3LYP(Yanai et al., 2004), LC-PBE(Vydrov et al., 2006), M06/M062X,(Zhao 

and Truhlar, 2008) M06HF(Zhao and Truhlar, 2006a), M06l(Zhao and Truhlar, 

2006b), PBEPBE(Perdew et al., 1996), TPSSH(Staroverov et al., 2003), 

B97/B97X(Chai and Head-Gordon, 2008), B97X-D(Chai and Gordon, 2008) 

and X3LYP(Xu and Goddard, 2004) by utilizing the 6-311++G(d,p) basis set. 

Furthermore, B3LYP and PBEPBE functionals containing Grimme's dispersive 

contribution (Grimme, 2006) (DFT-D2) with same basis set were also employed 

for the same procedure. The DFT-D2 treats the energy of the system including weak 

interactions by adding the semi empirical dispersive contributions. Finally, we 

obtained the electronic energy graphs of all four systems relative to electronic 

energies of the first geometries. The electronic energy graphs obtained by DFT 

Al7H9N6 
Al6H9N7 

B7H9N6 B6H9N7 
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method are compared to CCSD(T) method. The one which gives the closest to 

electronic energy graph of each four systems obtained by CCSD(T) is selected as 

suitable method for BN and AlN systems with H2 molecules. 

 

Figure 3.9. Initial geometries of the smaller model system including hydrogen molecule. 

After finding the most suitable DFT method, the energies of optimized non-

doped real host Al24N24 and B24N24 nanocages and their hydrogen doped complexes 

were estimated by employing this method at the same basis set level. The formula 

of formation energies of the two complexes having endohedral hydrogen molecule 

doped is shown with the equation 3.7. 

 
2 2( @ ) ( ) ( )

complex

f f nH host f host f HH H H n H       
   (3.7) 

where 2( @ )f nH hostH
, ( )f hostH

 and 2( )f HH
are the heats of formation of the 

complex, host and hydrogen molecules calculated by using the most suitable DFT 

method. Note that the complex will become more stable if the formation energy has 

the larger negative value. Furthermore, the exohedrally doped hydrogen molecule 

on the host molecules (Al, N and B atom sides) was also investigated by using this 

method with the same basis set. All calculations were estimated by using Gaussian 

09 computational chemistry package programme. 

10 Å 

10 Å 

10 Å 

10 Å 
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The relative electronic energy surfaces of the smaller host molecule including 

hydrogen molecule approaching to the center atom are depicted in the Figure 3.10.  
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Figure 3.10. The relative electronic energy surfaces of the small model systems obtained by several 

DFT methods. (where a, b, c and d is represented as B6H9N7, B7H9N6, Al6H9N7 and 

Al7H9N6 model systems approaching H2 molecule). 
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The relative electronic surfaces in these small model systems calculated by 

using the DFT functionals mentioned above are compared to that of CCSD(T) 

method, which has the ability to calculate the van der Waals interactions. It is 

clearly seen from the figure 3.10 that the DFT methods employed in these 

calculations can be divided into two main groups. The first group of electronic 

graphs obtained by several DFT methods apart from BHandH, ɷB97, ɷB97X, 

ɷB97X-D, M06, M06L, M06HF, M06-2X, B3LYP-D2 and PBEPBE-D2 do not 

pass from a proper minimum because of having repulsion interactions against to 

hydrogen approach. In other words, these small model systems calculated by first 

group DFT methods are not able to adsorb hydrogen molecule, however, the second 

group of electronic graphs obtained by some DFT methods namely, BHandH, 

ɷB97, ɷB97X, ɷB97X-D, M06, M06L, M06HF, M06-2X, B3LYP-D2 and 

PBEPBE-D2 pass from a well-defined minimum, because the small host structures 

estimated by these DFT methods can hold to hydrogen molecule. In addition, the 

small host systems obtained from the second group DFT methods have attractive 

effect against hydrogen molecule. Therefore, one can say that the second DFT 

methods are more suitable for BN- AlN systems that include hydrogen adsorption 

according to the result obtained CCSD(T) method.  

The relative electronic graphs obtained by CCSD(T) and second group of 

DFT methods namely, BHandH, ɷB97, ɷB97X, ɷB97X-D, M06, M06L, M06HF, 

M06-2X, B3LYP-D2 and PBEPBE-D2 are represented in figure 3.11.  
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Figure 3.11. The relative electronic energy surfaces of the small model systems obtained by second 

group DFT methods. (where a, b,c and d is represented as B6H9N7, B7H9N6 , Al6H9N7 

and Al7H9N6 model systems). 
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It is clearly seen from the Figure 3.11 that the curves estimated by using 

second group DFT methods pass from a minima and also their curves are extremely 

similar to the curve estimated by using CCSD(T) method. Although the M06 family 

(M06, M06L, M06-HF and M06-2X) is seen as suitable method for BN and AlN 

systems, the using of one of these method is not suitable when considering all point 

of electronic energy curve obtained by using CCSD(T) method. Even the result of 

M06-2X has less wavy among all the M06 method, it can be caused issue of PES. 

Table 3.6 Minmum points on relative PES (a) and corresponding H2-surface 

distances (b) obtained with the DFT ɷB97X-D, B3LYP-D2, PBEPBE-

D2, BHandH methods and the reference CCSD(T) method 

 

 

The energies of electronic energy curves and the distance between hydrogen 

molecule and center atom of the small host molecule estimated by using ɷB97X-

D, B3LYP-D2, PBEPBE-D2, BHandH and reference CCSD(T) method in the 

minimum point are depicted in Table 3.6. The result of ɷB97X -D functional is 

placed in the Table 3.6 because the result of ɷB97X -D functional among the ɷB97 
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family is extremely similar to that of the reference method. In the other way, the 

result of ɷB97 and ɷB97X functionals in ɷB97 series is considerable far away from 

the that of CCSD(T) method. On the other hand, the energy of all small host 

complexes located at minima obtained by using BHandH functional generally 

overestimates according to result of reference method. This may cause that 

complexes calculated by the BhandH method can be more stable than they should 

be. The results of B3LYP and PBEPBE functional including dispersive 

contributions (D2) have a bit better in terms of both energies and distances at 

minima than that of BhandH functional. However, the among the second group 

DFT methods, the ɷB97X -D functional is the most suitable method for those 

systems including weak interaction between hydrogen and the small model hosts in 

terms of both electronic energy and distance located at minima. Therefore, the 

functional was selected for investigating hydrogen storage and related properties of 

the real BN and AlN systems namely, Al24N24 and B24N24, respectively. Note that 

there are many articles(Oliveira et al., 2016; Wang et al., 2017) claiming the ɷB97X 

-D functional is the suitable for many systems involving weak interactions, but I 

also found that the method is the most suitable method for BN---H2 and AlN---H2 

systems including weak interactions. 

After finding the most suitable DFT method for BN and AlN systems, the 

exohedral hydrogen doped of the hosts molecules were investigated by using the 

DFT-ɷB97X -D method with 6-311++G(d,p) basis set.  The distance between 

hydrogen and the host nanocages, the energies of different adsorption sides (on the 

B, Al and N atom) of the complexes is presented in table 3.7.  
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Table 3.7 The distance between hydrogen and the host nanocages, the energies of 

different adsorption sides (on the B, Al and N atom) of he complexes 

 

 

It is clearly seen that the adsorption energy of the N24B24 host molecule 

including hydrogen molecule adsorbed by N atom of the N24B24 complex and the 

distance between hydrogen and nitrogen atom of the host molecule are 0.055 eV 

and 2.953 Å, respectively, whilst the those of the B atom of the B24N24 are -0.043 

eV and 2.863Å, respectively. Therefore, it can be claimed that the hydrogen 
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molecule can prefer to adsorb on N atom of the nanocage instead of B atom, because 

somehow, the adsorption energy of the N atom side of the nanocage has slightly 

lower negative energy value than that of the B atom side. In other words, the 

complex containing hydrogen molecule adsorbed by N atom of the host molecule 

has a bit more stable than that of by B atom of the host molecule. Furthermore, the 

hydrogen molecule is adsorbed as being parallel on the B-N bond of the host 

molecule. In other words, one hydrogen atom of the hydrogen molecule interacts 

with B atom of the B24N24 nanocage, the other interacts with N atom of the B24N24 

nanocage. Furthermore, the adsorption energy of the N24B24 host molecule 

including hydrogen molecule adsorbed by N atom of the Al24N24 complex and the 

distance between hydrogen and nitrogen atom of the host molecule are -0.063 eV 

and 2.795 Å, respectively whilst the those of the Al atom of the Al24N24 are -0.043 

eV and 2.863Å, respectively. In addition, it is extremely shown that the Al atom of 

the Al24N24 nanocage extremely adsorb hydrogen molecule compared to B and N 

atoms of the host molecules. In other words, the adsorption energy of the Al24N24 

systems with hydrogen molecule adsorbed by Al atom has largest negative value, 

this makes the Al24N24 complex more stable. The reason of this is to ionic character 

of Al atom in the host molecule. Therefore, it is seen that the Al24N24 host molecule 

having more ionic strength between hydrogen and Al atom is more suitable 

hydrogen storage materials than B24N24 host molecule. After the determining the 

exohedrally hydrogen storage properties of the host molecules, the both forward 

and reverse activation energies of the host molecules while one hydrogen molecule 

runs through the hexagonal ring of the host molecules, transition state geometries 

of the complexes and the distance hydrogen atoms estimated by using same method 

are depicted in Table 3.8. The reason of this investigation is to decide whether 

endohedrally or exohedrally hydrogen storage of the hosts molecules. The forward 

activation energy of one hydrogen molecule passing from the hexagonal ring of 

Al24N24 and the distance between Al-N bond of the transition state geometry of 

Al24N24 nanocage are approximately 5.05 eV and 1.96 Å respectively. In addition, 

the hydrogen molecule does not dissociate into its atoms during the passing from 

the hexagonal ring of Al24N24 nanocage because the distance between the atoms of 

hydrogen molecule is 0.75 Å. 
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Table 3.8 The transition state geometries and activation energies of the complexes, 

the distances between corresponding Al, B and N atoms and H2 

molecules 

 

The reverse activation energy of one hydrogen molecule passing from the 

hexagonal ring of Al24N24 is 5.12 eV. The Hydrogen molecule prefers to stay inside 

the host molecule because the reverse activation energy is bigger than forward 

activation energy. In addition, the forward activation energy of one hydrogen 

molecule passing from the hexagonal ring of B24N24 and the distance between B-N 

bond of the transition state geometry of Al24N24 nanocage are approximately 1.67 

eV and 1.72 Å respectively. Furthermore, the hydrogen molecule dissociates into 

its atom when it passes from the hexagonal ring. In other words, hydrogen cannot 

be endohedrally stored inside the B24N24 nanocage because the hydrogen-hydrogen 

bond is broken. The distance between hydrogen atom of distorted hydrogen 

molecule 1.01 Å. Therefore, After B-N bond is distorted, firstly, one hydrogen atom 

makes the chemical bound with B atom, the other hydrogen atom makes the 

chemical bound with N atom.   

After determining the activation energies and transition state structures of the 

host molecules, the endohedral hydrogen storage of the host molecules was 
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investigated by using DFT-ɷB97X -D method with 6-311++G(d,p) basis set. Note 

that we assume somehow hydrogen molecule(s) is located inside the host 

molecules. By doing so, we can manage to investigate endohedral hydrogen storage 

of the complexes.  The enthalpies of the complexes and pure host molecules are 

depicted in table 3.9 and figure 3.12.           

 

 

Figure 3.12. The optimized host molecules and their complexes with hydrogen molecules. 

Table 3.9 The formation enthalpies of the complexes calculated by wB97X-D/DFT 

method 
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It is clearly seen from table 3.9 that each formation enthalpy value of the 

B24N24 complex has increased by endohedrally incorporating hydrogen molecule. 

Therefore, hydrogen molecule is not able to be stored inside the cage. In other 

words, each formation energy of the complexes is positive value and this leads to 

each complex is unstable. On the other hand, the Al24N24 can thermodynamically 

store two hydrogen molecules because the binding energy of the cage is negative 

until adding two hydrogen molecule. The cage becomes unstable after adding two 

hydrogen molecule because of having positive binding energy.  

In addition, considering all the enthalpy values of formation, it can be easily 

seen that the Al24N24 structure is more suitable for the hydrogen storage material 

than the B24N24 structure. In other words, Al24N24 nanocage is a promise 

endohedrally hydrogen storage material because of having the more ionic character 

between Al and N atoms than B and N atoms. 

3.4 The Comparing Hydrogen Storage Properties of B75N75H30, 

Al48N48H24 and Si48C48H24 Nanoclusters 

In this thesis, molecular hydrogen storage properties of various nanolayers, 

such as B75N75H30, Al48N48H24 and Si48C48H24, were investigated by employing the 

DFT-B97D method, which is capable of including weak interactions. The 

B75N75H30, Al48N48H24 and Si48C48H24 clusters were chosen as the model systems to 

simulate the one-layer hexagonal BN, AlN and SiC nanosheets. The dangling bonds 

of the cluster edges were saturated with hydrogen atoms to avoid spin 

contamination during the calculations. The dispersive contributions are extremely 

important in reasonable DFT calculations for the systems involving weak 

interactions such as molecular hydrogen adsorbed BN, AlN and SiC nanosheets. 

Therefore, we employed the DFT-B97D method (Grimme, 2006), which includes 

dispersive contributions, with the sufficiently large def2-QZVP (split-valance 

quadruple-zeta) basis set (Weigend, 2006). It is known that the B97D (exchange-

correlation functional) is a suitable DFT method for systems having non-covalent 

(weak) interactions (Frecus et al., 2016; Galindo-Murillo and Barroso-Flores, 2017; 

Hernández Velázquez et al., 2016; Kuniyil and Maseras, 2017; Nagy, 2016). In 

addition, we have also added Grime’s semi-empiric dispersive corrections (D3) 
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(Grimme et al., 2010) to the DFT-B97D method to account for the long-range non-

bonding interactions between the hydrogen molecule and the host molecules. The 

molecular hydrogen can be adsorbed from three different sides of the pristine host 

molecules. These sites are top sites on B, N, Al, Si and C atoms of the host 

molecules, hollow site of hexagonal rings of the host molecules and bridge sites on 

the middle of B-N, Al-N, and Si-C bond lengths. The best hydrogen adsorption of 

host molecules is determined by the binding energy occurring between molecular 

hydrogen and host molecules.  

 

Figure 3.13. The optimized host molecules calculated at B97D-D3/ def2-QZVP level. Where a,b 

and c are the B75N75H30, Al48N48H24 and Si48C48H24 nanolayers, respectively. The color 

blue atoms in (a and b) denote to N atoms, while the colors in (a and b) represents to 

B and Al atoms. The grey and black color atoms in (c) denote Si and C atoms. 

respectively.  

The binding energies between a hydrogen molecule and the host molecules 

were estimated by the following formula: 

 
2 2( ) ( ) ( )b nH hosts host HE E E n E

    
 

 (3.8) 

where 
2( )nH hostsE  , ( )hostsE  and 

2( )HE are the electronic energy of the hydrogen 

adsorbed host molecules, the electronic energy of host molecules and the electronic 

energy of hydrogen molecules, respectively. The larger negative binding energy 

makes the complex thermodynamically more stable. The nanolayers employed in 

this study are not infinite, they have edges that are saturated with hydrogen atoms. 

Therefore, their electronic properties, especially electron density, are not uniform 
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the surfaces of these nanolayers. This means that the interactions of the nanolayer 

atoms with hydrogen molecules adsorbed on their surface will not be the same. 

However, there are areas having uniform electronic properties such as electron 

density on these nanolayers. We called these uniform electron density areas as "safe 

zone". Thus, the hydrogen storage properties of nanolayer were investigated only 

on these safe zones instead of considering whole molecular surfaces.       

The hydrogen storage in terms of g/m2 on the safe zone is also calculated with 

the following formula:    

22

2 ( / ) X 100
A 

HM
H g m

 
  
 

 (3.9) 

In the formula, 2HM
 is the total mass (in gram) of adsorbed hydrogen 

molecule(s) in the safe zone and A is represented as the area of the safe zone (in 

meter2). All calculations were performed by Turbomole program with first 

principles electronic structure package by using Cuby4 integrative framework. 

Firstly, it was focused on the determining of the safe zone of each host molecules 

having the uniform charge density. The following procedure was used to determine 

the safe zones of the nanolayers. The hexagonal structures of each nanolayer are 

numbered starting from the center of the sheet (as seen Figure3.14). Therefore, 

hydrogen molecule perpendicular to the host surface was interacted with center of 

a certain hexagonal areas of the host molecules. The hydrogen molecule 

perpendicularly were located with several parts of each hexagonal structure such as 

the center, the bond (BN, AlN, and SiC) and the atom (B, N, Al, Si). In addition, 

their hydrogen binding energies were calculated. 
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Figure 3.14. The optimized host molecules calculated at B97D-D3/ def2-QZVP level. Where a,b, c 

are the B75N75H30, Al48N48H24 and Si48C48H24 nanolayers, respectively.        

The hydrogen binding energies of the numbered hexagonal rings of the host 

molecules are given Table 3.10. The most effective area having the largest 

interaction with hydrogen molecule is the hexagonal area #1. The lowest hydrogen 

binding energies of the hexagonal rings #1 of the B75N75H30, Al48N48H24 and 

Si48C48H24 are -1.23, -1.15 and -1.27 eV, respectively. Also, hydrogen binding 

energies of the hexagonal rings #2 of host molecules are extremely close to that of 

#1 (see Table 3.10). Therefore, first hexagonal ring and its six adjacent hexagonal 

rings can be defined as safe zone of the host molecules. 

Table 3.10 The hydrogen binding energies of the numbered hexagonal rings of the 

host molecules 

 

As it is seen from Table 3.11, the hydrogen molecule prefers to stay on center 

B75N75H30 nanostructure since the binding energy is the lowest at the hollow. 

Therefore, hydrogen molecule can be adsorbed on the center of each hexagonal ring 
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of B75N75H30, in addition, the safe zone of the host molecule can adsorb up to seven 

hydrogen molecules. The hydrogen molecule prefers to stay on nitrogen atom of 

the Al75N75H30 host molecule because of high electronegativity of nitrogen atom. 

The binding energy between nitrogen and hydrogen molecule is the lowest, 

therefore, the hydrogen molecule can be adsorbed by nitrogen atoms of the 

Al75N75H30 nanocluster. Maximum number of hydrogen molecule capacity of the 

safe zone in Al75N75H30 nanostructure is the twelve hydrogen molecules. 

Table 3.11 The hydrogen binding energies of the possible adsorption sites of the 

host molecules calculated at B97D-D3/ def2- QZVP level 

 

 
                       ( a)                                                 ( b)                                                       (c) 

Figure 3.15. The electron density maps of the host molecules where a, b and c are the B75N75H30, 

Al48N48H24 and Si48C48H24 nanolayers, respectively. 

In the Si48C48H24 nanostructure, the hydrogen molecule can be adsorbed on 

the carbon atom of the host molecule due to having largest hydrogen binding 

interaction. The safe zone of the Si48C48H24 nanostructure binds twelve hydrogen 

molecules. According to all findings, SiC material can be considered the best 

hydrogen storage material among all of the investigated host molecules in this 

study.  
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4. CONCLUSION 

In this thesis, the hydrogen storage capabilities and related properties of 

various nano-material methods have been investigated by using computational 

chemistry. The all results mentioned above are summarized in detail below.  

 The endohedral hydrogen storage capacities of several boron nitride 

nanocage (BmNm where m=12, 24, 36, 48, and 96) structures have been 

determined by newly developed semi empirical PM7 method. It is shown 

that the nanocages B12N12 and B24N24 are inadequate nano structures for 

hydrogen storage while B36N36 might barely fulfill expectations. The 

B48N48 and B96N96 nanocages, however, that have hydrogen storage 

capacities of 6.6 and 10.6 wt%, respectively, can be considered as very 

promising hydrogen storage materials due to having hydrogen storage 

wt% considerably higher than the 2015 target value of DOE.   

 The endohedral hydrogen storage properties of BN nanocages namely 

B12N12 and B24N24 was estimated by using computational methods such 

as PM6-DH2, PM7 and B3LYP methods to determine the suitable method 

compared to reference B97X-D method. The results of PM6-DH2 semi 

empirical method is extremely similar to that of reference method. 

Therefore, the semi empirical method can be selected as suitable 

computational method for the investigation hydrogen storage properties 

of BN nanostructures. In addition, the PM6-DH2 is ten thousand times 

faster than B97X-D method in terms of computational time for 

predicting optimized BN complexes. After selecting the suitable method, 

the hydrogen storage capacity of the larger BN host molecules namely 

B36N36, B48N48 and B96N96 were also investigated and their hydrogen 

percentages are 6.67, 8.12 and 12.01%, respectively. These percentages 

also show that BN nanomaterials are seen as good hydrogen storage 

candidates. Also, the resistance of BN host was determined by looking at 

their destabilization energies. The BN host nanocages apart from B36N36 

and B96N96 have better resistible. The hydrogen molecules located at 

inside the B96N96 nanocage break the B-N bond of the host molecules 
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instead of passing through hexagonal ring during the escaping of 

hydrogen molecules. 

  The DFT methods including both GGA and LDA were investigated to 

find the best suitable method for AlN and BN complexes compared to 

CCSD(T) reference method. According to reference method, the 

DFT/ɷB97X-D method is the most suitable method for BN and AlN 

systems involving extremely important weak interactions between 

hydrogen molecule and the host molecules. The endohedral hydrogen 

molecule doped in the BN nanocage is extremely hard in terms of 

thermodynamically because the hydrogen molecule is dissociated with its 

atoms when passing through from the hexagonal ring of BN host 

molecule. Therefore, one hydrogen molecule is chemically bounded with 

B atom, the other hydrogen molecule chemically is bounded with N atom 

during the passing. In other words, the hydrogen molecule can be 

adsorbed exohedrally instead of endohedrally. The complex including 

hydrogen molecule exohedrally adsorbed by N atom is slightly stable than 

that of adsorbed by B atom because of having lower adsorption energy. 

On the other hand, Al24N24 nanocage can endohedrally store hydrogen 

molecule because the Al-N bond of hexagonal ring is not broken once 

hydrogen molecule passing into the cage. In addition, two hydrogen 

molecules can be endohedrally thermodynamically stored in the Al24N24 

nanocage. Because of having more ionic character between Al an N atom, 

the AlN host molecules have better exohedrally hydrogen adsorption than 

BN host molecules. Also AlN complex including hydrogen molecule 

adsorbed by Al atom has more stable among that of adsorbed by B and N 

atoms. In other words, the adsorption energy of the Al24N24 host molecule 

including hydrogen molecule adsorbed by Al atom has the negative 

largest value. Therefore, the AlN nanomaterials are better suitable 

hydrogen storage materials than BN nanomaterials due to having Al-N 

ionic character.  

 The SiC nano-structures having 2-D structures are suitable hydrogen 

storage materials among the BN and AlN nano-structures because of 
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having lowest hydrogen binding energy. In addition, the hydrogen 

molecule(s) can exohedrally be adsorbed on both Si and C atom in SiC 

nanomaterials. However, the hydrogen adsorption on C atom in the host 

molecule is easier than that of on Si atom because the hydrogen adsorption 

energy of the complex adsorbed by C atom is lower than that of by Si 

atom. In addition, it was determined the safe zone of the host molecules. 

Their safe zone areas have the uniform electron density areas, therefore, 

the hydrogen storage properties of nanolayer were investigated only on 

these safe zones instead of considering whole molecular surface.    
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