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OZET
Siber Fiziksel Sistem Yazilimlarinin Model-gidiimlii Miihendisligi: Bir

Sistematik Literatiir Incelemesi
MOHAMED, Mustafa Abshir
Yuksek Lisans Tezi, Uluslararasi Bilgisayar Anabilim Dali
Tez Danismani: Dog. Dr. Geylani Kardas

Ikinci Danigsmani: Dr. Moharram Challenger

Subat 2020, 130 sayfa

Gunlimuzde, Siber-Fiziksel Sistemlerin (CPS) gelistirilmesi, esasen sanayi
ve toplumun hemen her alaninda sunduklari firsatlar nedeniyle, giin gectikce hem
arastrmacilarin  hem de endiistrideki uygulayicilarin daha fazla 1ilgisini
cekmektedir. Bununla birlikte, CPS’lerin gelistirilmesi ve yoOnetilmesi, sahip
oldugu heterojen ve karmasik Ozellikleri nedeniyle zorlu bir istir. CPS’lerin
gelistirilmesi ile ilgili olarak, alanin karmagsiklig1 nedeniyle standart bir metodoloji
henliz yoktur. Bu sistemler i¢in gelistirme karmasikligini azaltmaya yonelik
uygulanan 6nemli yaklasimlardan biri bir¢ok alanda yazilim gelistirmede siklikla
kullanilan ve platformdan soyutlama seviyesini arttiran Model-gudimli

Miihendislik (MDE)’tir.

Bu tez, MDE paradigmasi aracilifiyla CPS gelistirmeyi igeren son
arastirmalarm belirlenmesine ve smiflandirilmasma odaklanan sistematik bir
literatiir taramas1 (SLR) ¢alismasini sunmaktadir. Calisma kapsaminda 2010-2018
yillar1 arasinda yaymlanan 140 arastirma makalesi ele alinmig ve incelenmistir.
Buna gore, cesitli MDE yaklasimlarinin kapsamli bir analizi ve araglar
sunulmustur. Calisma ayrica literatiirdeki bosluklar1 ve doldurulmasi gereken
alanlar1 da belirlemistir. Boylece calisma sonuglarinin arastirmacilarin  ve
gelistiricilerin alandaki yonlerini bulmalarina ve daha ilerideki arastirmalari igin

mevcut zorluklar1 genel olarak anlamalarma yardimci olacagma inanilmaktadir.

Anahtar Kelimeler: Siber Fiziksel Sistemler, CPS, Model-gidimlu
Miihendislik, MDE, Sistematik Literatiir Incelemesi, SLR, Ikincil ¢alisma.
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ABSTRACT
Model-driven Engineering of Cyber-Physical Systems Software: A

Systematic Literature Review
MOHAMED, Mustafa Abshir
MSc Thesis, International Computer
Supervisor: Assoc. Prof. Dr. Geylani Kardag

Co-Supervisor: Dr. Moharram Challenger

February 2020, 130 pages

Nowadays, the development of Cyber-Physical Systems (CPS) draws
more interest from both researchers and practitioners considering the opportunities
they offer in almost all areas of industry. However, development and management
of CPS are challenging tasks due to their inherent heterogeneity and complexity
characteristics. Regarding the development of CPS, there currently exists no
standard methodology owing to the complexity of the domain. One of the key
approaches to reduce the development complexity for CPS is Model-driven
Engineering (MDE), which is frequently used in many business domains for

software development to increase the level of platform abstraction.

This thesis presents a Systematic Literature Review (SLR) study that
focuses on identifying and classifying the recent research practices pertaining to
CPS development by applying MDE approaches. The study evaluates 140
research papers published during years 2010-2018. Accordingly, a comprehensive
analysis of various MDE approaches and tools used in the development life-cycle
of CPS is provided. Furthermore, the study identifies the research gaps and areas
which need more investigation. Conducted study may help researchers and
practitioners to get an overall understanding of the research trends and existing

challenges for further research and development.

Keywords: Cyber-physical Systems (CPS), Model-driven Engineering
(MDE), Systematic Literature Review (SLR), Secondary study.






FOREWORD

Engineers come across vital challenges when developing complex systems
like Cyber-physical systems (CPS) due to their heterogeneous nature, e.g. the
need for knowledge and skills from multiple academic disciplines, the integration
of the artifacts of those various disciplines, and the difficulty of the maintenance
activities of such heterogeneous artifacts. The development of CPS needs a
unified methodology that permits efficient raise of the abstraction level to
overcome issues of heterogeneity induced by the multidisciplinary nature of the
system. Model-driven engineering (MDE) is believed to be an alternative solution

to overcome the challenges faced while developing CPS.

Reporting on what previous researches achieved as well as the current
research efforts and open challenges related to this field may guide researchers
and developers for their further work on the design and implementation of CPS.
Therefore, this thesis presents a systematic literature review on employing MDE
paradigm in CPS, mainly finding out the followed approaches when applying
MDE for CPS, used tools/languages and addressed CPS application domains.
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1. Introduction

This thesis presents a Systematic Literature Review (SLR) study that focuses
on identifying and classifying the recent research practices pertaining to Cyber-
Physical System development by applying model-driven engineering approaches.
In the following subsections, cyber-physical systems and model-driven
engineering are briefly introduced first. Then the motivation behind the conducted

study is discussed with the problem statement in addition to the contributions.

1.1 Cyber-physical systems

The first emerge for the term “Cyber-Physical system” (CPS) was in 2006
at the National Science Foundation (Lee, 2015). CPS is a system that its
computation and communication components control and monitor physical
phenomena (Lee, 2008). In CPS, sensors monitor and measure certain physical
phenomena, like pressure, temperature, light, touch, etc. The measured data are
transferred to the controllers/software through communication elements (i.e.
wired/wireless network). The controllers/software make decisions/actions based
on the received data from the sensors and send them through communication
elements to actuators which in return make changes to the physical phenomena
(Sanislav et al., 2017). The overall architecture of a CPS is depicted in (Figure
1.1).

Cyber layer

-::antmllmg sydtems

e

A4 \
semoy \ conirol signals

«
o C{i £> \
=
Sensor Actuator
Sensor Actuator

Physical layer

Figure 1.1: CPS architecture



Applications of CPS include, but are not limited to, monitoring complex
real-world phenomena, smart manufacturing (i.e. industry 4.0), smart building,
critical infrastructures, like chemical and power plants, smart grids, natural gas

distribution systems, transportation systems, etc. (Lee, 2008).

Significant challenges come across developers of CPS due to its
heterogeneous nature, such as the need for knowledge and skills from multiple
academic disciplines, the integration of the artifacts of those various disciplines,
and the difficulty of the maintenance activities of such heterogeneous artifacts. As
a practical example, developing a CPS requires a group of developers from
different disciplines like software engineering, electrical engineering, electronics
engineering, industrial engineering, and so on. This induces communication
challenges among these engineers due to the different tools and abstractions used
in each discipline. Another challenge can be the time consumed to comprehend
and integrate the codes written by these different developers. The maintenance of
such a code with various levels of abstractions is executive or almost impossible.
In order to eliminate these challenges and reduce the complexity of CPS
development, one of the key approaches is Model-driven Engineering (MDE),
which is frequently used in many business domains for software development
(France and Rumpe, 2007).

1.2 Model driven engineering

In general, models have two features. Reduction feature where the models
focus on the main properties of a system and neglect the details to keep the
representation of the system relatively easier, and Mapping feature whereby
models are generalized from a prototype of the original system. Models could be
used for different purposes such as sketches, blueprints, or programs. There is an
increasing need for the use of such models in software development for the

following reasons (Brambilla et al., 2017);

- the increasing demand for accelerating the development process.
- the increasing complexity of software artifacts relative to the software
functionality demanding abstraction level to be raised to facilitate the

maintenance process or future upgrading.



- the need for a medium language between the non-developers (e.g.,
customers, managers, business stakeholders, etc.) and the software
developers.

The use of models as the basic building blocks for the development of
software artifacts is called Model-driven Engineering (MDE). MDE paradigm
raises the abstraction level of software/system development from low-level
artifacts to a higher-level of models. MDE bridges the gap between problem
identification and software implementation phases. This can be done by
thoroughly/partially generating either software implementations (C++, Java, and
C#) or deployment artifacts (XML-based configuration) from models that describe
the system at multiple levels of abstraction, and from a variety of perspectives
(France and Rumpe, 2007).

1.3 Methodologies for secondary studies

Generally, to conduct a secondary study, there are several methodologies that
can be followed. Survey research is one of them. As it is proposed by
(Pinsonneault and Kraemer, 1993), there is a significant difference between
survey research and survey. A survey is a quantitative method that aims to collect
data about features, behaviors or opinions of a specific group of people as a
representative for a target population. On the other hand, survey research is a
methodology that is specified to conduct surveys for advanced scientific

knowledge or research purposes.

Systematic Mapping (SM) is a method of collecting previously written
research papers, articles, conference papers, book chapters etc. in a certain area of
study based on a set of questions made by the researchers. Collected documents
can be later reviewed, analyzed and structured in different categories to provide a
wider view of the research area. Thereby, it could be much easier to determine
those areas which need more research studies to be performed. In this regard, it

serves as a valuable basis for future researches (Petersen et al., 2008).

Systematic Literature Review (SLR), also known as a systematic review, is a
form of a secondary review that aims to identify, evaluate and interpret all the

available researches, relevant to particular research questions, topic area, or



phenomenon of interest. It collects and critically scrutinizes data from the studies

included in the review (aka. primary studies) (Kitchenham and Charters, 2007).

The procedure used in conducting SM and SLR is nearly identical. However,
they are different in terms of their goals, processes, and results. Firstly, SM
focuses on categorizing the conducted studies based on a thematic analysis.
Whereas, SLR focuses on empirical evidence in its categorization. Secondly, SM
studies show the research gaps in a specific area of study. in addition to these
features of SM, SLR makes an in-depth comparison between tools, techniques,
and approaches proposed by the primary studies. In terms of the process, in the
inclusion and exclusion phase of the SM, thematic analysis (e.g., reading the title,
abstract, introduction, and conclusion sections of the publication) is used.
Meanwhile in SLR, the studies shall be read in-depth (e.g. by additionally reading

the methodology and other required sections in the publication).

In conclusion, SLR can be an intensive and more-in-depth version of SM. In
this study, SLR is adopted as the research methodology. This study will be
achieved by following the process proposed by (de Almeida Biolchini et al., 2007;
Siddaway, 2014) and using guidelines defined by (Kitchenham and Charters,
2007).

1.4 Problem statement

A unified development methodology for CPS has not been standardized yet.
The abundance of different hardware platforms available makes the development
of such systems very complex. There is a need for a unified methodology that
permits efficient raise of the abstraction level to overcome issues of heterogeneity
induced by the multidisciplinary nature of the system. Towards this goal, many
researchers believe that MDE is a better alternative solution to overcome
challenges such as development complexity, heterogeneity, adaptability, and reuse
and they propose various applications of MDE for CPS development. However,
no secondary study highlighting 1- previous researches 2- current research efforts
3- open challenges related to applying MDE approaches for CPS has been done
yet. This overview would be helpful to both researchers and practitioners for

discovering the pros and cons for applying MDE in CPS and for identifying



interesting research directions. Without secondary study, it is cumbersome to
determine what was proposed, what has been successfully completed and what
rather has failed.

1.5 Contributions

The aim of this thesis is conducting an SLR of the studies used MDE
techniques such as Domain-specific modeling, Metamodeling, Validation &
Verification, Model Transformation, and Artifact Generation for CPS. Evaluation
of research questions and analysis of the proposed approaches and toolchain in the
primary studies is performed as the result of the systematic review in the scope of
this study. Furthermore, in this work, trends, bibliometrics and demographics are
provided to help collecting important information such as; the active
authors/researchers in this domain, the publication per year for each country and

other information.

The results of this study may help the researchers to easily reach the desired
class of studies and related publications considering the tools, technologies,
approaches, and best practices used. This study also enables researchers avoid
unnecessary duplications of trial and error. Finally, it identifies research gaps and
areas need more investigations and determine best practices, tools, techniques, and

languages which can be used.

The remainder of the thesis is organized as follows: Section 2 gives the related
work. Section 3 describes the research methodology and protocol definition to
carry out the SLR, then, the procedure of conducting the SLR is discussed in
Section 4. Section 5 shows the results, where the discussion of the results and the

conclusions are presented in sections 6 and 7 respectively.



2. Related Work

Since the scope of this thesis is to present an SLR study on the state-of-
the-art of MDE for CPS, the secondary studies (surveys, SMs, SRLs, Tertiary
Studies) are addressed in this section as the related work. Although, there is no
any secondary study on this topic, the following studies can be found relevant.

Table 2.1 presents a summary of these related work.

Table 2.1: Summarized Related work

Study Methodology | Domain Paradigm #  of | Studies b/w
Papers | years

Barisi¢ et al., | SLR CPS MPM 265 2006-2017

2018

Rashid et al., | SLR Embedded Systems MBSE 61 2008-2014

2015

Queiroz et al., | SLR safety-critical PLE+MDE | 19 -

2014 embedded systems

Casalaro et | SM Mobile robot systems MDE 69 After 2000

al., 2015

Liebel et al., | Survey embedded systems MBE - -

2018

Agner et al., | Survey embedded software UML+MDA | - -

2013

The work in | SLR CPS MDE 140 2010-2018

this thesis

In (Barisi¢ et al., 2018), an SLR on multi-paradigm modelling for cyber-
physical systems is presented where authors focused on studies promoting multi-
modeling, multi-view and multi-formalism approaches for the development of
CPS. The study reported the most used approaches and tools in the primary
studies for multi-paradigm modeling as well as indicating the type of formalism
presented, and which language/tool is used for implementing it. Furthermore, they
reported the actors and stakeholders involved in the modeling process and their

background knowledge.

Rashid et al. (2015) conducted SLR of the development of embedded
systems using model-based system engineering (MBSE) approach. The study
reviewed 61 research papers published in one of the four renowned scientific
databases IEEE, SPRINGER, ELSEVIER, and ACM during the years 2008-2014.

Subsequently, primary studies are grouped into six categories according to their




relevance to the corresponding model-based system engineering activity namely
general category, modeling category, model transformation category, model
verification category, simulation category, and property specification category. As
the result, the study presented 28 tools which support modeling, model
transformation, validation, and verification activities. The study examined the
utilization of UML and SysML/MARTE profiles, and it also analyzed the
application of both model-to-model and model-to-text transformations.

Another SLR is presented in (Queiroz et al., 2014) in which authors
investigated studies combining product line engineering (PLE) and MDE for the
development of safety-critical embedded systems. This study further examined
whether there are empirical studies applied the aforementioned techniques in the
development process of safety-critical embedded systems. The study exposed that
in recent years, use of MDE combined with PLE techniques to build safety-critical
embedded systems is gradually growing. The study also found out that the
proposed approaches in the primary studies were not compared with any other
related studies, besides, these approaches do not explicitly differentiate between

the software and hardware variabilities.

An SM study is presented in (Casalaro et al., 2015), this study investigates
the implementations of MDE in the field of mobile robot systems (MRS). In this
study, 69 research papers were selected, and as a result, the authors found out that
many domain-specific modeling languages (DSMLs) are supported with tools
which are mostly built ad-hoc. Also, they reported that the solutions based on

UML and using Eclipse-based tools were less preferred.

A survey is presented in (Liebel et al., 2018) in which the quantitative data
from 113 subjects were collected to provide the current state-of-practice (SoP) and
challenges faced by the domain of embedded systems due to weaknesses in
model-based engineering (MBE). The survey has two research questions, the first
question is related to capturing the state of MBE practice in the embedded systems
domain, how much activities concern MBE compared to non-MBE, and
understanding the pros and cons of adopting and deploying MBE. The second
question is about estimating whether there are important variations in the SoP
between different groups in the embedded systems domain. As a result, the study

provided information about the used methods and tools, purposes of models,



effects of using it, and weaknesses of MBE. Furthermore, answers to the survey
show that most of the participants think that the positive outcomes distinctly
exceeded the negative outcomes of MBE. Nonetheless, survey participants
mentioned weaknesses such as the interoperability challenges amongst existing
tools, and MBE causes high efforts to train the developers.

Another survey is presented in (Agner et al., 2013). The study introduces
statistical findings about the use of UML modeling and model-driven approaches
for the design of embedded software in Brazil. The goal of this study is to identify
gaps in the knowledge of how exactly UML and MDE or Model-driven
Architecture (MDA) are used in industry, and to provide an understanding of how
social and organizational factors impact the use of UML and MDE/MDA.

Unlike the work presented in (Rashid et al., 2015; Queiroz et al., 2014),
this thesis work focuses on conducting SLR on studies concerning the
development of CPS using the MDE paradigm. The work herein and the SLR
given in (Barisi¢ et al., 2018) both consider the development of CPS. However,
this thesis differentiates from (Barisi¢ et al., 2018) in terms of the results since this
work finds MDE approaches and tools used for the development of CPS, the most
addressed MDE phase, developed tools and languages in this regard, and also
presenting reported CPS challenges by the primary studies. These were not taken

into account in (Barisi¢ et al., 2018).



3. Methodology

In this section, the applied methodology for the conducted SLR is discussed.
In the following sections, initially, the process to be followed during this work is
described, followed by defining research questions, search and studies selection
strategy, then specifying inclusion and exclusion criteria and quality assessment
and self-assessment criteria, and finally determining the procedure to follow for
data extraction.

3.1. Process

The procedure of the systematic review was developed by following the
guidelines defined in (Kitchenham and Charters, 2007). Figure 3.1 shows an
overview of the followed process. SLR composes three main phases; review
planning, review execution, and review reporting (de Almeida Biolchini et al.,
2007).

1- Planning phase

a. Protocol development: Research scope and review protocol are
developed; the protocol is subject to improvement in later stages
through an iterative manner.

b. Determining research questions: Research questions are defined
following the PICOC guidelines (Kitchenham and Charters, 2007).

2- Execution phase

a. Collecting studies: Search keywords are formalized, and then,
studies are collected.

b. Determining proper studies: Publications are included or excluded
based on the inclusion and exclusion criteria defined in the
protocol.

c. Extracting data from studies: Information is extracted from the
studies according to the research questions.

d. Data analysis: Data extracted from primary studies are analyzed to
answer the research questions.

3- Reporting phase: This phase involves the systematic discussion and

reports the outcomes of the analysis.
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Figure 3.1: Overview of the systematic literature review process
3.2. Team
The team in this study consists of the following 3 people:
- Primary researcher: Mustafa Abshir Mohamed, M.Sc. student

Information Technologies at Ege University, Turkey. With knowledge of
CPS and MDE, he conducted the SLR and carried out most of the tasks of

the SLR study.

Secondary researcher:
researcher at University of Antwerp, Belgium. He is active in the fields of
CPS and MDE. He also has knowledge in conducting SLR and SM
studies. He regularly supported and reviewed the work performed by the

primary researcher since he is also the co-supervisor of this thesis work.

Dr.

Moharram Challenger,

a postdoctoral
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- Supervisor: Dr. Geylani Kardas, an associate professor at Ege University,

Turkey. He is a senior researcher with many years of expertise in MDE.

He supported the primary and the secondary researchers during protocol

definition, analysis of the findings, and report writing. He also helped

resolving the conflicts between the findings of the primary and the

secondary researchers.

3.3. Research questions

In this study, the state-of-the-art MDE techniques in CPS are taken into

consideration. To address them, research questions were identified by following
PICOC criteria (Kitchenham and Charters, 2007) (see Table 3.1).

Table 3.1: PICOC criteria definition.

Population

CPS

Intervention

MDE techniques for CPS

Comparison | not applicable

Outcome report on the current state-of-the-art approaches, languages, tools,
and challenges of MDE for CPS.

Context peer-reviewed publications.

Following the defined PICOC mentioned above, the research questions of

this study are determined as below:

RQL1: Are any of MDE approaches or techniques used in/for the development of
the studied CPS?

- Obijective: With answering this question, the existing MDE approaches

for CPS, modeling purpose, and the MDE phase addressed are reported.

RQ1.1: What is the modeling approach presented/used in the study?

RQ1.1.1: What is the purpose for which the models were used?

RQ1.2: Which phase(s) of the system development is/are addressed in the
study (using MDE)?
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RQ2: Is/Are there any tool(s) used to apply MDE in/for CPS in the study?

- Objective: With answering this question, the used languages and tools,
also, developed tool(s) by the study, its availability and the used language
to develop the tool are reported.

RQ2.1: Which language/tool(s) is/are presented/used in each phase of the
system development?

RQ2.2: If any tool(s) is/are developed in the study, is/are this/these tool(s)
reported?

RQ2.3: Is/are the developed tool(s) available and/or accessible?

RQ2.4: What is/are the framework(s) or programming language(s) for the
development of this/these tools?

RQ3: What is/are the CPS component(s) addressed in the study?

- Objective: This question is aimed to report on the CPS component such as
sensor, cyber component, physical component, actuator etc. that is

modeled.
RQ4: Does the study present any application domain?

- Objective: It is aimed to report the CPS domain like critical infrastructure,
Smart Buildings, Industry 4.0 etc. which the primary studies are targeting.
RQ4.1: What is the application domain?

RQ4.2: What is the use case?

RQ5: Is there any evaluation presented in the study?

- Objective: Reporting on the evaluation method followed by these primary
studies such as case study, use case, example and empirical study.
RQ5.1: What is the evaluation approach?

RQ5.2: If the evaluation is based on a case study, what is the case study?
RQ6: Does the study address any challenge(s)?

- Objective: Reporting on the CPS challenges which primary studies are
addressing, also, challenges addressed during tool development/usage by

the primary studies.



13

RQ6.1: Which CPS challenge(s) does the paper address?
RQ6.2: Does the study report challenges addressed during developing the
approach/tool?

3.4. Search and selection strategy

This stage could be considered as one of the most important and critical
stages when conducting a secondary study (i.e. in this case, SLR). Therefore, it
should be carefully defined since the search of primary studies should ensure the
comprehensive coverage of the topic under consideration. For a search strategy to
be optimal, it needs to simultaneously include utmost relevant primary studies (i.e.
recall) and exclude irrelevant ones (i.e. precision). One can deduce that an
optimal search strategy must have 100% recall and/or 100% precision.
Nevertheless, it is unpromising that a search strategy gives 100% in both/either
recall and/or precision. Accordingly, one should come up with a gratifying trade-
off search strategy (i.e. good enough), that results in not many relevant studies
missed, and a manageable quantity of irrelevant studies included (Skoglund and
Runeson, 2009).

The search strategy, developed in this thesis, composes four stages. Firstly, an
automatic search over the most relevant scientific digital libraries was performed.
Secondly, all duplicate papers were removed. Thirdly, following predetermined
criteria of inclusion, only papers related to the topic were considered. Eventually,
further studies were searched by forward snowballing. The composition of the

search and selection strategy followed in this work is shown in Figure 3.2.



14

Using determined
------- search string in the

digital libraries

e
1
Performing o Removing

automatic search duplicate studies
L

Using inclusion and
"] exclusion criteria
1
|

\i

1

'

f ' - . Selecting primary | 1

End Primary studies feq—— Snowballin - g -1
y ¢ studies

C)Start/End I:‘ Process E Output |: Note

Figure 3.2: Search and selection strategy

Stage 1: Performing automatic search

To get as many related primary studies as possible, an automatic search on

the digital libraries shown in Table 3.2 was performed.

Table 3.2: Digital Libraries

Digital Library URL Access Date
ACM https://dl.acm.org/ Oct/2018
Dblp https://dblp.uni-trier.de/ Oct/2018
IEEE Xplore https://ieeexplore.ieee.org/ Oct/2018
ScienceDirect https://www.sciencedirect.com/ Oct/2018
Scopus https://www.scopus.com/ Dec/2018
Web of Science https://www.webofknowledge.com/ Oct/2018

PICOC criteria (Kitchenham and Charters, 2007) were used to define the
keywords shown in Table 3.3, which leads to form “good enough” search strings.
These search strings are used when performing automatic search in the

aforementioned digital libraries.



https://dl.acm.org/
https://dblp.uni-trier.de/
https://ieeexplore.ieee.org/
https://www.sciencedirect.com/
https://www.scopus.com/
https://www.webofknowledge.com/
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Table 3.3: Keywords definition based on PICOC criteria

Population | "cyber-physical system*" OR "cyber physical system*" OR "smart
system™*" OR "cyberphysical systems” OR "cps”

Intervention | MDE OR MDD OR MDA OR "model-driven *" OR "model driven
*" OR "code generation” OR "generative approach*" OR "model-
based approach*" OR "domain specific model*" OR metamodel*
OR "meta-model*" OR "meta model*" OR "modeling approach*"

Comparison | Not applicable

Outcome Report on the current state-of-the-art approaches, languages, tools
and challenges of MDE for CPS.

Context Peer-reviewed publications.

The overall search string is as follows:

("model-driven development” OR "model-driven engineering” OR
"model-driven architecture” OR "code generation”™ OR "generative
approach” OR "model-based approach” OR "model-driven approach” OR
"domain specific model*" OR metamodel OR "meta-model” OR "meta
model” OR "modeling approach™)

AND

("cyber-physical system*" OR “cyber physical system*" OR "smart
system*" OR "cyberphysical systems" OR "cps")

Due to the different syntax of each digital library, a specific search string
for each of these libraries was created. This is to ensure including as much

relevant primary studies as possible.
Stage 2: Removing duplicate studies

Initially, pool of primary studies was kept in Mendeley! reference
manager. Also, this repository was used to facilitate the process of determining

duplicate studies. Two papers are considered as duplicate if:

- their title, author(s), publication date and venue are the same. In case of

different versions of the same paper, the most recent is kept.

1 https://www.mendeley.com



https://www.mendeley.com/
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- the same paper is published in different venues, one of them is selected
(the most recent).

- the same study has both journal and conference publications, the journal
publication is considered as it contains the extended study and provides

more information.
Stage 3: Selecting primary studies

In this stage, primary studies are selected following predefined inclusion
and exclusion criteria (see Section 3.5). Only those studies matching the criteria
are included in the final pool of the research. The criteria were applied
considering the reading of TITLE, ABSTRACT, KEYWORDS,
INTRODUCTION sections, however, if it is not enough for reaching a decision,
other parts like METHODOLOGY and CONCLUSION are considered.

Stage 4: Forward Snowballing

To ensure no left potential primary studies, papers which might not have been
reached by automatic searching or published in the predefined digital libraries
were also searched. According to (Wohlin, 2014), forward snowballing process is
realized by identifying other publications citing any of the primary studies.
Google Scholar is used to find those papers. Consequently, newly found and

selected papers are added to the final pool.

3.5 Inclusion & Exclusion Criteria (Selection Criteria)

Once all potentially relevant papers are gathered, their relevance must be
assessed. Selection criteria are intended for the purpose of identifying those
papers (primary studies) directly related to the research questions as suggested in
(Kitchenham and Charters, 2007). The inclusion and exclusion criteria must be
based on the research questions. These criteria are applied when selecting the
primary studies and when performing forward snowballing. To reduce the
potentiality of a bias to occur, these criteria should be documented in the protocol
definition stage. The selection criteria might be revised during the search process.
Inclusion and exclusion criteria are applied to a paper/study by reading sections

like title, abstract, introduction, and conclusion.
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- a paper is included in the primary studies pool only if it meets all the

inclusion criteria and none of the exclusion criteria.

3.5.1 Inclusion criteria

IC1: Study must propose at least one of the MDE approaches or
techniques for CPS.

IC2: Study must target CPS or at least one of its application domains.

IC3: Study must be peer-reviewed journal papers, workshop papers or
conference papers.

IC4: Models presented by the study must not be used only for
documentation and design purposes.

IC5: Paper publication period must be between 2010 and 2018.

IC6: Study must be available in full-text and published in a renowned
digital library.

3.5.2 Exclusion criteria

EC1: Study is a secondary study (survey, systematic mapping, systematic
review, etc.).

EC2: Study is irrelevant to CPS or any of its application domains and the
field of software engineering.

EC3: The study is a summarized version of a complete work already in the
SLR pool.

EC4: Study is a kind of educational, editorial, tutorial, or other material
(i.e., not a scientific paper).

EC5: Study was written in other languages than English.
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3.6 Study quality assessment and self-assessment

Quality assessment (QA) and self-assessment (SA) questions similar to
(Barisi¢ et al., 2018) are formed. The QA questions (see Table 3.4), are defined to
assess the quality of the studies. QA-1 measures the degree of clarity to which the
primary studies define the problem they are addressing. QA-2 answers whether
the primary studies reported the contributions of their study clearly. QA-3 reports
whether the study presents any future works or not. The results of the quality
assessment questions are presented in Section 5.

SA question SA-1, see Table 3.4, is used to validate the understanding of
the primary reviewer regarding the reviewed paper. If the primary reviewer gives
a self-assessment score below 50% (i.e. not very confident about the paper) for a
study, the secondary reviewer revises the extracted data from the study.

Table 3.4: Quality assessment and self-assessment

Quality
Assessment
QA- |What is the level of fineness in which the problem of the
1 study defined?
QA-
2 To which extent the promises of the study are explicit?
QA-
3 Does the study present any future work(s)?

Self-assessment

SA-1|What is the reader's trust level regarding the paper?

3.7 Data extraction

Initially, the final pool of the primary studies is stored in Mendeley. Next,
Google sheet is used for the data extraction stage. In the sheet, research questions
are represented in columns, whereas, primary studies are presented in rows. The
process of data extraction in this study goes through 3 phases. Data extraction

form is shown in Table 3.5.

Phase 1: The primary reviewer starts extracting data from the primary
studies (answering research questions). Extracted data for each study is

represented in a row where each row has a key that refers to the study in



Mendeley. Data extraction of each paper is followed by answering quality and
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self-assessment questions.

self-assessment score below 50%. After evaluating the study, if the secondary

reviewer agrees with the answers given by the primary reviewer, the study is

Phase 2: The secondary reviewer starts reviewing primary studies with

marked as agreed on, else, it goes through phase 3.

Phase 3: In this phase, primary and secondary reviewers discuss the paper

disagreed upon in an effort to reach a common ground.

Table 3.5: Data extraction form

# |Study data Description RQ
1|Study ID unique identifier for the study -

Authors' name, Title of the study, Year of

Bibliometric & publication, Authors affiliated country,
2|demographics number of citations -

IEEE Xplore, ACM, Scopus, Science Direct
3|Source etc. -
4|Article type Conference, Journal, Workshop etc. -
5|Modeling approach |used modeling approach(s) by the study RQ 1.1
6|Modeling purpose  |The purpose for which the study used models |RQ 1.2

The MDE phase (i.e. system design,

simulation, transformation, V&V) the study
7|MDE phase addressed RQ 1.3

used or developed tools/languages by the
8| Tools/Languages study RQ 2

The CPS component (i.e. physical

component, cyber component, sensor,
9|CPS component actuator) the study addressed RQ 3

CPS application The CPS application domain the study
10|domain targeted RQ 4
The type of evaluation (i.e. case study, use
11| Type of evaluation |case, empirical study) the study presented RQ5
The type of CPS challenge(s) the study
12|CPS challenges addressed RQ 6
QAL
QA2
13|Quality assessment  [problem statement, contribution, future work |QA 3
Reviewer’s level of understanding of the
14| Self-assessment reviewed paper SA1l
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4. Performing systematic review

In this section, the process followed to conduct this systematic review is
explained. Related process for performing the execution phase was applied by
following the protocol defined in Section 3.

4.1 Performing automatic search

Initially, digital libraries, indicated in Section 3, were manually searched.
However, a massive number of studies (in average, above 5000 results from each
search engine) were achieved. Therefore, it is decided to perform an automatic
search as it is advised during conducting SLRs in (Kitchenham and Charters,
2007).

In order to perform an automatic search, search strings are to be
developed. These search strings must fit the syntax of the targeted search engine.
They should be “good-enough” to include as many relevant studies as possible,
and concurrently, exclude irrelevant ones. Keyword and overall search string are
defined using PICOC criteria as discussed in Section 3. Table 4.1 shows searched
digital libraries and the corresponding search string(s) used. After concluding the

automatic search, 646 studies were obtained.

Many challenges were encountered while using the digital libraries, one
main challenge of using these digital libraries is the lack of guidelines explaining
how to use the advanced search feature of these digital libraries. Also, the number
of allowed terms of the search string is limited in digital libraries like
ScienceDirect and DBLP, which lead to splitting the search string into multiple
search strings. Also, wild cards are not supported in ScienceDirect. Another
challenge is digital libraries like ACM and IEEE do not provide the capability to
restrict the search to more than one specific area at once like title, abstract, and

keywords combined.



21

Table 4.1: Search strings

Digital
Library

Results

Search Query

IEEE

164

ACM

55

Web of

Science

16

("model-driven development” OR "model-driven engineering” OR "model-
driven architecture” OR "code generation” OR "generative approach” OR
"model-based approach” OR "model-driven approach” OR "domain specific
model*" OR metamodel OR "meta-model* OR "meta model" OR
"modeling approach™) AND ("cyber-physical system*" OR "cyber physical
system*" OR "smart system*" OR "cyberphysical systems™ OR "cps")

Scopus

363

See the online repository?

ScienceDirect

23

("code generation" OR "generative approach"” OR "domain specific
modelling" OR "modelling approach™) AND (“cyber-physical systems™ OR
"cyber physical systems" OR "smart systems” OR cps OR "cyberphysical
systems")

12

("model-driven development" OR "model-driven engineering" OR "model-
driven architecture” OR "model-based approach” OR "model-driven
approach™) AND (“cyber-physical systems" OR "cyber physical systems"
OR "smart systems" OR "cyberphysical systems')

9

(metamodel OR "meta-model” OR "meta model") AND ("cyber-physical
systems" OR ‘"cyber physical systems" OR "smart systems” OR

"cyberphysical systems')

dblp

(metamodel | "meta-model” | "meta model™) (“cyber-physical systems" |

"cyber physical systems™ | "smart systems" | “cyberphysical systems™)

("model-driven development™ | "model-driven engineering" | "model-driven
architecture™ | "model-based approach” | "model-driven approach™) (“cyber-
physical systems" | "cyber physical systems" | "smart systems" |

"cyberphysical systems')

("code generation" | "generative approach" | "domain specific modelling" |
"modelling approach™) (“cyber-physical systems" | "cyber physical

systems" | "smart systems" | cps | "cyberphysical systems")

4.2 Removing duplicates

All 646 studies were stored in Mendeley. When Mendeley detects

duplicate studies, one of them was manually removed. The process of duplication-

2 https://docs.google.com/spreadsheets/d/1Y AX2mRoZE7ZchvlFCw209fCQMItFxPg2Jw2-

4Vh1DiA/edit#gid=730724762



https://docs.google.com/spreadsheets/d/1YAX2mRoZE7Zchv1FCw2o9fCQMltFxPg2Jw2-4Vh1DiA/edit#gid=730724762
https://docs.google.com/spreadsheets/d/1YAX2mRoZE7Zchv1FCw2o9fCQMltFxPg2Jw2-4Vh1DiA/edit#gid=730724762
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checking goes until further stages (i.e., forward snowballing). The eliminated

duplicate papers were 113 studies.

4.3 Selecting primary studies

Selection of studies was based on the inclusion and exclusion criteria

defined in Section 3. The process of selecting primary studies is shown in Figure

4.1. 533 studies were covered in this stage; the inclusion or exclusion of studies

are performed in several iterations:

Iteration 1: Primary reviewer went through each study reading its title,
abstract, and checking the general content (figure, models, tables, etc.).
Studies which meet the inclusion and exclusion criteria passed to the next
iteration (278 studies were removed in this iteration).

Iteration 2: All the studies which passed iteration 1 were read in more
detail by further reading the related paper’s introduction and conclusion
sections and if necessary other sections (e.g. methodology and case study).
This iteration resulted in including 88 papers and excluding 82 papers. 85
papers left undecided “to be reviewed”.

Iteration 3: the 85 undecided papers in iteration 2 were again reviewed
with a secondary reviewer. In this stage, both reviewers agreed on either
including or excluding the paper. As a result, 34 papers were later

included, whereas 51 papers were later excluded.

To sum up, 88 papers were included from iteration 2 and 34 papers were

included from iteration 3, forming a pool of 122 primary studies.
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4.4 Forward Snowballing

After defining the primary studies, forward snowballing was performed

during data extraction phase. The process of conducting forward snowballing is

i |113 duplicate
> studies were
removed

reviewing with
secondary
reviewer

\

3

Inclusion and
Exclusion criteria
applied

stated in Section 3. As a result, 18 papers were included to the pool of the primary

studies, making a total of 140 papers considered in this study.

4.5 Realizing Data extraction

In this stage, Google spreadsheets® were used for extracting data from the
primary studies. Each study is given a unique key in order to match it with the
original paper in Mendeley. The full text of each paper was read to answer the
research questions and quality and self-assessment questions as well. A detailed

qualitative and guantitative analysis was derived from the outcome of this section.

3 https://docs.google.com/spreadsheets/d/1K1vpUr5UKDzOKPKI-65TbP413XZpD6cKRcbDCJn-

cXk/edit?usp=sharing
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https://docs.google.com/spreadsheets/d/1K1vpUr5UKDz0KPKI-65TbP413XZpD6cKRcbDCJn-cXk/edit?usp=sharing
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Unlike in the selection stage, papers were read in a meticulous manner

according to the protocol defined in this thesis.

4.6 Data analysis

Analyzing the extracted data from the primary studies was the last stage in
the execution phase. As stated in section 3, data analysis will encompass both
quantitative and qualitative analysis. The results of the analysis are presented in

Section 5.
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5. Results

In this section, the results and the findings of the SLR are presented. The
section starts with bibliometrics and demographics analysis, followed by quality

assessment analysis, and finally, analysis of research questions.
5.1 Bibliometrics & Demographics Analysis

5.1.1 Publication trend per year

Basically, Figure 5.1 depicts the increase in the number of research papers
on this topic. Between the years 2010-2018, researchers' interest in the domain of
applying MDE for CPS had grown continuously for the period under observation.

30

20

# of studies

2010 20Mm 2012 2013 2014 2015 2016 2017 2018

Year

Figure 5.1: Publication trend per year.
5.1.2 Citation analysis and top-cited studies

In this section, results related to the citation distribution over the year of
publication is presented. The number of citations was obtained using Google
Scholar. Figure 5.2.(a) shows distribution of citations over publication years,
where Figure 5.2.(b) shows the median number of all papers' citations published
in a given year. Only 15% of the primary studies are never cited. The 3 most cited

papers are listed in (Table 5.1).
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Figure 5.2: (a) Number of citation per year (b) Median number of citations

Table 5.1: Most cited papers

Study | Title Year | Citations #

[26]* Petri Net Modeling of Cyber-Physical Attacks on Smart Grid 2011 | 196

[130] Cyber-Physical Modeling and Cyber-Contingency Assessment | 2015 | 84

of Hierarchical Control Systems

[111] Modelling complex and flexible processes for smart cyber- | 2015 | 67

physical environments

5.1.3 Active researchers in the domain

To get an overview of the most active researchers in this domain, the
number of papers published by each author are counted. To keep the brevity of the
ranking results, Figure 5.3 shows only researchers who published at least three
papers in the pool of primary studies. The authors “Lichen Zhang” and "Janos
Sztipanovits" have the greatest number of publications, each with 6 papers.
Followed by “Dehui Du” and “Jonathan Sprinkle” with 4 papers each. The

complete list of authors can be found in the accompanying online repository®.

* The primary studies, included in this SLR, are referenced with these numbers in brackets
throughout the thesis. The list of these primary studies is found in the Appendixes.
Shttps://docs.google.com/spreadsheets/d/1VIhjimNVXU7 zxCRi1LfOWuhBD5phNWi]YfINbzRtOG
M/edit?usp=sharing



https://ieeexplore.ieee.org/abstract/document/7017600
https://doi.org/10.1016/j.jocs.2014.07.001
https://docs.google.com/spreadsheets/d/1VJhjimNVXU7_zxCRi1Lf9WuhBD5phNWjYflNbzRtOGM/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1VJhjimNVXU7_zxCRi1Lf9WuhBD5phNWjYflNbzRtOGM/edit?usp=sharing
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Figure 5.3: Authors with at least three papers.
5.1.4 Countries contributing to the field (based on author affiliations)

Similar to (Garousi et al.,, 2013) that presents bibliometric studies in
software engineering, most active countries are listed based on authors’ affiliation,
that is authors who have published papers in the field of applying MDE for CPS.
If a researcher moved between two or more countries, each of his/her papers are
assigned to the exact affiliation information on top of each paper. If a paper was
written by researchers from more than one country, the counters for each of those

countries were incremented by one.

Figure 5.4 shows the ranking of countries with at least two publications.
The top 5 countries are; USA with 39 publications (25.16%), China with 23
publications (14.84%), Germany with 16 publications (10.32%), Italy with 13
publications (8.39%), and France with 12 publications (7.74%). According to the
analysis, 112 (80%) of the papers were written by the author(s) affiliated to one
country, while 28 papers (20%) were jointly written by authors from more than
one country. In terms of internationally authored papers and the collaborating
nations, the collaboration between China and USA is the highest [48, 60, 130],
followed by Sweden and Italy [5, 110], and Tunisia and France [44, 45].
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Figure 5.4: Countries contributing to the field (based on author affiliations).
5.1.5 Publication venues

90 of the studies (64.75%) were conference papers, while 33 (23.74%) and
14 (10.07%) studies were journals and workshop papers respectively. Table 5.2
shows the ranking of the top venues with at least two studies. The complete list of
publication fora can be found in the online repository®. There are 16 venues in
Table 5.2: 10 conferences/symposia, 4 journals, and 2 workshop. Interestingly,
one can see that journals are at the bottom of the list with 2 publications each.
That is, researchers in this field seem most likely preferring conferences than

journals.

Shttps://docs.google.com/spreadsheets/d/1VIhjimNVXU7 zxCRi1LfOWuhBD5phNW;|YfINbzRtOG
M/edit?usp=sharing
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Table 5.2: Venues with at least two papers

Venue # of
type publication venue studies
International Conference on Emerging Technologies and Factory
Conference | Automation (ETFA) 6
Workshop |Workshop on Domain-specific modeling 6
ACM/IEEE International Conference on Cyber-Physical Systems
Conference | (ACM/IEE ICCPS) 4
Conference | Industrial Cyber-Physical Systems (ICPS) 3
International Conference on Engineering of Complex Computer
Conference|Systems (ICECCS) 3
Conference | International Conference on Industrial Informatics (INDIN) 3
Annual Computer Software and Applications Conference (IEEE
Conference | COMPSAC) 2
Conference |Brazilian Symposium on Computing Systems Engineering (SBESC) |2
International Conference on Networking, Sensing and Control
Conference | (ICNSC) 2
Conference| International Systems Conference (SysCon) 2
Conference| ACM Symposium on Applied Computing (ACM SAC) 2
Journal Advanced Engineering Informatics 2
Journal IEEE Transactions on Smart Grid 2
IFAC Symposium on Information Control Problems in
Journal Manufacturing INCOM 2
Journal International Journal of Critical Infrastructure Protection 2
Workshop |IFAC Workshop on Intelligent Manufacturing Systems 2
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5.2 Quality assessment

When reading a research paper, the reader must be able to easily identify
sections like: 1- the problem the paper address, 2- proposed contribution by the
study, and 3- possible future work, as the clarity of these sections increase the
quality and the overall understanding of the study. Therefore, it is meaningful to
present statistics regarding how the primary studies stated these three sections.
The results are given in Table 5.3.

In terms of the clarity of stating the problem which the study addresses, 74
studies (52.86%) clearly and precisely described the problem, while the problem
description of the other 66 studies (47.14%) is partially obscure. Regarding stating
the contribution, no contribution is stated by 26 studies (18.57%), 55 studies
(39.29%) clearly stated their contribution, while the other 59 studies (42.14%)
vaguely stated their contribution. Concerning the future work, 112 studies (80%)
reported the possible future work, while the remaining 28 studies (20%) do not

report any future work.

Table 5.3: Quality assessment results analysis

Quiality assessment
Quality % # of studies
QA-1: Problem statement

Not stated 0 0%
Partially stated 47.14% 66
Fully stated 52.86% 74

QA-2: Contribution

Not presented 18.57% 26
Presented and Clear 39.29% 55
Presented but not clear  42.14% 59
QA-3: Future work

No 20.00% 28
Yes 80.00% 112



31

5.3 Research questions Analysis

It is worth mentioning that some of the studies fit more than one group,
that is, some papers reported more than one modeling approach, the purpose of
modeling (modeling activity) and targeted MDE technique/phase. Therefore, in
this work, each study is assured not to be limited to only one group, and instead

assign it to every possible group reported.

5.3.1 Modeling approaches employed for applying MDE in CPS

In this section, the results and findings for "RQ1: Are any of MDE
approaches or techniques used in/for the development of the studied cyber-
physical system?" and its sub-questions are presented.

RQ1.1: What is the modeling approach presented/used in the study?

As shown in (Figure 5.5), the most used approach is metamodeling.
15.86% of the primary studies (23 papers) reported metamodeling as the approach
used in their studies. This is followed by model-based approach with 20 papers
(13.79%), DSL with 18 papers (12.41%) and component-based approach with 15
papers (10.34%). Other used approaches include; State Machine based modeling,
Model Driven Development, Signal-based Modeling, Models@run time, Agent-
oriented modeling, Dynamic Constraint Feedback (DCF), Properties Modeling,
Stochastic Occurrence Hybrid Automata (SOHA)-based modeling, Model-
Integrated-Computing (MIC), Microservice-based development and Theory-based
(e.g. modeling theory based on fuzzy logic).

Integrated approaches category comprises studies which promote either
the integration of multiple approaches or multi-domain modeling approach.
Studies employing integrated approaches are [42, 126]. On the other hand, studies
which used multi-modeling approaches are [18, 65, 94, 135, 136, 138].
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Figure 5.5: Reported modeling approaches.

Figure 5.6 shows the distribution of modeling approaches over the years.
For better comprehension of the chart, the most used approaches reported by more

than 5 studies are given only.

The most consistently used approach within the period of the study (2010-
2018) was DSL except for 2010. This approach was at least reported by one paper
between years 2011-2018. However, its growth fluctuates. Metamodeling and
Model-based approach also showed a consistent presence between 2012-2018,
while UML and Component-based approach were present continuously between
2013-2018. Although Metamodeling approach had minor reduction in its usage
between the years 2012 and 2016, it always increased. For the years between 2015
and 2018, it is clearly observed that the Metamodeling approach was always

amongst the top-most used 3 approaches.

For further understanding of the modeling approaches, the distribution of the
most reported approaches over the countries is shown in Figure 5.7, which leads

to find the followings:

- Metamodeling: is the most reported modeling approach with a total of 23
studies. 18 of those studies were written by authors affiliated to Europe, 2
by authors affiliated to Korea, 1 study by researchers affiliated to USA, 1
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study was jointly written by authors from USA and Singapore, and 1 study

was jointly written by authors from Malaysia, India, Europe(Austria).

Model-based approach: reported by 20 studies, 6 studies are affiliated to
USA, 1 study was jointly written by the authors from USA and Jordan, 7
studies are affiliated to Europe, and the rest of the studies are distributed
amongst; Brazil (2 studies), China (1 study), Israel (1 study), Taiwan (1
study), and 1 study written jointly by New Zealand, Europe(Finland), and
China.

30

2018 2017 2016 2015 2014 2013 2012 2011 2010

UML [ Simulation [ Petrinets [l model-based approach [l Metamodeling [l Integrated approaches equation based
B DsL [ Component based approach

Figure 5.6: Distribution of the reported modeling approaches over the years

DSL.: Reported by 18 studies in total, 10 papers written by USA affiliated
researchers, 1 study jointly written by USA and Pakistan researchers, 5
studies written by authors affiliated to Europe. Others include 1 study by
KSA, and 1 study jointly written by China and Europe (France) affiliated

researchers.

Component-based approach: Among 15 studies following this approach,
9 studies were from Europe and 2 studies were from China. Others: 1
study by Brazil, 1 study by India, and 1 study jointly prepared by the
researcher from Morocco and Europe (Latvia, Spain, Czech Republic,

Netherlands, Italy, Romania).
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Simulation: This approach was reported by 13 studies in which 6 studies
were written by authors affiliated to Europe, 3 from USA affiliated
researchers and 1 study was written jointly by USA and China affiliated
authors. Others: 1 study by Brazil, 1 study by Israel, and 1 study jointly
written by authors affiliated to Israel and Japan.

UML: Reported by 12 studies in total; 7 studies were written by authors
affiliated to Europe, 3 studies by China affiliated researchers, 1 study by
USA, and 1 study by Korea.

Equation-based modeling: 10 studies used this approach. 3 studies were
written by USA affiliated authors, 2 studies had joint authorship, one by
USA and Pakistan and the other one by USA and China affiliated
researchers. 2 studies are from Europe, 1 study from China, 1 study from
Brazil, and 1 study from Iran.

Petri nets: Used by 9 studies. 3 studies are from Europe affiliated
researchers, 3 studies were written by researchers affiliated to China, 1
study was jointly written by China and USA affiliated authors. Others: 1
study by USA, and 1 study jointly written by USA and Europe (Spain,
UK).

20
B USA, Singapore
USA, Pakistan
B UsA
1 B Jordan, USA
B Europe
13 B China, USA
B China, France
China
B Brazil, Portugal
B Brazil

Figure 5.7: Reported modeling approaches vs. Authors' countries.
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- Integrated approaches: This approach was reported by 8 studies. 3
studies are from Europe, 3 studies were written by authors affiliated to
China, 1 paper jointly written by Brazil and Europe (Portugal) affiliated
authors, and 1 study jointly written by authors affiliated to Japan and
Thailand.

In summary, it can be seen that the Metamodeling and Model-based
approaches are mostly used in Europe. On the other hand, DSL approach is
mostly used in the USA and its usage surpasses all the European countries

combined.

Further, it is important to mention that although equation-based approach
is reported by 10 studies, it was used jointly with other approaches in 5 out of the
10 studies. [119] used equation-based modeling with DSL where they developed
DSML for the performance analysis purpose. [114] also used DSL with equation-
based approach to develop a DSML for simulation. [112] along with equation-
based modeling used a simulation-based approach and used the Ptolemy Il
modeling tool and Simulink Design Verifier (SLDV) for Model-based Testing and
formal verification. [105] used equation-based modeling with Petri nets based
modeling approach. The study used discrete/continuous Petri nets for scheduling
the analysis. [81] used Metamodeling based approach with equation-based
modeling for the development of meta-models using Visual Environment for
Cyber-Physical Modelling (VE-CPM). The remaining studies, which used
equation-based modeling as their only approach, did not present any tool/language
except [74] that presented a tool HA-SPIRAL for code generation. To this end, the
equation-based modeling approach is somewhat useful as a supporting approach

rather than as an independent approach in this field — applying MDE for CPS.
RQ1.1.1: What is the purpose for which the models were used?

Out of the 140 studies, 136 of them report their purpose for using the models,
while 4 do not state their purpose. From the 136 studies, 111 papers reported only
one activity, while 22 reported two activities, 2 reported three activities, and the
last paper reported four activities. Figure 5.8 shows activities reported by at least 2

studies for better comprehension of the chart. Figure 5.9 represents the
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distribution of modeling approaches over the modeling activities. All modeling

activities are shown in Appendix 1 together with the approaches used and the

studies reported them. Reported activities are as follows:

# of papers

Development: 37 papers (22.42%) are grouped under this category. These
studies can be put into two categories: firstly, papers that developed DSL,
Metamodel, tool, or language, secondly, studies that aim at automating the
development process of a system, and perform tasks like transformation,
code generation, building libraries, design process, and others. The most
used approaches for this activity are Metamodeling and DSL, 8 papers
used each of the two approaches. Model-based approach was used by 7
studies, while 3 papers reported Component-based approach. Further,
Equation based approach, Integrated approaches, and Architecture-based
approach reported by 2 studies each, while the rest of the approaches were
reported by 1 study each.

40

Cluster

Figure 5.8: Reported activities/purposes for which modeling approaches used.

Analysis: Reported by 33 studies (20%). Here, the aim of the studies is
mainly focused on analyzing an existing system (DSL, metamodel, tool)
for various activities. The most reported ones include: safety analysis,

performance analysis, requirement analysis, security analysis, cost and
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energy consumption analysis, dependability analysis, and so on.
Metamodeling and Model-based approaches are the most reported
approaches for this activity with 6 studies for each, followed by Petri nets
with 5 studies, Integrated approaches and UML each reported by 4 studies,
3 studies each for DSL and equation based approach, 2 studies reported
Simulation and Component based approach for each, while the rest of the
approaches were reported by 1 study for each.

Validation and Verification: 23 studies (13.94%), studies in this group
conducted V&V activities regarding DSML validation, metamodel
verification, behavior verification, verification of correctness, safety
properties verification, model-based testing, formal verification and so on.
Approaches used for this activity are distributed as follows: 5 studies
reported DSL and model-based approach for each, followed by Simulation
based approach with 3 studies. Equation-based, Component-based and
Ontology-based approaches reported by 2 papers each. The rest of the

approaches were reported by 1 study each.

Security: 19 studies (11.52%) are concerned about the security of the
system from different aspects. Studies reported about safety are also
grouped in this set. Activities conducted by this group includes threat
modeling, attack modeling, analyzing cyber-attacks, security evaluation
and experimentation, safety guarantees of the generated code, and safe
reconfiguration. The most used approaches for this activity are
Metamodeling and Simulation reported by 3 studies each, followed by
Model based approach, Component based approach, UML, Petri nets,
Pattern-based modeling reported by 2 studies, while the rest of the

approaches were reported by 1 study each.
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Figure 5.9: Modeling approaches distribution over modeling activities.

Simulation: The aim of the studies in this group (16 studies (9.70%)) is
the use of simulations for various purpose like using simulations for
verification reasons or accompanying it with DSML, while other studies
used it for analysis purpose. Mostly, studies reported simulation along
with other activities like V&V, Analysis and Development. Obviously, the
most used approach for this activity is Simulation based approach which is
reported by 7 studies. It is followed by 4 studies reporting DSML, 2

studies for Metamodeling and 2 studies for Component based approach.

Monitoring: 7 studies (4.24%) reported about system monitoring or
management activities, such as performance monitoring, runtime behavior
monitoring, process monitoring, monitoring simulation activities and
results. The most reported approach in this group is Metamodeling with 3

studies. Other existing approaches were reported by 1 study each.

Time: 4 studies (2.42%) seek to improve the time aspect of the system to

increase productivity.

Adaptability: 3 studies (1.82%) support the implementation of self-

adaption aspect of the system.

Correctness: 3 studies (1.82%) support the correctness of the system
(DSML, metamodel, tool), often in terms of the correctness of operations

or the generated code.
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- Integration: 3 studies (1.82%) seek to combine different aspects of CPS

and support their integration.

The rest of the activities are reported only by one study and it did not fit any of
the aforementioned activities (as presented in Appendix 1).

For a deeper understanding of how studies addressed modeling approaches
and the activities for which they were used, studies can be grouped into three

categories:

- Studies which presented one modeling approach and used it for one
modeling purpose, e.g. [39, 89, 140].

- Studies which presented one modeling approach and used it for more than
one modeling purpose. Studies using the same approach for two different
modeling purposes are [5, 24, 32] while studies using the same modeling
approach for more than two modeling purposes are [60, 22].

- Studies which presented more than one modeling approach and used it for
one modeling purpose/reason. For instance, [81] presented metamodeling
and equation-based modeling approaches for the development purposes.
[105] used petri nets and equation-based approach for the analysis reasons,
[119] also used DSL and equation-based approaches for analysis activities,
and finally [84] presented UML and pattern-based modeling approaches

for security purposes.

RQ1.2: Which phase(s) of the system development is/are addressed in the study
(using MDE)?

In this section, in addition to answering RQ1.2, a correlation analysis of
RQ1.2 with RQ2 was carried out to find out the used or developed tools/languages
in each of the MDE phases.

Figure 5.10 shows the reported MDE phases and their use frequencies.
While it is possible to design and/or define MDE phases in numerous ways, we
adopted the MDE phases defined in (Barisi¢ et al., 2018) in our work since it also
relates with the modeling of CPS. As can be seen in Figure 5.10, the studies differ
in the number of the MDE phases they addressed. 72 studies addressed 1 phase,

46 studies reported 2 phases, 17 studies reported about 3 phases, and 5 studies
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reported 4 phases. Discussion on all these MDE phases is given in the following

where they are sorted from most reported to less reported in these studies.
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Figure 5.10: Reported MDE phases/activities.

- System design

System design is the most reported MDE phase, it is reported by 44 studies
(18.41%). 15 studies presented DSL, 14 studies developed metamodel, 4 studies
developed tools, 4 studies developed extensions for other tools/language, and the
other 7 studies either develop a new modeling approach [43, 65], or combine
MDE with existing approaches for CPS development [92]. Table 5.4 summarizes

developed tools/languages and the corresponding papers.

Studies which developed DSLs are given as follows: [5] proposed a
DSML called CyPhEF that supports the development and validation of self-
adaptive CPS. [7] developed a simple graphical DSML for CPS while a DSML
for irrigation networks was developed in [119]. In [86], authors developed a DSL
that helps in quick construction of co-simulations for CPS, the grammar of the
DSL was implemented in Xtext, while the code generation implementation was
defined in Xtend. A framework called Advanced Vessel Simulation (AVS) was
developed in [68] which supports design and evaluation of racing sailboat
simulations. The AVS metamodel was developed in EMF, and Sirius was used for
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developing the graphical editor. A textual DSL named CHARIOT was created
with using Xtext in [104].

A DSL for managing different sensor configurations for a self-driving
mini vehicle was developed in [77], the domain knowledge, static semantics, and
the abstract syntax of a sensor management DSL were defined with the Eclipse
Modeling Framework (EMF). [63] developed a DSML for the design of
networked control systems (NCS) using passivity for separating the NCS control
design from uncertainties (i.e. time delays and packet loss). In [118], authors used
an ecore-based meta-model to define the abstract syntax of the proposed DSML,
and the concrete syntax was implemented as an extension of Simulink standard
blocks.

[2] developed two meta-models for representing and sharing incident
knowledge of CPS. Meta-models were developed as Eclipse plugins. A
metamodel for a systematic analysis of CPS threat modeling was developed in
[78] using MetaGME, while [76] developed a metamodel using ADOxx and UML
and they used it for the description of an end-to-end communication use case. A
meta-model for the development of a smart cyber-physical environment was

presented in [31].

[15] developed a meta-model for flexibility and dynamic reconfiguration
of the automated production systems by using Eclipse Modeling Framework
(EMF). [120] used UML profile to develop a meta-model for modeling cyber-
physical assembly systems. Also, in [32], UML class-diagrams were used to
develop a meta-model called Smart Environment Metamodel (SEM) to design
smart cyber-physical environments. In [56], the authors extended some
metamodels of SysML/MARTE for capturing the characteristics of CPS like
continuous behavior and stochastic behavior. The approach was implemented in
GEMOC. They defined the abstract syntax using EMF, graphical concrete syntax
in Sirius, and the textual concrete syntax using Xtext. Meta-models conforming to
ISA95 and ISA88 standards were developed in [57] for monitoring the process of

an oil production industry.

In [126], they used ADOxx to develop the modeling tool Cyber-Physical

Systems for Industry (CPS41) for the connection of CPS and conceptualizations of



industrial applications in integrated models. A tool, called FTOS, based on
openArchitectureWare8 (0AW) was developed in [19], which provides code
generation for designing fault-tolerant automation systems. In [44], the authors
presented BPMN4CPS which is an extension of BPMN 2.0 for handling CPS
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features. New extensions for MechatronicUML were developed in [53].

Table 5.4: Developed DSLs, Meta-models, tools, and extensions

System Design

Type Used framework/language Relevant studies
DSML EMF [5, 77, 68, 118]
GME [119, 132, 63, 10, 133, 4]
Xtext [86, 104]
Papyrus tool [7]
Xtend [86]
GReAT [10, 133]
SIMULINK [118]
WebGME [20]
GEMOC [47]
Sirius [47, 68]
Kermeta [47]
Meta-model |[EMF [15, 56, 111]
UML [32, 120, 30, 76, 31]
GEMOC [56]
Xtext [56]
Sirius [56]
Kevoree Modeling Framework (KMF) |[[51]
GME (MetaGME) [78]
ADOXxx [76]
SysML [11]
ISA95 and ISA88 based [57]
- [2]
- [66]
Tool MetaEdit+ [23]
ADOXxx [126]
openArchitectureWare (0AW) [19]
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- [59]

Extension

[14, 43, 44, 53]

- Simulation

40 of the studies (16.74%) reported simulation. 11 studies addressed exactly
the simulation process. They can be summarized as follows: Only 1 study [122]
developed a simulator. 2 studies developed meta-models [29,80], and 8 studies
[12, 50, 54, 79, 82, 89, 106, 124] used existing tools for modeling and simulation.
Remaining 29 studies incorporating simulation addressed the other phases (i.e.

system design, transformation, V&V, etc.).

Table 5.5 shows the tools and languages used for the simulation activities.
Studies presented different reasons for using simulation, e.g. [5] presented
simulation as a feature of the developed DSL and used it for efficiency and time
analysis via MECSYCO co-simulation engine. Also [119] presented the
simulation as a feature of the developed DSL and used it for performance analysis
via MATLAB and EPANET. In [86], authors developed a DSL for constructing
HLA-based co-simulations. [63] used Simulink for time and network delay
analysis. [10] benefited from Robocode simulator to simulate a reconfigurable
conveyor system's behavior and run it in the background (used it as a background
simulation) to output time information and the coordinate for the generation of
Java animation. Similar to [63], [35] used Simulink for time performance analysis.
[37] is another example for utilizing simulations for analysis purposes in which
CPS Safety Analysis and simulation Platform (CP-SAP) was developed.
Simulations were also used for security experimentation purposes like in [50, 106,
131].
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Table 5.5: Reported simulation tools and languages

Simulation

Developed
Existing tool tool Relevant studies
Simulink/Stateflow - [63, 79, 35, 95, 60, 4, 125, 124, 131, 96, 106]
MATLAB - [119]
Modelica - [114]
ModelicaML - [137]
C2WT [12, 89]
Ptolemy-II - [97, 130, 37]
EPANET - [119, 54]
- Meta-model |[80]
MECSYCO - [5]
POOSL - [86]
Robocode - [10]
Embedded Systems
Modeling Language
(ESMoL) - [90]
IOPT-Flow simulator |- [99]
SystemC - [127]
CPGAME - [82]
Verilog-AMS - [7]

Smart  Grid

Simulator
- (SGS) [122]
- Meta-model |[29]
CPAL - [88]
DEVS-Suite Simulator |- [3]
JSBSIm - [50]
ScicosLab - [50]
CIF - [107]
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- Transformation

38 studies (15.90%) presented transformations (listed in Table 5.6). 30
studies covered one transformation type (either M2M or M2T), 3 studies
considered two transformation types, while 1 study [40] showed 3 different
transformation types namely M2M, M2T, T2M. the transformation types
presented by the other 4 studies was not clarified. Therefore, 39 transformations
were presented in total and they are as follow: 28 M2M transformations, 10 M2T
transformations, and one T2M transformation. Studies implemented M2M

transformations can be categorized into two:

First category covers the studies using existing tools and languages. [49]
used Y2U tool to transform Statechart models to UPPAAL timed automata model.
[41] presented M2M transformation by transforming Simulink simulation models
to AADL architectural models using Assisted Transformation of Models engine.
AADL and Modelica were used in [136, 138], where both Modelica and AADL
were transformed to each other. In [36], authors used Critical Infrastructure
Protection - Vulnerability Analysis and Modeling (CIP VAM) UML profile to
transform UML models to Bayesian Network (BN) models. In [92], the authors
transformed UML models to Distributed Embedded Real-time Compact
Specification (DERCS) models with using GenERTICA. In [8], the authors
transformed a SysML model to a graph by employing GraphML. Other studies
include: [35, 40, 84] used QVT, [34] implemented M2M transformation using
Xtext, [10, 129, 133] used Graph Rewriting and Transformation (GReAT) for
M2M transformation, while EXTEND is used for the M2M transformation in
[19].

Studies which developed metamodel, tool, or language for the M2M,
M2T, and T2M transformations, constitute the second category. In [116], they
proposed a transformation method that transforms Simulink model to ECML
model by designing metamodels for both Simulink and ECML.. [95] developed the
model translation tool UPP2SF that transforms UPPAAL timed automata models

to Simulink/Stateflow. On the contrary, [60] developed a tool named STU that
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translates Simulink/Stateflow model into UPPAAL timed automata model. In
[42], the authors developed a tool named ECPS Verifier that was used for the
transformation of AADL models to UPPAL timed automata. In [98], they
presented a tool named Simulink/AADL Translator Tool (AS2T) that automates
the transformation of the simulation models of Simulink to AADL models. [28]
presented a framework called Modana that helps transforming SysML and
MARTE models into Reactive Modules Language (RML) and Modelica models.

The studies bellow presented the implementations of M2T transformations
using existing tools like Acceleo [35, 77], Xtend [34, 40], IOPT tools [17], and
GenERTICA [92], except for one study [140] that presented meta-models of
HybridUML and Quantified Hybrid Program (QHP) and then they used ATLAS
Transformation Language (ATL) for defining the transformation rules. [40] was

the only study presenting T2M transformation using Xtext.

Table 5.6: Reported model transformations, and used transformation tools and languages

Transformation tools

Transformation Developed
Type Existing tool tool Relevant studies
M2M - metamodel  |[116]
Y2U tool - [49]
AST Engine - [41]
QVT - [40, 35, 84]
AADL,Modelica |- [136, 138]
CIP VAM UML |- [36]
EXTEND - [19]
GreAT - [10, 133, 129]
UMLA4loT - [120]
UPP2SF [95]
ME+ tool - [24]
STU [60]
GenERTICA - [92]
ECPS
Verifier [42]
Xtext - [34]
GraphML - [8]
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- AS2T [98]

- Modana [28]

Other [91, 72, 118, 58, 25]
M2T Acceleo - [77, 35]

Xtend - [40, 34]

metamodel  |[140]

IOPT tools - [17]
GenERTICA - [92]
Other [15, 127, 43]
T2M Xtext - [40]
Other [123, 3, 45]

- Validation and Verification (V&V)

35 studies (14.64%) reported V&V activity. Only 2 studies developed a
tool [45, 127], and 1 study developed an ontology [75]. Table 5.7 presents studies

which implemented V&V as part of their work.

Studies using UPPAAL for verification include the followings: [49] used
UPPAAL to formally verify the safety properties of medical guideline. A
Domain-specific model checking (DSMC) for MECHATRONICUML using
UPPAAL model checker was presented in [40]. A pacemaker was modeled and
verified using UPPAAL in [95]. In [60], the authors used the UPPAAL tool for
the verification of SIMULINK/STATEFLOW models after being transformed to
UPPAAL timed automata. In [42], UPPAAL was used for the formal verification
(i.e. model checking) of AADL models.

Other tools and languages used for model checking for verification
include; Simple Promela Interpreter (SPIN) model checker was used in [133] to
verify the Promela code. Also, in [52], SPIN was used as a model checker to
verify the PrT net models after translating it to a Promela code. In [94], they used
a probabilistic model checker called PRISM. The authors in [103] verified their
protocols via timed model checking MECHATRONICUML.

Simulink/Stateflow was used in [125] to verify supervisory controllers for

hierarchical systems. Simulink Design Verifier (SLDV) was used for the
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verification of the simulation models in [112]. In [85], they used SLDV to verify
the behavioral models developed in Simulink in order to meet the requirements
modeled. Furthermore, Object Constraint Language (OCL) was used for the
verification of the static semantics of a meta-model presented in [77]. Also, in [5],
OCL was used for defining and validating metamodel constraints. In [140], a
verification of KeYmaera-QHP code in KeYmaera, a hybrid verification tool, was
presented. In [90], the authors used FORMULA for metamodel analysis and
verification. Frama-C was used in [33] to prove and verify a developed C code
library. In [85], Assume Guarantee REasoning Environment (AGREE) tool was
utilized to verify that the AADL architectural models satisfy the system

requirements.

Studies, presenting validation, are summarized as follows: [126]
developed a modeling tool (CPS41) and a modeling method (SeRoln) then
validated them using Open Models Laboratory (OMILAB). CHECK validation
language was used in [19] to formulate tests for the detection of semantic design
errors in the developed models. A generated code in [9] was tested and analyzed

using Frama-C. In [107], the authors implemented simulation-based validation.

A tool, named Simulation and Verification of Hierarchical Embedded
Systems (SHARC), was developed in [127] for the verification of the behavior of
automotive safety-critical systems. In [75], the authors developed an ontology and

used it as the validation mechanism.
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Table 5.7: Reported V&YV and the used tools

V&V

Existing Tool/Language

Developed
Tool/Language

Relevant studies

UPPAAL

[49, 40, 48, 95, 60, 42]

Simulink  Design  Verifier
(SLDV)

[112, 128, 85]

SPIN (Simple Promela

Interpreter) - [133, 52]
Object Constraint Language

(OCL) - [77, 5]
Clock Constraint Specification

Language (CCSL) - [100]
Open  Models  Laboratory

(OMILAB) - [126]
KeYmaera - [140]
CHECK - [19]
- Ontology [75]
Linux Driver Verification tool

(LDV) - [62]
FORMULA 4 [90]
EAST-ADL - [23]
- SHARC [127]
Web Generic Modeling

Environment (WebGME) - [20]
Protégé - [109]
Simulink - [125]
PIPE+ - [52]
Frama-C - [33]
PRISM - [94]
MECHATRONICUML - [103]
AGREE - [85]
- BPMNA4CPS Tool |[45]
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- Modeling

33 studies (13.81%) reported about modeling. This category encompasses
studies which used existing languages/tools for modeling, wherein studies which
developed a language/tool for modeling were included in the group of system
design. Only 4 studies [27, 62, 93, 130] did not report any tool, instead, they
either proposed an approach for modeling CPSs or used equational models. Table

5.8 shows various languages/tools used for modeling by the studies.

In [112, 113], authors used Ptolemy Il to model Medical CPS, while in
[11] the behavioral model of production nominal resource was modeled using
Ptolemy II. In [97], authors modeled a Holter Monitor. They used Ptolemy Il to
model the device's functionality and UPPAAL for modeling system's state space
and the transitions between them. A modeling approach called time-constrained
aspect-oriented Petri net was presented in [105]. The approach combines
discrete/continuous Petri nets and aspect-orientation for modeling CPS. In the
work presented in [72], colored Petri nets were extended to probabilistic colored
Petri nets for modeling and analyzing CPS attacks. Petri nets were also used in

[26] for modeling smart grid threats.

View oriented approach was adopted in [136] for the description of
different aspects of an aerospace CPS. Modelica was used for modeling the
overall architecture of a lunar rover robot and the lunar rover robot's body
structure model while AADL was used for modeling the navigation system of the
lunar rover. Similarly, authors in [135] integrated AADL, UML and Modelica to
model the requirements of a vehicular ad-hoc network. Further, in [137], AADL
and Modelicaml were integrated to model big data-driven CPS. In [85],
Simulink/Stateflow was adopted to model a generic patient-controlled analgesia
infusion pump system for analyzing logical requirements and behaviors, while

AADL was used for developing the architectural model of the system.

Yakindu statechart tools was adopted in [49] to model and simulate a
stroke statechart model. Likewise, in [48], they used Yakindu statecharts for the
modeling of a simplified cardiac arrest. UML statechart model was modeled in

[39] using Yakindu statechart. In [84], Papyrus tool was used for creating the
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UML models. The authors in [61] presented a methodology for knowledge
representation of CPS using the modeling tool Papyrus. [109] used UML for
defining the dependability analysis models. Implementations of modeling CPS
using HybridUML was presented in [140].

Finite state machine (FSM) was adopted in [16] to model the behavior of
automation components. [88] used FSM to describe the logic of a servo tester.
GME was used in [70] to build Lathe CNC System models and export models'
data as an XML file. ASLan++ was used in [108] for modeling water treatment
plant and attack model. [27] presented a new formalism named Stochastic
Occurrence Hybrid Automata and a modeling approach to model the stochastic
behavior in CPSs.

Table 5.8: Reported tools/languages used for modeling and the studies used them.

Modeling
Tool/Language Relevant studies
Ptolemy Il [112, 97, 11, 113]
Petri nets [52, 26, 105, 72]
AADL [136, 135, 137, 85]
YAKINDU Statechart Tools [49, 48, 39]
Papyrus tool [35, 61, 84]
UML [135, 109]
Modelica [135, 137]
Simulink [128, 85]
Finite State Machine (FSM) [16, 88]
SysML [35, 56]
HybridUML [140]
MARTE [56]
UPPAAL [97]
GME [70]
MetaEdit+ [24]
web ontology language (OWL) [101]
ADVISE Meta tool [21]
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- Code generation

24 studies (10.04%) reported about language/tools used or developed for
code generation purposes. Table 5.9 lists used and developed languages/tools for
code generation. These studies are categorized here into studies which used
existing tools for code generation, and studies which developed tools for code

generation.

In [95], they used Simulink Real-Time Workshop Embedded Coder
(RTWEC) to generate C code from a pacemaker Stateflow chart. Likewise, C
code and VHDL code were generated in [60, 85] from the Stateflow models using
Simulink coder. Moreover, a tool named GeneAuto was presented in [33] that
generates C or ADA code from Simulink models. In [90], built-in code generator
for Embedded Systems Modeling Language (ESMoL) was used to generate
functional C code. IOPT-Flow tool framework was used in [99] to generate C and

Javascript code or VHDL hardware descriptions.

Programmable Logic Controllers (PLCs) Code Generation was presented
in [46] using Scenario Modeling Language (SML). In the same manner,
implementation of PLC code generation was presented in [107] using
Compositional Interchange Format (CIF). Clock Constraint Specification
Language (CCSL) constraints were utilized in [100] for code generation purposes.
The authors in [86] used Xtend for the support of code generation for OpenRTI.
Kevoree Modeling Framework (KMF) was used in [51] for the generation of Java

API in order to create and manipulate the runtime models.

In [6], they developed a tool named 12C4I0PT for automatic code
generation of globally asynchronous and locally synchronous systems (GALS) -
supported by Arduino boards. An ISA88 editor was implemented in EMF in [15]
to generate a programmable logic controllers (PLC) control code. A code
generator was developed in [63] for the generation of Simulink models and
network-scripts. In [9], a model-based code generator for medical CPS was
presented. An interpreter was developed in [133] to translate finite-state machine

(FSM) models and constraints into Promela code.
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Table 5.9: Reported code generation languages/tools and studies used them

Code generation

Developed Relevant
Existing Tool/Language Tool/Language studies
Simulink coder - [95, 60, 85]
- 12C410PT [6]
Acceleo - [68]
Clock Constraint Specification Language (CCSL) - [100]
Xtend - [86]
- code generator [63, 9, 70]
XPand - [19]
Scenario Modeling Language (SML) - [46]
- ISA88 editor [15]
Embedded Systems Modeling Language (ESMoL) |- [90]
IOPT-Flow tool framework - [99]
- interpreter [133]
Generation of Embedded Real-Time Code based on
Aspects (GenERTICA) - [92]
KMF - [51]
Rhapsody code generator - [96]
HA-SPIRAL - [74]
Compositional Interchange Format (CIF) - [107]
GeneAuto - [33]

- System Analysis

15 studies (6.28%) reported language/tools which used or was developed

for system analysis reasons. Table 5.10 lists the used and developed
languages/tools for system analysis. Studies can be categorized into ones directly
using existing tools for system analysis, and others developing new tools for

system analysis purposes.

In [139], meta-models for operational analysis and system analysis were
developed. They also used TTool for safety analysis. A knowledge-based
approach using Failure Models, Effects and Criticality Analysis (FMECA)
techniques was presented in [1]. The authors first modeled FMECA using UML
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class diagram, then the FMECA metamodel was expressed in Protége, which was
then used to build an ontology-based KB. A metamodel was developed to enable
the management of application requirements and business constraints for CPS in
[110]. CPS meta-model for knowledge formalization was presented in [69], where
they also implemented formal concept analysis in their work. CPS Safety Analysis
and Simulation Platform (CP-SAP) was developed in [37] for Human-machine
interaction (HMI) safety analysis of CPS. A framework called Modana was
presented in [28] that aims to model and analyze the non-functional aspect (i.e.
time, energy, etc) of Energy-Aware CPS.

In [105], a modeling approach based on discrete/continuous Petri nets was
proposed for schedulability analysis. Also, a modeling approach was presented in
[72] that supports both qualitative and quantitative analysis of CPS attacks using
probabilistic colored Petri nets. CPS dependability analysis was presented in [55]
using Stochastic Petri Net (SPN). An approach for specification and analysis of
automotive CPS was presented in [135] where Modelica was used for analyzing
engine model and AADL was used for End to End Delay Analysis from brake-
pedal to throttle actuator. Security analysis tool CL-AtSe was used in [108] for

analyzing and discovering potential attacks on Industrial Control Systems.

Table 5.10: Reported System analysis languages/tools

System Analysis
Existing Tool/Language Developed Tool/Language Relevant studies
EAST-ADL - [22, 24]
Petri nets - [105, 72, 55]
AADL - [135]
Modelica - [135]
Metamodel [110, 83, 139, 69, 1]
CP-SAP [37]
Modana [28]
CL-AtSe - [108]
TTool - [139]
HiP-HOPS tool - [24]




55

5.3.2 Developed/used MDE tools for CPS

In this section, the results and findings of "RQ2: Is/Are there any tool(s)
used/developed to apply MDE in/for cyber-physical systems in the study?"
and its sub-questions are presented.

Out of the 140 studies, 13 studies did not present or develop any
tool/language. The other 127 studies are as follows:

- 68 studies used existing tools/languages for modeling CPS.
- 59 studies developed DSLs, Metamodels, tools in addition to using

existing tool/languages.

RQ2.1: Which tool(s) is/are presented/used in each phase of the system

development?

Figure 5.11 shows tools and languages used by the primary studies. For
better understanding of the tools/languages, and to give the reader a clear idea
about the MDE phase/activity the tool/language was used for, a correlation
analysis between RQ1.2 and RQ2 is presented in section 5.3.1. Therefore, in this

section, the most used tool/languages are briefly discussed.

The study found that Simulink is the most used tool. Majority of the
reviewed studies used Simulink for simulation purposes, listed in (Table 5.5).
Simulink was also used for modeling [85, 128]. Simulink coder is used for code
generation purposes in [60, 85, 95]. Simulink Design Verifier (SLDV) was
adopted for the verification of models [85, 112, 128]. AADL follows Simulink as
the most used tool. It was used for modeling the cyber component of the system

[136], developing architectural models [85], or for system analysis [135].

UML is used by various studies for building metamodels, listed in Table
5.4, it was also used for modeling activities like defining dependability analysis
models [109]. The vast majority of the studies used UPPAAL for verification, see
Table 5.7. For instance, [97] used UPPAAL for modeling system's state space and

the transitions between them.
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Figure 5.11: Most used tools/languages which are at least reported by 2 studies.

RQ2.2: If any tool(s) is/are developed in the study, is/are this/these tool(s)

reported?

As mentioned earlier, 59 studies developed DSL/DSML, metamodel, tool,
or extension for other tools/languages. 22 of these studies developed a metamodel,
15 studies developed DSL/DSML, 18 studies developed a tool (including 2
frameworks and 1 platform), and 4 studies presented extensions for other
tools/languages as shown in Figure 5.12. These developed tools/languages were
addressed in a detailed way in the correlation analysis done between RQ1.2 and

RQ2 which is presented in section 5.3.1.
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DSML
25.4%

tool
30.5%

Extension

Metamodel

Figure 5.12: Frequency and type of the developed tool/language.

RQ2.2.1: Is/are the developed tool(s) available and/or accessible?

From the abovementioned 59 studies which consider the development of a
tool/language, only 10 studies [2, 5, 6, 41, 42, 45, 56, 60, 127, 133] provided
public access (mostly with a web link) to the developed tool/language.

RQ2.2.2: What is/are the framework(s) or programming language(s) for the
development of this/these tools?

As indicated in Figure 5.13, UML is the most used language, followed by
EMF and GME. Figure 5.13 shows the correlation between RQ2.2 and RQ2.2.2. It
is clear that UML is mostly used for building metamodels, where EMF is used for
building both metamodels and DSLs, and GME is mostly used for building DSLSs.
Other presented tools are; GreAT that is used alongside with GME [10, 133],
Sirius used for building the graphical concrete syntax [47, 56, 68] and finally,
Xtext used for developing DSL grammar in [86], and for building the textual
concrete syntax as in [56]. These tools/languages are shown in Appendix 2 and

discussed in detail in section 5.3.1.

GME seems to be the third most used language for building DSLs and
metamodels. However, it is worth mentioning that the results of distributing
RQ2.2.2 over the publication years (see Figure 5.14) show that GME is not used
for the last 2 years (2017 and 2018) of the examined period by any of the primary
studies. Further, the results of RQ2.2.2 were distributed over authors’ country of
affiliation as depicted in Figure 5.15. The study found out that GME and its tool
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GReAT were only used by authors/researchers affiliated to the USA, where on the
other hand, UML and EMF were mostly used by authors/researchers affiliated to

Europe.

B Tool Metamodel [l Extension [ DSML

# of studies

Figure 5.13: Used languages/frameworks for developing DSMLs, Metamodels, or tools

12 B 2018
W 2017
B 2016
W 2015
B 2014
1 2013
B 2012
1 B 2011

# of studies

Figure 5.14: Distribution of languages/frameworks used for developing DSMLs, metamodels,
tools over publication years.
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Figure 5.15: Distribution of languages/frameworks used for developing DSMLs, metamodels,
tools over authors’ affiliation country.

5.3.3 Addressed CPS components

In this section, the results and findings for “RQ3: What is/are the CPS
component(s) addressed in the study?” are presented.

According to (Gunes et al., 2014), a CPS mainly consists of 5 components,
which are, Physical components, Cyber components, Sensors, Actuators, and
Network. Amongst the 140 primary studies, only 6 papers were left undetermined
(the addressed CPS component by the 6 papers could not be determined) and 9
studies addressed more than 1 CPS component. Figure 5.16 shows the categories
of CPS components. The full list of studies and their supporting CPS components

is given in Table 5.11.
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Figure 5.16: Reported CPS component(s)

Cyber Components: 65 studies (44.5%) addressed this component, i.e.
the software aspect of the system. Examples are Controllers (e.g. [6, 7]),
Development Artifacts related with transformation [86], simulation [116],
System verification [140]. System behavior covering timing behavior [49],

System safety properties [100], and system requirements [55, 134].

Physical Components: Reported by 22 studies (15.1%). These studies
addressed the physical and hardware components of the system, e.g.
Physical Dynamics (environment behavior) [27, 30], Power plant [64, 72,
121], Hardware [24, 137].

Both Cyber & Physical components: Reported by 26 studies (17.8%).
This category contains the studies discussing modeling both cyber and
physical aspects of the system. [18] reported about modeling a controller
(cyber component), and a plant (physical component). Another example is
[136] where the authors modeled a lunar rover robot's body (physical

component) and its navigation system (cyber component).

Network: Reported by 14 studies (9.6%). Studies in this group addressed
issues like; sensor network [133], network security [76], physical attacks

[21], security requirements and attacks [84].

Sensors: 11 studies (7.5%) reported this component. Studies in this group
addressed the different operations of sensors, like sensor designing [41],

sensor management [77], sensor data analysis [9], and sensor failures [87].
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- Actuators: Reported by only 5 studies (3.4%). This component is less

addressed one compared to the other CPS components. For instance, [41]

covered actuator modeling and design, while [109] discussed actuator

failure.

- Other: Studies, which do not fit any of the above categories, are grouped

under this category. They consider Business processes [14], workflows
(process) [111] and data [102].

Table 5.11: Addressed CPS components and the corresponding studies.

# of
Category studies |Relevant studies
[7, 6, 116, 49, 100, 39,126, 91, 86, 67, 40, 140,132, 59, 19, 10, 114,
22,54, 75, 79, 46, 17, 62, 90,138, 60, 99, 81, 92, 68,42, 118, 70, 129,
34, 11,58, 128, 93, 101, 124,16, 66, 33, 117, 12, 88, 8,115, 3, 106,
Cyber component |65 74,134, 107,103, 98, 113, 55, 104, 37,25, 85, 45, 47]
Both Cyber &
Physical [78, 136, 112, 110, 15,135, 35, 56, 51, 71, 4, 52,123, 26, 130, 65, 94,
components 26 89,61, 18, 83, 50, 69, 28, 44,1]
Physical [5, 120, 72, 48, 95, 24,137, 97, 23, 127, 20, 73,125, 29, 38, 27, 57,
component 22 121,64, 108, 13, 30]
Network 14 [2, 119, 76, 31, 63, 36, 54,133, 32, 21, 82, 84, 122,131]
Sensor 11 [119, 41, 77, 31, 132, 133,32, 9, 109, 34, 87]
Actuator 5 [41, 31, 32, 109, 34]
Other 3 [14, 111, 102]

5.3.4 Targeted CPS application domains

In this section, the results and findings for “RQ4: Does the study present any

application domain?” and its sub-questions are presented.

Figure 5.17 depicts the reported CPS application domains. Here, the study is

reporting about the CPS domains targeted by the primary studies. There are

various CPS domains, such as Critical Infrastructure, Smart Manufacturing, Air

Transportation, Emergency Response, Intelligent Transportation, Health Care and
Medicine (Gunes et al., 2014). 63 studies out of total 140 studies (about 45%),
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addressed a specific CPS domain, while the rest of them addressed CPS in

general. This implies that the modeling activities presented in those studies can be

applied to any domain of CPS. CPS application domains are correlated with the

evaluation methods presented by the examined studies. Results of this correlation

are presented in Table 5.12.

# of studies

20

Figure 5.17: Reported CPS application domains targeted by the studies.

Smart Manufacturing: Addressed by 17 out of total 63 studies (26.98%).
Studies under this category aim at optimizing productivity in factories
(smart factories). Applications included in these studies take into account
Industry 4.0/CPPS [14, 15, 16, 29, 57, 69, 76, 121], industrial applications
[108, 115, 126], automation systems [19, 135], evolvable production
systems [23, 24], and assembly systems (ASs) [120].

Critical Infrastructure: 12 studies (19.05%) reported under this category.
It refers to the public infrastructures and valuable properties. Applications
grouped under this category cover smart grids [12, 13, 26, 51, 64, 84, 122,
130], irrigation networks [119], railway networks [36, 65], water
distribution systems [54].

Health Care and Medicine (HC&M): 8 studies (12.70%) presented
under this category. Included sub-categories are Medical Cyber-Physical
Systems (MCPS) [9, 85, 112, 113], medical best practice guidelines [48,
49] and smart medical devices [97, 128].
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Smart Environments: Addressed by 4 studies (6.35%). The smart
environment is a physical environment in which sensing, actuating,
network, and computation capabilities are enriched. The followings are the

studies grouped under this category: [30, 31, 32, 111].

Air Transportation: 4 studies (6.35%) reported under this category.
Applications are; Unmanned Aerial Vehicles [42, 43], Air Traffic Control
(ATC) [82] and Aerospace CPS [136].

Safety-critical Systems: Reported by 3 studies (4.76%). Safety-critical
systems are systems whose failure or malfunction can have a severe loss,
in terms of human or economic consequences. Studies of this cluster
include [33, 127, 139].

Building Automation: Reported by 3 studies (4.76%). Studies in this
category aim at providing optimum automation and control to buildings'
heating, air conditioning, lighting, etc. by deploying sensors, actuators,

and control systems. Studies classified under this group are [2, 28, 86].

Self-adaptive Systems: 3 studies (4.76%) presented under this category.
Self-adaptive systems are systems that modifies their own behavior during
the runtime using feedback due to the constant changes in the system. The

followings are the studies grouped under this cluster: [5, 77, 132].

Other: Studies which did not fit any of the aforementioned categories are
grouped under this category. They are as follows: Distributed cyber-
physical systems [6], smart contracts [39], networked control systems [63],
racing sailboats [68], intelligent transportation [20], smart systems [73],
material handling applications [4], cloud-based CPS [34], complex
systems [25].
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Table 5.12: CPS application domain correlated with the evaluations presented by the studies.

Evaluation
Domain type Description
IKEA Gregor office chair [120], assembly production
system [24], assembly system [23], Petroamazonas EP Qil
Company [57], liqueur plant [121], industrial water process
Case study |system [115], enterprise production line [69]
Empirical
study OMiRob [126]
robot packaging system [80], Pick and Place Unit [15],
Vehicular Ad-hoc NETwork [135], pneumatic stopper unit
Example |[16], water treatment plant SWaT [108]
Smart end-to-end communication use case for an Industry 4.0
Manufacturing [Use case |application [76], White-goods pro-duction [29]
flood level prediction [119], SCADA system[84],
Case study |secondary-voltage control system [130]
Empirical
study Smart Grid [51], Water Distribution System[54]
Railway network [36], monitoring of smart grids [122],
Critical Example |smart meter [26], process plant de-sign [13]
Infrastructure  |Use case | Virtual Power Plant [64]
Simplified stroke [49], simplified cardiac arrest [48],
Holter Monitor [97], Clinical scenario[113], Generic
Patient Controlled Analgesia In-fusion Pump (GPCA)
Case study |system [85].
Empirical
Health Care and |Study clinical scenarios [112]

Medicine Use case |patient-controlled analgesia infusion pump [128]
Smart Case study |smart environment scenario [31], smart office[32,30]
Environment Example |newspaper fetching task [111]
Case study |lunar rover system [136], Unmanned Aerial Vehicle [42]
Air Example |VTOL Unmanned Aerial Vehicle (43)
Transportation |Use case [Malaysia Airlines Boeing 777 carrying flight MH-370 [82]
battery management system [127], railway signaling system
Case study [[139]
Safety-critical |Empirical
Systems study rocket system and its payload [33]
Building Case study |energy-aware building [28]
Automation Example |Smart Building [2], Room Thermostat [86]
self-adaptive Smart Power Grid [5], self-driving miniature vehicle [77],
CPS Case Study | Water Monitoring [132]
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5.3.5 Conducted evaluations for the proposed solutions

In this section, the results and findings for “RQ5: Is there any evaluation

presented in the study?” and its sub-questions are presented.

Out of the 140 studies considered in this thesis, 129 studies (92.1%)
evaluate their proposed solution. Among these studies, 70 of them (54.3%)
perform this evaluation by means of a case study, 31 of them (24%) present an
example, 17 studies (13.18%) conduct an empirical study, and 11 studies (8.53%)
present a use case. This SLR groups the presented these evaluations performed by
the primary studies into specific clusters to find out some patterns about them. 82
studies out of the 129 studies fit into the clusters shown in (Figure 5.18), while the
other 47 studies which do not fit in any of the clusters are grouped under "Other"
cluster — not shown in the chart. The raw data related to this analysis is available

online’.
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Figure 5.18: Distribution of the conducted evaluations' categories over the evaluation type.

7 https://docs.google.com/spreadsheets/d/1fVPirG-
KnWaUFjV6MXvLsxg VR7bPjNPSh L3xhzNDU/edit?usp=sharing
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5.3.6 Addressed CPS challenges

In this section, the challenges which the primary studies addressed are
reported according to the “RQ6: Does the study address any challenge(s)?” in

addition to its sub-questions.

107 studies out of 140 studies (76.43%) reported the CPS challenge(s)
they faced. Reported CPS challenges are shown in (Figure 5.19). It is worth
mentioning that several studies addressed more than one CPS challenge. In order
to relate to the challenges presented by the studies to one another, the
categorization of CPS challenges presented in (Gunes et al., 2014) was also
followed in this study, with considering complexity as a separate category.
Reported CPS challenges and their corresponding studies are shown in (Table
5.13).

- Complexity: 34 studies (22.82%) were classified under this category. It is
reasonable that complexity was the most reported challenge, due to the
nature of the CPS development process that requires complex engineering
work. Some of the addressed complexity challenges include: complexity
of design, timing behavior specification, execution complexity, co-
simulation construction, architecture complexity, interaction complexity,
semantics complexity, interdependency complexity, requirements

complexity.

40

# of studies

Figure 5.19: Categorized CPS challenges reported by the studies.
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Interoperability: also means Heterogeneity. 33 studies (22.15%)
classified under this category. To develop a CPS, the collaboration of
different disciplines is a must. Thus, CPS combines different components
(i.e. hardware, software, sensors, network, etc.), hence, managing and
coordinating all these disciplines and operations are challenging.
Scalability and composability are two important types of interoperability
challenge. Scalability is challenging since the system ought to keep
functioning adequately when new features are added. To provide the
composability, CPS development should consider combining several

components within a system and managing their interrelationships.

Security: Reported by 18 studies (12.08%). Studies in this category are
concerned about the 3 security aspects of the CPS. Firstly, integrity needs
to be supplied to protect the correctness of information from being
manipulated or modified. An example for the CPS integrity problem
would be compromising a sensor/actuator and injecting false data. Second
aspect is confidentiality, that refers to allowing only authorized individuals
to get access to the data. Third aspect is availability which means keeping
the CPS components on service, e.g. preventing cyber- attacks (like denial

of service) that may limit or block the availability of the system.

Dependability: The ability of the system to keep functioning as required.
17 studies (11.41%) were covered under this category. It encompasses
aspects like safety, and maintainability. The system must be maintainable

simply when a failure occurs.

Sustainability: 17 studies (11.41%) were covered under this category. It
refers to challenges like adaptability, efficiency in using resources,
reconfigurability,  uncertainty,  performance = measurement, and

optimization.

Reliability: 15 studies (10.07%) were covered under this category.
Reliability means that the CPS should function correctly not only in closed
and fixed environments but also in open and uncertain environments.
Challenges to address are; fault tolerance, robustness, timing uncertainty

etc.
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- Predictability: 6 studies (4.03%) were in this group. Predictability refers

to the degree to which the system's behavior/functionality and outcomes

are predictable and they satisfy the system requirements. For instance;

predicting system’s stochastic behavior and accuracy, that is, the degree to

which the system's measured outcomes need to be accurate.

- Other: This category contains other challenges which are concurrency,

latency and remote monitoring.

Table 5.13: CPS challenges and their corresponding studies.

#
CPS challenge |studies

of

Relevant studies

Complexity 34

[7, 100, 91, 86, 41, 40,132, 63, 59, 19, 114, 110,75, 120, 48, 46, 35,
90,68, 42, 71, 125, 70, 52,111, 11, 101, 65, 64, 134,107, 103, 53, 85]

Interoperability | 33

[7, 126, 91, 80, 136, 63,59, 114, 135, 79, 46, 62,90, 56, 51, 123, 122,
29,34, 11, 43, 124, 16, 121,12, 115, 61, 3, 83, 103,104, 139, 47]

Security 18

[2, 49, 78, 76, 36, 54, 72,21, 84, 26, 93, 131, 117,8, 89, 108, 106, 50]

Dependability |17

[77, 136, 19, 22, 60, 20,71, 109, 4, 84, 125, 87,88, 74, 55, 37, 85]

Sustainability |17

[119, 39, 76, 140, 132,112, 10, 120, 92, 4, 14,122, 58, 38, 130, 102
69]

Reliability 15

[40, 140, 136, 36, 19, 112,10, 24, 127, 20, 51, 9, 14,117, 64]

Predictability |6

[5, 112, 62, 9, 27, 3]

Other 3

[67, 82, 57]

Further, in this SLR, a correlation analysis of the CPS domains and its

challenges is scrutinized so as to provide an understanding of the challenges

addressed in each CPS application domain, (see Table 5.14). Despite the fact that

the correlation analysis cannot indicate the CPS domain wholly, for instance, one

can see that in the smart manufacturing application domain, most research works

converged on interoperability and sustainability challenges. Similarly, in the

critical infrastructure application domain, most research works concentrated on

security, sustainability, and interoperability challenges. However, it is interesting

to note that the latency and the predictability challenges of both domains were not

addressed by any of the examined papers.
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RQ6.2: Did the study report challenges addressed while developing the

approach/tool?

Only 15%, that is, 21 studies out of the 140 studies reported about the
limitations they faced. These studies are [2, 78, 80, 63, 112, 133, 79, 60, 20, 51,
129, 93, 57, 131, 64, 3, 108, 83, 103, 85, 45].
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6. Discussion

In this section, discussion of the findings achieved as the result of the
applied research workflow of this SLR study is given along with its implications.
Threats to the validity of the study is also discussed in this section.

At first, the quantitative analysis revealed that the number of published
research papers in this field continues to increase year after year. USA affiliated
researchers are the most interested researchers in this field (39 studies), followed
by China (23 studies). Moreover, most preferred publication venues are
conferences (64.75%, 90 studies) by far.

RQ 1.1 revealed that the metamodeling was the most used approach by the
researchers. Model-based and DSL approaches follow the metamodeling. Also,
modeling approaches were correlated with the authors' affiliation country in an
attempt to determine which of the modeling approaches are mostly used in
different countries. The study found out that, metamodeling and model-based
approaches are mostly adopted by researchers affiliated to Europe, while DSL

based approach was adopted mostly by USA affiliated researchers.

Although, in terms of the number of studies, metamodeling is the most
adopted modeling approach, yet component-based approach is the most reported
modeling approach in terms of the number of activities it is used for, which
covered 9 activities namely: Adaptability, Analysis, Correctness, Development,

Efficiency, Flexibility, Security, Simulation, and V&V.

As far as the purpose of modeling is concerned (RQ1.1.1), the most-
reported purpose of modeling was development, that is, developing either DSL,
metamodel, tool or automating the development process of a system. Other
reported modeling purposes were Analysis (like safety analysis, performance
analysis, requirement analysis, etc.), V&V (DSML validation, metamodel
verification, behavior verification, etc.), and security (threat modeling, attack

modeling, analyzing cyber-attacks, etc.).

Regarding model-driven engineering activity/phase addressed with RQ
1.2, the most considered MDE activity was system design. Researchers developed
DSLs (15 studies), metamodels (22 studies) and tools (18 studies). Since the total
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number of DSL studies is quite low (10.71%, only 15 studies out of 140) in a
complex domain like CPS, this underpins the necessity for conducting more
research to design DSLs to address different aspects of CPS development
lifecycle. DSLs can provide a higher level of abstraction for complex systems
such as CPS which may lead to increase the performance and to decrease the time
and the cost of CPS development. Simulation was the second most reported MDE
activity (40 studies, 16.81%). Apart from 1 study that developed a tool [122] and
2 studies that developed metamodels [29, 80] for simulation purposes, the rest of
the studies (37 studies) used existing simulation tools/languages. Therefore, one
can observe that there is a research gap in developing domain-specific simulation

tools/languages for CPS.

Furthermore, RQ 1.2 revealed that M2M transformation gains more
attention in terms of the existing / developed tools, and languages in comparison
with the other transformation types M2T and T2M. In addition, it is observed that
languages like GenERTICA and Xtext were used for the implementation of more
than one transformation type. Also, it is worth mentioning that tools like UPP2SF
and STU can be used as a complementary tool for M2M transformation. Other
complementary languages for modeling CPS are Modelica and AADL, where
Modelica is used for modeling the physical world and AADL for modeling the
cyber part, and the transformation between these two languages do not require any
third-party language or tool [136, 138]. V&V was reported by 35 studies
(14.71%,). However, apart from 2 studies [45, 127] which developed a tool and
one study that developed an ontology [75], the rest of the studies used only

existing tools.

Results of R.Q 2.1 showed that the top 10 most used languages/tools in
the field of applying MDE paradigm on CPS are; Simulink, AADL, UML,
UPPAAL, SysML, MATLAB, Petri nets, Ptolemy 1l, Modelica and Papyrus. RQ
2.2 revealed that 59 studies out of 140 developed DSL, metamodel or tool.
However, only 10 of the 59 studies reported the availability of these developed
tools/languages (i.e. can be downloaded in their paper) according to the results for
RQ 2.2.1. Therefore, this is also another alarming fact to consider by the CPS
community that is interested in applying MDE for CPS; particularly, if they intend
to have an impact on the industry. The results of RQ2.2.2 revealed that UML,
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EMF, and GME were the most used tools/environments which these 59 studies
used while developing their DSLs, metamodels, and tools. However, GME was
not present for the last 2 years (2017 and 2018) in any study. Findings also
revealed that GME was mostly used by the researchers affiliated to the USA,
while UML and EMF were mostly used by the researchers affiliated to Europe.

Regarding the addressed CPS components, most of the papers focused on
the cyber and physical components of CPS (R.Q 3). There is limited work on the
other components (sensor, network, actuator), Especially, the actuator is the
component that received the least attention by the researchers on this topic.
Results for R.Q 4 showed that 63 studies out of 140 (45%) addressed a specific
CPS domain. Smart manufacturing is the most addressed CPS domain by the
researchers (26.98%, 17 studies out of 63). The other domains followed are
Critical Infrastructure, Health Care and Medicine, Air Transportation, Smart
Environment, Building Automation, Safety-critical Systems, and self-adaptive

CPS respectively.

For the evaluation method, R.Q 5 results revealed that the majority of the
studies (54.26%, 70 studies) presented case study(s) as the major evaluation
method for their proposed solution. On the other hand, only 17 studies (13.18%)
presented an empirical evaluation for their proposed solution. That is, conducting

empirical evaluations for this topic is an area which still requires much attention.

Results for R.Q 6 showed that a variety of CPS challenges were
addressed. However, the most addressed challenges were complexity and
interoperability. The much focus for these two challenges can be related to the
heterogeneous nature of CPS. CPS combines different components and requires
the interaction of different researchers from different backgrounds. Thus, it
informs why researchers interested in this field should pay more attention to
reducing the complexity and interoperability aspects of CPS. Other challenges
addressed were Security, Dependability, Sustainability, Reliability, Flexibility and
Predictability.

Finally, the results of the study also showed several research gaps that the
researchers in the community may take into account. First of all, the development

of domain-specific languages, and domain-specific simulation and verification
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tools for CPS needs to be provided. Applying MDE on the different types of
actuator components used inside CPS also needs further investigation since their
role on building many CPS is vital and they are less addressed in the current MDE
studies compared to the other CPS components. Moreover, conducting empirical
evaluations in this field is missing which is critical on the assessment of the
proposed modeling approaches especially on their usability for both the
construction and the execution of CPS.

6.1 Threats to validity

Threats to validity for this SLR study are classified according to categories
proposed in (Wohlin et al., 2012), and hence they include four types, namely

construct, internal, external and conclusion validity threats.
- Construct validity

It represents how the SLR study truly reflects the intent of the researchers,
and what is asked by the research questions. To define the research questions, it is
important to stress that the process proposed by (de Almeida Biolchini et al.,
2007; Siddaway, 2014) and using guidelines defined by (Kitchenham and
Charters, 2007) were followed in this study.

Furthermore, another aspect of construct validity is to assure that all
relevant studies on the selected topic are found adequately. The possibility of
missing primary studies is a common threat to the validity of any SLR. Both the
terms MDE and CPS are well-established concepts, and thus, the terms are
sufficiently good enough to be used as keywords. Therefore, to mitigate this risk,
a good-enough search string through several iterations was formed, and adequate
coverage of literature was achieved. General publication databases, which index
most well-reputed publication venues, were extensively searched in this study as
well. The list of publication venues shown in the online repository® indicates that
the coverage of the search is enough. Also, to improve the results, the forward

snowballing sampling method was used, and it has proved to be effective.

8https://docs.google.com/spreadsheets/d/1VJhjimNVXU7 zxCRi1Lf9WuhBD5phNW;YfINbzRtOG
M/edit?usp=sharing



https://docs.google.com/spreadsheets/d/1VJhjimNVXU7_zxCRi1Lf9WuhBD5phNWjYflNbzRtOGM/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1VJhjimNVXU7_zxCRi1Lf9WuhBD5phNWjYflNbzRtOGM/edit?usp=sharing

75

- Internal validity

This relates to the degree to which the design and the conduct of the SLR
study are likely to prevent systematic errors. Internal validity is a prerequisite for
external validity (Kitchenham and Charters, 2007). Therefore, both qualitative and
quantitative analysis were used to minimize threats. The use of a rigorous protocol
and data extraction form mitigates this kind of threats to validity. Moreover,
threats originating from personal bias or lack of understanding of the study were
reduced by conducting data extraction phase iteratively. For this purpose, one
researcher extracted data from the primary studies and answered quality and self-
assessment questions. The other two researchers (expert in CPS and MDE)
reviewed the extracted data from studies with low self-assessment rates below
50%.

- External validity

According to (Wohlin et al, 2012), external threats concern the
generalizability of the SLR results, that is, the degree to which the primary studies
is representative of the reviewed topic. In this thesis, the set of primary studies
may not be representative of the entire set of existing studies on the topic, MDE
for CPS. However, this threat was mitigated as follows; Firstly, the search
strategy consisted of manual and automatic search, then followed by the forward
snowballing. The forward snowballing enabled finding studies which were not
captured by the search strings in the digital libraries. Secondly, the inclusion and
exclusion criteria of the protocol created in this thesis support refining the set of
primary studies which leads to include only studies which meet the topic. Only
studies in English were included. Papers written in other languages concerning the

same topic may exist. However, this threat is considered as having minimal effect.
- Conclusion validity

All relevant primary studies cannot be identified (Kitchenham and
Charters, 2007). To alleviate this threat, the research protocol of this study was
designed and validated carefully to minimize the risk of excluding relevant
studies. Search strings were formed in a way that only a very small number of
relevant studies could be missed, and a manageable quantity of irrelevant studies

could be included. Besides the automatic search, a manual search and a forward
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snowballing were performed. The protocol was rigorously defined to be reusable
by other researchers for reproducing the same study, i.e. the data extraction form

is available online®.

9 https://docs.google.com/spreadsheets/d/1K1vpUrSUKDzOKPKI-65ThP413XZpD6cKRcbhDCJn-
cXk/edit?usp=sharing
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7. Conclusion

CPS have proven to offer tremendous opportunities in almost all areas of
industry and society. Due to its inherent heterogeneity and complexity, developing
and managing such systems is known to be a challenge for the developers. Thus,

numerous researches were conducted and are still being conducted in this domain.

The aim of this study was to identify the current features of the use of
MDE for CPS. For this purpose, an SLR of the papers in the field, published
between 2010 and 2018, was performed. The initial search retrieved 646 papers of
which 140 were included in this study by following the defined selection strategy
through a multi-stage process. A key feature of this SLR is that it is not restricted
to a particular CPS domain. This broad scope in the search gives deeper insights
into the state-of-the-art of using MDE in CPS. Furthermore, the study presented
bibliometrics analysis to attain an understanding of the active researchers,
publication trends per year, and publication venues in the area. Findings
contribute new knowledge that can be used to improve CPS development using
MDE.

The study points out that MDE for CPS is an active research area with an
increasing number of publications over the years. Results showed that conferences
account for the most frequently used publication venue. In terms of CPS domains,
smart manufacturing is the most addressed CPS domain. Furthermore, the study
showed areas that have been covered, and approaches, techniques, languages, and
tools proposed. Regarding the CPS components, the effort was mostly put on the
cyber and physical components, where the other components (sensors, network,
actuator) did not get much attention. Study results revealed that solutions based on

UML and Eclipse-based tools were mostly preferred.

Finally, the study also provided guidelines for assisting researchers to plan
future work by pointing out research areas which need more attention. For
instance, designing and modeling actuator used in CPS, code generation for an
actuator, verification of actuator code, conducting an empirical evaluation, and

developing domain-specific simulation tools required further investigation.
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Appendix 1: modeling activities, employed modeling approaches in each activity and their

corresponding studies.

Activity

Approach

Relevant studies

DSL

[5, 7, 132, 63, 118, 20, 104, 47]

Metamodeling

[67, 31, 32, 81, 23, 11, 66, 30]

Model-based approach

[41, 19, 24, 125, 107, 98, 85]

Component based approach

[91, 70, 103]

UML [120]

equation based [81, 58]
Development petri nets [99]

Integrated approaches [138, 18]

architecture based approach | [92, 43]

Aspect-Oriented approach [71]

Process based modeling [44]

text based modeling [88]

Other [121, 99]

DSL [119, 4, 34]

Metamodeling

[110, 32, 21, 83, 139, 69]

Model-based approach

[35, 24, 82, 123, 87, 37]

Component based approach

[110, 61]

UML

[36, 34, 8, 28]

Analysis equation based [119, 105, 130]
petri nets [105, 72, 17, 52, 55]
Simulation [73, 89]
Integrated approaches [136, 135, 42, 94]
Aspect-Oriented approach [105]
Other [129, 3, 52]
DSL [5, 77, 40, 133, 13]
Model-based approach [95, 62, 123, 128, 33]
Component based approach | [97, 113]
Simulation [112, 79, 60]
UML [140]

V&V equation based [112, 102]
petri nets [48]
Ontology based [75, 25]
architecture based approach | [49]
Process based modeling [45]
Other [133, 90]
Metamodeling [2, 78, 76]
Model-based approach [22, 9]
Component based approach | [50, 53]

Security Simulation [54, 60, 106]
UML [39, 84]
equation based [93]
petri nets [72, 26]
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Integrated approaches [65]
pattern-based modeling [84, 117]
text based modeling [108]
Other [131]
DSL [86, 63, 10, 114]
Metamodeling [80, 29]
Model-based approach [95]
. . Component based approach | [137, 68]
Simulation Simulation [80, 60, 68, 127, 124, 12, 96]
UML [56]
equation based [114]
Integrated approaches [18]
DSL [77]
Metamodeling [23, 14, 57]
Monitoring Model-based approach [22]
Process based modeling [14]
Other [51, 122]
UML [100]
Time text based modeling [88]
Aspect-Oriented approach [134]
Process based modeling [45]
Metamodeling [76]
Adaptability component based approach | [38]
equation based [102]
Correctness comp_onent based approach | [46, 16]
equation based [74]
Integrated approaches [136]
Integration model-based approach [125]
Other [129]
Efficiency Ontology based [75]
component based approach | [46]
Flexibility model-based approach [15]
component based approach | [111]
P UML [1]
Failure identification Ontology based 1]
Uncertainty Other [27, 64]
Complexity Metamodeling [111]
dependability UML [109]
performance model-based approach [22]
Reliability Simulation [54]
resilience Other [122]
self-assessment model-based approach [22]
Test case Generation model-based approach [115]
contingency assessment | equation based [130]
Fault tolerance equation based [102]
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Decision making support | Ontology based | [101]

Appendix 2: Used languages/frameworks for developing DSMLs, Metamodels, or tools

Type Used tool/language Relevant studies
DSML EMF [5, 77, 118]
Acceleo [77]
GEMOC [47]
GME [119, 132, 63, 10, 114, 133, 4]
GReAT [10, 114, 133]
Kermeta [47]
OCL [5, 77]
Papyrus [7]
Simulink [118]
Xtext [86, 104]
WebGME [20]
Sirius [47]
Metamodel EMF [116, 2, 15, 56, 111, 139]
ADOXx [76]
GME [78]
GEMOC [56]
KMF [51]
ISA95 and ISA88 based [57]
UML [76, 31, 32, 120, 83, 134, 69, 30, 1]
SysML [25, 11]
Xtext [56]
Sirius [56]
- [140, 131]
Extension UML [36]
BPMN 2.0 [44]
- [14, 53]
Tool EMF [68]
Sirius [68]
Acceleo [68]
Python [6]
ADOXX [126]
OSATE [41, 42]
0AW [19]
Java [60, 115]
MetaEdit+ [23]
Papyrus [127]
VC++.NET [70]
UML [98]
- [59, 95, 122, 45, 37, 66]




