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ABSTRACT

VENDOR LOCATION PROBLEM

Yüce Çınar

M.S. in Industrial Engineering

Supervisor: Assoc. Prof. Hande Yaman

July, 2009

In this study, we aim to design a distribution system with the following com-

ponents: the location of vendors, the number of vendors, the service region of

the vendors, the number of vehicles and workers, and the assignment of demand

points to these vendors and vehicles. We define our problem as a two-level ca-

pacitated discrete facility location problem with minimum profit constraints and

call it Vendor Location Problem. In order to formulate the problem, two different

objective functions are used: vendors’s profit maximization and maximization of

the demand covered. Integer linear programs for these two versions of the prob-

lem are formulated. Valid inequalities are used to strengthen the upper bounds.

Finally, the performance of these models with different parameters are compared

in terms of linear programming relaxation gap, optimality gap, CPU time, and

the number of opened nodes for four different types of instances: instances with

demand and profit which are independent of distance; profit function of distance;

demand function of distance; demand and profit function of distance.

Keywords: Vendor location, two-level capacitated facility location problem, dis-

tribution system, minimum profit constraint, valid inequalities.
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ÖZET

BAYİ YER SEÇİMİ PROBLEMİ

Yüce Çınar

Endüstri Mühendisliği, Yüksek Lisans

Tez Yöneticisi: Doç. Dr. Hande Yaman

Temmuz, 2009

Bu tez çalışması; bir firmanın bayileri için yer seçimi, bayi sayısı, bayi çalışan

ve araç sayıları ile müşterilerin bayilere ve araçlara atanması kararlarını içeren bir

dağıtım sistemi tasarımını amaçlamıştır. Problem literatürdeki iki aşamalı ve kap-

asiteli kesikli tesis yerleşim problemi olarak tanımlanmış ve Bayi Yer Seçimi Prob-

lemi olarak adlandırılmıştır. Bayi karını ve servis edilen talebi enbüyültmek ol-

mak üzere iki farklı amaç fonksiyonu tanımlanmış ve bu iki problem için doğrusal

tamsayı programları sunulmuştur. Geçerli eşitsizlikler eklenerek problemlerin üst

limitleri düşürülmüş ve problemler çözümlenmiştir. Ayrıca, sayısal deneyler için

dört farklı örnek grubu oluşturulmuştur: uzaklıktan bağımsız kar ve talep fonksiy-

onlarını; uzaklığa bağlı kar fonksiyonunu; uzaklığa bağlı talep fonksiyonunu;

uzaklığa bağlı kar ve talep fonksiyonlarını içeren örnekler. Modeller oluşturulan

örnek gruplarında parametreleri değiştirilerek doğrusal gevşetme farkı, eniyilik

farkı, CPU süresi ve açılan düğüm sayısı bakımından karsılaştırılmıştır.

Anahtar sözcükler : Bayi yer seçimi, iki aşamalı kapasiteli tesis yerleşim problemi,

dağıtım sistemi, minimum kar kısıtı, geçerli eşitsizlikler.
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Chapter 1

INTRODUCTION

Recently, the importance of customer satisfaction has increased dramatically for

the firms in the service sector. One of the key factor that has a big impact on cus-

tomer satisfaction is the service time. Therefore, these firms pay more attention

to production, logistics, and distribution management to create a competitive

advantage over their competitors. Hence, vendor location decisions become an

important component as a management concept that affect the service time ex-

cessively. Moreover, the design of distribution system is typically a costly and

time-sensitive project. The main factors to be determined before locating facilities

are the area of the location, the number of facilities, and capacity specifications.

In this thesis, we aim to design the distribution system for firms, which sell

their products through vendors. This system design problem includes the decision

on the location of their vendors, the service region of each vendor, the number of

vehicles and workers for each vendor, and the assignments of customers to these

vendors and vehicles. Customer/ demand point and facility/ vendor are used

interchangeably hereafter.
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1.1 Motivation

We consider a discrete facility location problem encountered by one of the major

demijohn water sellers in Ankara. A few years ago, the company decided to intro-

duce its own brand and wanted to locate a number of vendors and to determine

disjoint sales regions for its vendors in a way that each vendor can achieve at

least a minimum level of profit.

The sales of demijohn water works on a kind of membership of customers.

Every brand has its own bottles. A customer who wants to buy the product of

a given brand is charged for the first bottle. After the first purchase, the empty

bottle is changed with a full bottle, and the customer is only charged as much

as the price of the water. This discourages customers from switching frequently

from a brand to another.

Before the company introduced its product, a detailed market analysis has

been conducted to determine the criteria that the customers use in deciding which

brand to buy and to forecast the demand for the new product. It has been

observed that the customers valued the most, the quality of the water (taste,

hygiene, chemical composition etc.) and the quality of the service. The quality of

the service was strongly related to service times and the satisfaction was affected

by the presence of competitors in the same region who could provide shorter

service times.

It was concluded that the number of customers that the company could attract

from a given region depended highly on the distance between the region and the

vendor to which this region would be assigned to and the distances between the

region and the vendors of competitor brands. Hence opening vendors at many

locations could increase the market share of the company. However this could

result in vendors with insufficient sales to achieve at least a minimum level of

profit.

The distribution system of the company is depicted in Figure 1.1.
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Figure 1.1: The Distribution System

1.2 Problem Definition

We aim to establish a distribution system for companies by deciding where to

locate their vendors, the number of vehicles for each vendor as well as the assign-

ment of customers to these vendors and vehicles.

We define the Vendor Location Problem (VLP) as follows. We are given a

set of demand points which correspond to population zones and a set of possible

locations for vendors. For each vendor, there is a maximum number of vehicles

that this vendor can use. We are given the fixed cost of operating a vendor office

(rent, insurance, salaries of employees at office etc.) at a given location and the
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cost (including the salary of the driver) and capacity of a vehicle.

For a given demand point, there is a set of eligible vendors that can serve this

demand point. Demands of demand points change according to the proximity to

vendors and also the proximity of other brands’ vendors in the region. Hence, the

demand and the profit (sales revenue minus the transportation cost) a demand

point generates depends on the vendor that serves it.

Now, the VLP is to locate a given number of vendors and to assign each

demand point to at most one vehicle of an eligible vendor such that capacities

of vehicles are not exceeded and each vendor achieves a minimum level of profit.

We consider two objective functions. In ProfitVLP, the aim is to maximize the

total profit and in CoverageVLP, the aim is to maximize the coverage, i.e., the

total demand served.

1.3 Contribution

In this study, we introduce two new two-level facility location problems, namely

ProfitVLP and CoverageVLP, that are motivated by a real life problem. Differ-

ent from the classical facility location problems, here we have minimum profit

constraints for open facilities and capacity constraints for their vehicles. We in-

vestigate the computational complexity of these problems and prove that they are

strongly NP-hard. We propose integer programming formulations, valid inequal-

ities and extra constraints to be able to use the cutting planes of off-the-shelf

integer programming solvers. We report the outcomes of a computational study

where we used four types of instances which differ in their demand and profit

functions. We investigate the effect of valid inequalities on linear programming

relaxation bounds and solution times for these different types of instances. Fi-

nally, we analyze the optimal solutions of ProfitVLP and CoverageVLP and report

how the differences in demand and profit functions effect the locations of facilities

and their service regions for an example problem.
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1.4 Contents

The remainder of the thesis is organized as follows:

In Chapter 2, we give information on two companies that use vendors for sales.

In Chapter 3, we provide a review of the literature in facility location problems

by comparing our problem with these problems.

In Chapter 4, we formally define our problem and then propose an integer

linear program to solve the problem exactly.

In Chapter 5, we derive some valid inequalities to strengthen the models

presented in Chapter 4.

In Chapter 6, we will present four types of instances. Experimental results

related with valid inequalities are given and discussed by comparing the models

with each other.

In Chapter 7, we conclude the thesis by giving an overall summary of our

contribution to the existing literature and list some possible future research di-

rections.



Chapter 2

VENDOR SYSTEM IN

TURKEY

We have interviewed two different firms which sell their products through ven-

dors. The first company is in LPG (Liquefied Petroleum Gas) cylinder market in

Turkey. The other one is a beverage company, who produces 19 L HOD-Demijohn

water. Since we are not allowed to use their brand names, we call them as Com-

pany X and Y, respectively. In the following two sections, we give some general

information about these companies and their vendor systems.

2.1 LPG Company

LPG cylinder companies sell their products through vendors. Distribution net-

work is the most important issue to attract customers and meet customer satis-

faction for this kind of companies.

The distribution network is composed of filling facilities and vendors. Vendors

prefer managing the logistics by their own, although Company X provides free

logistics. The reason behind it is that vendors want to order the products in the

specified amount and time based on their needs rather than the fixed amount and

6
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time the distribution centers determine. The vendors close to the filling facilities

do not tend to keep inventory.

The distribution of the products to the customers depends on the type of

customer. Customers of Company X can be categorized into three segments

as individual subscribers, corporate customers, and the customers of secondary

vendors. Individual and corporate customers make a phone call to make an order

and the vendors bring their products via their own vehicles to replace the empty

LPG cylinders with full ones. However, secondary vendors meet the demand of

people in villages or suburbs without taking any order. Besides, in suburbs, the

vehicles go around with the company’s jingle to capture the consumer.

To locate the vendors, Company X does not take into account the distance

between vendors. Therefore, customers sometimes complain about the imbalance

of delivery time of each vendor. Since they have no region division for the vendors,

customers are free to choose their own vendors. Sometimes, this leads to long

delivery times and high transportation costs.

The most important factor affecting the delivery time is the number of vehi-

cles. The number of vehicles each vendor has is not determined by company X

and it changes from region to region. As vendors patronize more customers, the

need for an extra vehicle occurs. Vendors assign one more vehicle as a result of

increase in the complaints from customers about the delivery time. The aim of

Company X is to minimize the number of vehicles without decreasing the service

quality.

The customers mainly make their decisions for which brand to choose accord-

ing to three criteria: reliability that comes from the name of the brand, price,

and delivery time. The aim of the company is to keep the lead time of delivery

of products below half an hour, but it changes between 20 and 60 minutes due to

the reasons mentioned above.

If a vendor cannot compensate its costs and make enough profit due to de-

crease in demand, then it has to be merged with one of the neighboring vendors.
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It may happen that Company X locates its vendors in the same area and this

may create serious risk in terms of vendor’s profitability and customer satisfaction.

This can cause a vendor to be out of business since it is not possible to cover the

costs. In 2008, seven vendors closed their businesses, and three vendors were

merged to compensate the costs.

2.2 Demijohn Water Company

One of the most proper example for selling products through vendors is demijohn

water companies. In Turkey, there are more than 400 brands in the demijohn

sector. To understand the vendor system, we interviewed one of these brands,

which we call Company Y.

The distribution network of Company Y has distribution centers in cities who

supply demijohns for vendors. There are two distribution centers in Ankara: the

east region distribution center and the west region distribution center. Each of

these centers provides supply to 17 vendors. The separation is based on the

amount of demand and region.

These distribution centers order demijohn waters to the company once a day.

The delivery time for demijohns for reaching the distribution centers from the

factory is 24 hours. Vendors give their orders to the distribution centers at the

end of the working day to have the products at the beginning of the next day.

Generally, the distribution center is responsible for logistics of the demijohns

to the vendors, unless the vendor is willing to receive from the stock warehouse

thanks to the proximity. The west distribution center has 4 trucks with capacities

100, 300, 450, and 700 demijohns. Most of the time, one trip per truck per day

is enough, if necessary they assign the trucks for a second trip through a day,

starting with the smallest truck. Distribution centers have the safety stock which

is enough for a daily demand. The sale of a distribution center is 2300- 2500

demijohns per day on the average. It can change in the range of 10% and 15%.
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Vendors are responsible to deliver products to customers via their own vehi-

cles. The process of receiving an order from a customer starts when the customer

calls the responsible vendor to leave a message of his/her request to the vendor’s

computer. Then, the request is directed to the deliveryman who is responsible

for that region. The deliveryman brings the full bottle to the customer’s adress

and takes the empty bottle to take it back to the vendor.

The service regions of the vendors are strictly separated from each other and

the vendors are prohibited to serve in an other vendor’s district. Company decides

about the vendor locations with respect to the demands of the regions. First, they

choose elite districts to serve and then they decide about the remaining regions.

Moreover, the region of the each vendor’s vehicles is also determined and

even if the delivery takes less time, customers of a deliveryman cannot be served

by another deliveryman working for the same vendor. To shorten the delivery

time and to minimize the transportation cost, vehicles assigned to each part of

the vendor’s region have specific points to wait in their service area. They are

not allowed to return back to their vendors during the day before finishing all

demijohns loaded on their vehicles.

Another important issue is to decide about the number of vehicles since it

affects the delivery time. In the demijohn water sector, each vendor has a different

number of vehicles. Regarding that shipping 50-60 demijohns in a day is ideal

and more than 80-90 can be shipped by a vehicle, the vendor starts with a vehicle

at first. As the vendor patronizes more customers, they augment the number of

vehicles in order to have acceptable delivery time.

One of the distribution centers of Company Y has vendors with 1 to 6 vehicles

that can be loaded 3 times and accomplish at most 3 tours in a day. The average

number of vendor’s vehicles is 3. If a vendor cannot afford to buy more vehicles

and demand cannot be met within reasonable service times, the need for an extra

vendor in that region occurs. This is called ”vendor split”. Each vendor has

to compensate its cost and to continue his business. If a customer is far from

the other customers of the vendor, advertisements or promotions are applied

to capture more customers at that region to cover the costs. The vendor does
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not accept the demand if there is still not enough demand in that direction to

compensate its own cost.

Although the number of vehicles and delivery times are crucial for vendors to

attract the customers, Company Y does not control vendors in terms of delivery

time, unless customers deliver a complaint to the company. However, the sales of

vendors are inspected and necessary precautions are taken if any loss occurs. In

addition to this, Company Y follows the shifts to other brands and tries to get

information which other brands customers prefer to Company Y.

Apart from the delivery time, the reasons customers choose the specific brand

of demijohn water are reliability of the brand, price, taste, and some emotional

factors. For example, the deliveryman has an affect on the process of deciding the

demijohn water to buy. They are strictly prohibited to enter customer’s house

and must be neat. Moreover, customers in Turkey are not tightly coupled with a

brand. The regions with well-educated customers have steady sales. However, the

demand of less-educated customers is more sensitive due to promotions, free-of-

charge exchange demijohns or campaigns. The importance given to price differs

according to region.



Chapter 3

LITERATURE SURVEY

There is a wide variety of location problems in the literature. Generally, distri-

bution, transportation and telecommunication are the most important areas for

facility location problems. The need for locating facilities arises both in private

and public sector. In private sector, industrial firms, retail facilities or banks have

to locate their facilities and for the latter one, government agencies decide on the

location of schools, hospitals, fire stations, and ambulances.

Location Problems were first introduced in 1909 by Alfred Weber [19] who

studied the problem of locating a warehouse in the plane on which the customers

are spatially distributed with the objective of minimizing the total walking dis-

tance of customers to the facility. More realistic models and algorithms were

introduced in the mid-1960s.

Facility Location Problems can be classified regarding various criteria. Klose

and Drexl [14] classified facility location problems using the following criteria:

1. The space of location designs

Location problems are divided into two groups according to the space of

d-dimensional real space and network location space. Both two groups

are subdivided into continuous and discrete location problems. In location

problems with continuous space, facilities can be located anywhere in the

11
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space or on the network. However, facilities are sited at the points in a

finite set in discrete location problems.

ReVelle and Eiselt [15] stated in their survey that distances in real spaces

are often calculated using metric Minkowski distances. The most focused

distance types are Rectilinear distances, Euclidean metric and Chebyshev

metric.

In network location problems, shorthest path is the method for calculating

the distance between nodes which presented by Dijkstra [9].

Our problem is a discrete location problem in 2-dimensional real space and

we use Euclidean metric to compute the distances between facilities and

customers.

2. Classes of location objectives

Eiselt and Laporte [10] examined different objective functions for location

models. They categorized objective functions into three groups: pull, push

and balance objectives. First, if the aim is to locate facilites close to the

customers, it is a pull objective. Minisum, maximum capture, minimax

and covering problems are the major classes of problems of pull objec-

tives. When the aim is to maximize sales, revenue and customers captured,

maximum capture objectives arise. If the issue is to minimize the max-

imum distance, minimax objectives are used. Max cover and min (cost)

cover problems are the two version of covering objectives. In max cover

problems, the idea is that facilities are located to maximize the demand

captured with a fixed number of facilities. Min (cost) cover problems aim

to cover the whole demand with a variable number of facilites by satisfying

the distance constraint.

Push objectives aims to locate undesirable facilities. Finally, balance objec-

tives try to balance distances between facilites and customers, i.e., minimize

the variability of the distribution of distances.

Generally, public sector aims to increase the accessibility of facilities e.g.,

minimizing the maximum distance between facilities and customers. How-

ever, private sector chooses to maximize profits or minimize cost. We define
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two objective functions including both two groups for our problem: maxi-

mizing profit and maximizing coverage.

3. Product type

Problems can include single-product or multi-product. In single-product

models, there is a homogeneous product which does not differ in terms of

cost, quality, capacity or demand attributes. All products are homogeneous

in our problem.

4. Demand type

In location problems, demand can be classified as elastic and inelastic de-

mand. In inelastic demand, spatial decision does not influence demand.

On the contrary, if demand is elastic, it may change according to proxim-

ity. Elastic demand is usually a component of competitive facility location

problems.

In Competitive location, private sectors’ organizations struggle to be close

to the customers in order to attract them to their retailers. Characteristics

of this problem are various and one of the important component is objective

function which is generally based on the utility function. Aboolian et al. [2]

suggested a spatial interaction model with multiple facilities, elastic con-

cave demand and multiple design characteristics for competitive location

problem. They solved the model for a real life example to locate a set of re-

tail facilities in Toronto, Canada. They used Tangent- Line Approximation

(TLA) by adopting the piecewise linear function to linearize the nonlinear

concave model for medium-size instances. They also developed an ascent

heuristic for larger problems.

Berman and Drezner [4] studied the multiple facility location problem on

a network. They define stochastic demand function as distance dependent,

that is to say, it decreases as distance increases. Their objective function

is to maximize the demand. They developed heuristic algorithms that are

ascent algorithm, tabu search and simulated annealing and concluded that

the best approach is simulated annealing.
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We model both the demand and the profit as a function of distance. In con-

trast to these studies mentioned above, we model demand using a piecewise

linear function.

5. Planning period and data type

In facility location problems, static and dynamic models are studied in the

literature. Static models optimize the system for a time period. In dynamic

models, multiple periods are considered, data varies over time and it is

possible to relocate the system components in the given planning horizon.

Our problem is a static location problem.

In terms of certainty, static models can be divided into deterministic and

probabilistic models. Deterministic models ignore the uncertainty. How-

ever, probabilistic models’ data is not known with certainty.

Brotcorne et al. [5] worked on ambulance location and relocation models.

After they mentioned how the emergency services operate, they presented

static and dynamic models for ambulance location problems. They con-

cluded that fast heuristics and sufficient computing power make the dy-

namic models useful in real life. The Location Set Covering Model (LSCM)

of Toregas et al. [18] aimed to minimize the number of ambulances so as to

cover all demand points. The objective of Maximal covering location prob-

lem (MCLP) studied by Church and ReVelle [7] is to maximize coverage

with limited resource available.

6. Routing

ReVelle and Laporte [16] presented Location Routing Problems considered

as plant location problems with spatial interaction. These models simulta-

neously locate facilities and construct routes of delivery and/or collection.

There are the Median Tour (MTP) and Covering Tour Problems (CTP),

the Newspaper Delivery Problem (NDP) and Multiple Tour Plant Location

Problems (MTLP) in this category. The Median Tour Problem introduced

by Current and Schilling [8] is the extension of the Generalized Traveling

Salesman Problem. Its objective is to minimize both the length of the

Hamiltonian tour among facilities and the sum of radial distances between



CHAPTER 3. LITERATURE SURVEY 15

remaining sites and the closest facility. Current and Schilling [8] works on

Covering Tour Problem which is a version of MTP. Mailbox location is the

application of MTP and CTP.

In the Newspaper Delivery Problem, Jacobsen and Madsen [13] aimed to

minimize the total length of all tours. Primary tours through a subset of

sites and secondary tours associating sites to the primary tours are com-

puted.

Finally, Multiple Tour Plant Location Problem corresponds the NDP, but

there are no tours between facilities and there is a fixed charge for opening

facilities.

Although our problem includes delivery/collection process, we cannot con-

struct a route for vehicles as in the case of MTP, CTP, NDP and MTLP,

since customer’s order triggers the delivery/collection process.

7. Capacity constraints

If the model has no capacity constraints, it is called uncapacitated facility

location problem (UFLP). If facilities have capacity constraints, then the

problem is called capacitated facility location problem (CFLP).

Models with capacity constraints are separated into two groups: single-

source and multiple-source. In capacitated facility location problems with

single-source, each customer has to be served by only one facility.

In the literature, one of the common way of solving CFLP is to use La-

grangian Heuristics. Holmberg et al. [12] suggested a Lagrangian Heuris-

tic including a strong primal heuristic and a branch-and-bound for CFLP

with single sourcing (SSCFLP). They use subgradient optimization in La-

grangian Heuristic and repeated matching in primal heuristic. To relax the

set of constraints, they chose assignment constraints, so they worked on

knapsack problems. They concluded that Primal heuristic with Lagrangian

relaxation is a very efficient method since Lagrangian relaxation provides

strong lower bounds and primal heuristic finds optimal or near optimal

solutions quickly.
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In our problem, vehicles of vendors have capacity limits, so our problem is

capacitated.

Albareda et al. [3] introduced a new problem called Capacity and Distance

Constrained Plant Location Problem (CDCPLP) which is an extension of

discrete capacitated plant location problem. They propose mathematical

formulations and a solution technique for this problem. Their problem has

the following properties:

• After customers are assigned to facilities, each customer is also assigned

to a vehicle.

• There are plant capacities and upper bounds on the total distance

traveled by each vehicle.

• Demands are not divisible.

They proposed alternative mathematical models that minimize the total

cost: the fixed cost for opening plants, the vehicle utilization cost and the

assignment cost. They add some inequalities to their first alternative to

avoid symmetries that arise since vehicles are identical.

In the first model, they suggested a bilevel model that minimizes required

the vehicles to satisfy the assigned customer demands by separating the

problem to Bin Packing Problems.

Second, they proposed a relaxed model for CDCPLP to generate good lower

bounds by changing the capacity constraints with surrogate aggregated ca-

pacity constraints and adding valid inequalities. They improve tabu search

based heuristic with three levels of search: plant-level, assignment level and

packing-level. The results show that tabu search heuristic provides optimal

or near optimal solutions within reasonable computational times.

Our problem is related with CDCPLP in many points. VLP has simi-

lar properties mentioned above except the second item. In our problem,

not facilities but vehicles have capacity limits and we do not set upper

bounds on total distances traveled. Besides, we have an additional con-

straint which provides the minimum profit of each vendor. Although we
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have no constraint on total distance traveled, demands are decreasing as

distance between vendors and demand points is increasing in VLP. Fur-

thermore, we set a distance restriction for each vendor that is allowed to

serve a customer.

8. Hierarchical stages

Hierarchical location problems occur in many areas such as health care,

industrial and telecommunication network contexts. In industrial context,

goods start to move from manufacturing plants to warehouses and from

warehouses to demand points. Although supply chain concept comes up

at this point, the difference between supply chain and location problems is

that primary consideration is to focus on the design and secondary issue is

operation in location problems like as in hierarchical location problems.

In hierarchical facility location problems, there are k levels representing the

different type of facilites having interaction. Şahin and Süral [17] reviewed

the hierarchical facility location problems. First, they focused on four at-

tributes of this type of problems: flow-pattern, service varieties, spatial

configuration and objective. According to these attributes, they mention

the real life applications of hierarchical facility location problems such as

healthcare system, solid waste management system, production-distribution

system, education system, emergency medical service (EMS) system and

telecommunication networks. They give mathematical formulations of these

problems based on above attributes and solution methods.

Our problem can be seen as a hierarchial facility location problem where

customers are level 0, vehicles are level 1 and vendors are level 2. According

to the attributes they defined, our problem is single-flow, since a customer

to be served by the highest-level facility goes to a level 1 first and then

passes through level 2 which is a vendor. Moreover, our problem is non-

nested in terms of service varieties, since facilities at each level offer different

services. According to spatial configuration, our system is coherent, because

each vehicle belongs to a vendor.

Another study about hierarchical facility location problem was conducted

by Aardal et al. [1]. They studied the two-level uncapacitated facility
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location (TUFL) problem. After they improved for multi-commodity flow

formulations of TUFL, they compared them with one-level uncapacitated

facility location problem. They presented new families of facets and valid

inequalities for TUFL. They discussed useful inequalities for computational

purposes for alternative models they developed.

Moreover, Chardaire et al. [6] also studied hierarchical facility location

problem. They presented upper and lower bounds for the two-level sim-

ple plant location problem. They characterized their problem for two-level

concentrator access network in telecommunications industry. First, they in-

troduce a simplified version of the two-level simple plant location problem.

They assumed that there is no capacity constraint and all concentrators are

of the same type. They developed an effective simulated annealing algo-

rithm for this model to improve some of the upper bounds of Lagrangian

relaxation algorithm. Then, they presented improved model formulation for

the two-level simple plant location problem. Although both formulations’

linear programming relaxation have the same optimal value, improved for-

mulation was tightened using a family of polyhedral cuts that define facets

of the convex hull of integer solutions.

Our formulations are an extension of the formulations presented in the two

papers mentioned above. We have additional constraints which are capacity

and minimum profit.



Chapter 4

MODEL DEVELOPMENT AND

COMPLEXITY

In this chapter, we introduce the notation and then present formulations for our

problem. Then we prove that both problems are strongly NP-hard.

4.1 Notation and Parameters

Let I be the set of demand points and J be the set of possible locations for

vendors. For a demand point i ∈ I, Ji is the set of vendors that can serve i. In

our problem, we define Ji to be the set of vendors whose travel time i does not

exceed a given bound. We also define Ij = {i ∈ I : j ∈ Ji} for j ∈ J .

We denote with fj the fixed cost of the vendor office and with vj the fixed

cost of a vehicle for a vendor located at j ∈ J . We define ρmin to be the minimum

profit a vendor should achieve.

We denote with p the number of vendors to be located. The vendor at location

j ∈ J may have up to kmax
j vehicles. Let Kj = {1, . . . , kmax

j } for j ∈ J . The

capacity of a vehicle is equal to γ.
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Demand point i ∈ I has demand qij and generates profit ρij if it is served by

the vendor at location j ∈ Ji.

4.2 Decision Variables

After defining the parameters, we introduce the decision variables used to formu-

late the problem. We define y variables to open facilities, z variables to indicate

a purchase of a vehicle for facilities, and finally x variables to assign customers

to facilities and vehicles.

xijk :=

{
1, if demand point i is assigned to vehicle k of vendor j

0, o.w

∀i ∈ I, j ∈ Ji, k ∈ Kj

zjk :=

{
1, if vendor j uses vehicle k

0, o.w

∀j ∈ J, k ∈ Kj

yj :=

{
1, if a vendor is located at location j

0, o.w

∀j ∈ J.

4.3 Objective Functions

We have two different objective functions. First one is:

max
∑

i∈I

∑
j∈Ji

∑
k∈Kj

ρijxijk −
∑

j∈J

∑
k∈Kj

vjzjk −
∑

j∈J fjyj.

First objective function aims to maximize profit, which consists of three terms:

the revenue of facilites after deducting the transportation cost between demand

points and facilites, the fixed vehicle cost, and the fixed facility cost.
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Our second objective function which is to maximize the coverage of demand

is the following:

max
∑

i∈I

∑
j∈Ji

∑
k∈Kj

qijxijk.

4.4 Constraints

Constraints of our model are as follows.

∑
j∈Ji

∑
k∈Kj

xijk ≤ 1 ∀i ∈ I (4.1)

∑
j∈J

yj = p (4.2)

∑
k∈Kj

xijk ≤ yj ∀i ∈ I, j ∈ Ji (4.3)

∑
i∈Ij

qijxijk ≤ γzjk ∀j ∈ J, k ∈ Kj (4.4)

∑
i∈Ij

ρij

∑
k∈Kj

xijk ≥
∑
k∈Kj

vjzjk + (ρmin + fj)yj ∀j ∈ J (4.5)

xijk ∈ {0, 1} ∀i ∈ I, j ∈ Ji, k ∈ Kj (4.6)

zjk ∈ {0, 1} ∀j ∈ J, k ∈ Kj (4.7)

yj ∈ {0, 1} ∀j ∈ J. (4.8)

Constraints (4.1) ensure that a demand point is assigned to at most one vehicle

of one eligible vendor. Constraint (4.2) states that the number of vendors to be

located is p. If a vendor is not located at a given location, then a demand point

cannot be served by any of its vehicles due to constraints (4.3). Constraints (4.4)

are capacity constraints for vehicles. At the same time, they ensure that demand

points are not assigned to vehicles which are not in use. Constraints (4.5) ensure

that each vendor makes a profit of at least ρmin units.
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Constraint (4.6), Constraint (4.7) and Constraint (4.8) are binary constraints

for the variables x, y, z.

Moreover, there is the additional restriction that if a vendor is located at a

given demand point, then the demand of this point should be served by itself. To

handle this, we added the constraint

∑
k∈Kj

xjjk = yj ∀j ∈ J. (4.9)

Since the vehicles are identical, there is symmetry in the set of feasible solu-

tions and multiple representations for the same solution. To reduce this symme-

try, following constraints can be added:

zj = xjj1 ∀j ∈ Ji (4.10)

xjj1 = yj1 ∀j ∈ Ji. (4.11)

As a result, we have the following integer linear programming formulations:

ProfitVLP

max
∑

i∈I

∑
j∈Ji

∑
k∈Kj

ρijxijk −
∑

j∈J

∑
k∈Kj

vjzjk −
∑

j∈J fjyj

s.t.

s.t. (4.1)-(4.11).

CoverageVLP

max
∑

i∈I

∑
j∈Ji

∑
k∈Kj

qijxijk

s.t.
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s.t. (4.1)-(4.11).

4.5 Complexity

Now, we investigate the complexity of the problems.

Theorem 1. ProfitVLP and CoverageVLP are strongly NP-hard.

Proof. We prove that decision versions of ProfitVLP and CoverageVLP are

NP-complete in the strong sense by a reduction from the decision version of the

bin packing problem.

Given a finite set of items U , a size si ∈ Z+ for each i ∈ U , a positive integer

bin capacity B and a positive integer κ, the decision version of the bin packing

problem is defined as follows. Is there a partition of set U into U1, . . . , Uκ such

that
∑

i∈Uu
si ≤ B for all u = 1, . . . , κ? This problem is NP-complete in the

strong sense (see problem [SR1] in Garey and Johnson [11]).

First remark that when vj = fj = 0 for all j ∈ J and ρij = qij for all i ∈ I and

j ∈ Ji, problems ProfitVLP and CoverageVLP become the same problem. Hence

in the remaining part of the proof, we only consider CoverageVLP.

We define the decision version of CoverageVLP as follows. Given the parame-

ters of the problem and a positive constant Φ, does there exist a feasible solution

with coverage at least Φ? This problem is in NP.

Given an instance of the bin packing problem, let J be a singleton, I = I1 = U ,

p = 1, v1 = 0, f1 = 0, ρmin = 0, kmax
1 = κ, ρi1 = qi1 = si for i ∈ I, γ = B,

Φ =
∑

i∈I qi1. Now there exists a solution to the decision version of the bin

packing problem if and only if there exists a solution to the decision version of

CoverageVLP. Hence, the decision version of CoverageVLP is NP-complete in the

strong sense. �



Chapter 5

VALID INEQUALITIES

In this chapter, we propose some valid inequalities for both versions of the VLP.

Let F be the set of solutions that satisfy constraints (4.1)-(4.11). We use some

substructures in the formulation to derive our valid inequalities.

5.1 Lower bounds on the number of vehicles

Albareda-Sambola et al.[3] propose the optimality cuts
∑

k∈Kj
zjk ≥ yj for j ∈ J .

These inequalities imply that if a vendor is located then it should use at least one

vehicle. In our problem, since we have minimum profit constraints, in some cases

we can obtain tighter bounds on the number of vehicles to be used by a vendor.

Besides the resulting inequalities are valid inequalities.
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For j ∈ J and a positive integer m, consider the following problem:

δj(m) = max
∑
i∈Ij

m∑
k=1

ρijαik −
m∑

k=1

vjβk − fj

s.t.
m∑

k=1

αik ≤ 1 ∀i ∈ Ij∑
i∈Ij

qijαik ≤ γβk ∀k = 1, . . . ,m

αik ∈ {0, 1} ∀i ∈ Ij, k = 1, . . . ,m

βk ∈ {0, 1} ∀k = 1, . . . ,m.

This problem maximizes the total profit for vendor j if vendor j can use at

most m vehicles. Let mj be the smallest integer with δj(mj) ≥ ρmin. Then for

vendor j to achieve a minimum level of profit of ρmin units, it should have at

least mj vehicles. If mj is a positive integer which is less than or equal to kmax
j ,

then the inequality
∑

k∈Kj
zjk ≥ mjyj is a valid inequality. If mj does not exist

or if mj > kmax
j , then vendor j cannot be profitable. Hence we can set yj = 0.

The above problem is a single sourcing capacitated facility location problem

which is an NP-hard problem. As a result, computing the δj(m) values may be

quite time consuming. Hence we propose a way of computing lower bounds on

mj values.

Proposition 1. Let j ∈ J and σj = maxi∈Ij

ρij

qij
. The inequality∑

k∈Kj

zjk ≥
⌈

ρmin + fj

σjγ − vj

⌉
yj (5.1)

is valid.

Proof. For j ∈ J , σjqij ≥ ρij for all i ∈ Ij. Multiplying constraints (4.4)

with σj and summing over k ∈ Kj yields
∑

i∈Ij
σjqij

∑
k∈Kj

xijk ≤ σjγ
∑

k∈Kj
zjk.

Since σjqij ≥ ρij for all i ∈ Ij, this implies
∑

i∈Ij
ρij

∑
k∈Kj

xijk ≤ σjγ
∑

k∈Kj
zjk.

Now combining this with constraint (4.5), we obtain

σjγ
∑
k∈Kj

zjk ≥
∑
i∈Ij

ρij

∑
k∈Kj

xijk ≥
∑
k∈Kj

vjzjk + (ρmin + fj)yj
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which gives

(σjγ − vj)
∑
k∈Kj

zjk ≥ (ρmin + fj)yj.

This implies that if yj = 1, i.e., if a vendor is located at location j, then∑
k∈Kj

zjk ≥ ρmin+fj

σjγ−vj
. Since the left hand side is integer in a feasible solution,

we can round up the right hand side. �

For j ∈ J , σj can be computed in O(|Ij|) time.

5.2 Cover inequalities for vehicle capacity con-

straints

For i ∈ I, j ∈ Ji, and k ∈ Kj, inequality

xijk ≤ zjk (5.2)

is a valid inequality. These inequalities are often dominated by cover inequalities

that may be generated using the knapsack structure of the capacity constraints

(4.4) for the vehicles. Cover inequalities that are valid for each of these knapsack

constraints are also valid for F . Let j ∈ J , k ∈ Kj, and C ⊆ Ij be such that∑
i∈C qij > γ. Then the cover inequality

∑
i∈C xijk ≤ (|C| − 1)zjk is a valid

inequality.

Most of the integer programming solvers recognize knapsack constraints and

use cover inequalities as cutting planes. So here we limit our attention to some

lifted cover inequalities that are not many in number so that they can be added

to the formulation before giving it to the solver.

For a given location j ∈ J , we first consider all demand points with demand

larger than half of the capacity of a vehicle. Then we know that at most one of

these points may be assigned to a given vehicle of vendor j. This leads to the

following set of inequalities.
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Proposition 2. For j ∈ J and k ∈ Kj, the lifted cover inequality∑
i∈Ij :qij> γ

2

xijk ≤ zjk (5.3)

is valid for F .

Proof. Easy. �

Next, we generate lifted cover inequalities for each demand point i ∈ Ij with

demand not more than half the capacity.

Proposition 3. Let i ∈ Ij be such that qij ≤ γ
2
. Define Cij = {l ∈ Ij : qij + qlj >

γ}. Then the lifted cover inequality

xijk +
∑
l∈Cij

xljk ≤ zjk (5.4)

is valid for F .

Proof. If xijk = 1, then as qij + qlj > γ for each l ∈ Cij, none of these demand

points can be served by the same vehicle. If xijk = 0, then as qlj + qmj > γ for l

and m in Cij, we know that
∑

l∈Cij
xljk ≤ zjk. �

Notice that if Cij is empty, then inequality (5.4) reduces to (5.2).

5.3 Cover inequalities for the minimum profit

constraints

Finally, we propose cover inequalities for the minimum profit constraints. This is

done by complementing sums of assignment variables and rewriting the minimum

profit constraints as 0-1 knapsack constraints.
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Proposition 4. Let j ∈ J , S1 ⊆ Ij, and S2 ⊆ Kj with |S2|vj + (ρmin + fj) >∑
i∈Ij\S1

ρij. The inequality∑
k∈S2

zjk ≤
∑
i∈S1

∑
k∈Kj

xijk + (|S2| − 1)yj (5.5)

is valid.

Proof. Let j ∈ J . For i ∈ Ij, define the variable xij = 1 −
∑

k∈Kj
xijk.

Notice that xij is a 0-1 variable. Now the minimum profit constraint (4.5) can be

rewritten as ∑
i∈Ij

ρij ≥
∑
i∈Ij

ρijxij +
∑
k∈Kj

vjzjk + (ρmin + fj)yj

which is a knapsack inequality. Suppose that yj = 1. Let S1 ⊆ Ij and S2 ⊆
Kj. If

∑
i∈S1

ρij + |S2|vj + (ρmin + fj) >
∑

i∈Ij
ρij, then the cover inequality∑

i∈S1
xij +

∑
k∈S2

zjk ≤ |S1|+ |S2| − 1 is valid.

We can rewrite this inequality as
∑

i∈S1
(1 −

∑
k∈Kj

xijk) +
∑

k∈S2
zjk ≤

|S1| + |S2| − 1 which simplifies to
∑

k∈S2
zjk ≤

∑
i∈S1

∑
k∈Kj

xijk + |S2| − 1. If

yj = 0, then xijk = 0 for all i ∈ Ij and k ∈ Kj and zjk = 0 for all k ∈ Kj. Hence

inequality (5.5) is valid. �



Chapter 6

COMPUTATIONAL RESULTS

In this chapter, we describe the test data and report the outcomes of two exper-

iments. In the first experiment, we investigate for which sizes we can solve the

formulations to optimality in reasonable times and the effect of valid inequalities

on the quality of LP relaxation upper bound and the solution times. In the sec-

ond experiment, we compare the solutions for the two versions of the problem for

different parameters.

6.1 Models

Let ProfitM0 and CoverageM0 be the models presented in Chapter 4 as ProfitVLP

and CoverageVLP respectively.

Let ProfitM1 and CoverageM1 be the models ProfitM0 and CoverageM0

strengthened with valid inequalities (5.1).

The fact that if a vendor is located at a demand point, then the point should

use its first vehicle can further be used to obtain stronger lifted cover inequalities

29
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for the first vehicles:∑
i∈Ij\{j}:qij+qjj>γ

xij1 = 0 ∀j ∈ J (6.1)

∑
i∈Ij\{j}:qij>

γ−qjj
2

xij1 ≤ zj1 ∀j ∈ J (6.2)

xij1 +
∑

l∈Ij\{j}:qij+qlj>γ−qjj

xlj1 ≤ zj1 ∀j ∈ J, i ∈ Ij \ {j} : qij ≤
γ − qjj

2
(6.3)

We add the above cover inequalities for the first vehicles and inequalities (5.3)

and (5.4) for the remaining vehicles to models ProfitM1 and CoverageM1 and call

the resulting models ProfitM2 and CoverageM2, respectively.

Moreover, we remove constraints (4.5) from models ProfitM2 and CoverageM2

and add the following variables and constraints to obtain models ProfitM3 and

CoverageM3:

xij = 1−
∑
k∈Kj

xijk ∀i ∈ I, j ∈ J (6.4)

∑
i∈Ij

ρijxij +
∑
k∈Kj

vjzjk + (ρmin + fj)yj ≤
∑
i∈Ij

ρij ∀j ∈ J (6.5)

xij ∈ {0, 1} ∀i ∈ I, j ∈ J (6.6)

The aim is to enable the solver to see the knapsack structure in the minimum

profit constraints so that it can generate cover inequalities as presented in Chapter

5.

Next, we obtain models ProfitM4 and CoverageM4 by adding inequalities (6.7)

to models ProfitM3 and CoverageM3, respectively.

zjk ≤ yj ∀j ∈ J, k ∈ Kj (6.7)

After we analyzed the results, we tested one more formulation for each problem

type. We see that the CPU time usually increases in ProfitVLP, when we add
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cover inequalities for vehicle capacity constraints (Constraints (5.3) - (5.4) and

(6.1) - (6.3)). We generate model ProfitM5 by removing these constraints from

model ProfitM4.

Observing the best results for CoverageVLP in terms of CPU time, we see

that the most beneficial one is Constraints (6.7). So, we add only this constraints

to model CoverageM0 to derive model CoverageM5.

To sum up, the constraints of models ProfitVLP and CoverageVLP (Cov-

erVLP) are listed in Tables 6.1 and 6.2 respectively.

ProfitM0 ProfitM1 ProfitM2 ProfitM3 ProfitM4 ProfitM5

(4.1)-(4.11) (4.1)-(4.11) (4.1)-(4.11) (4.1)-(4.4) (4.1)-(4.4) (4.1)-(4.4)
(4.6)-(4.11) (4.6)-(4.11) (4.6)-(4.11)

(5.1) (5.1)-(5.3) (5.1)-(5.3) (5.1)-(5.3) (5.1)
(6.1)-(6.3) (6.1)-(6.6) (6.1)-(6.7) (6.4)-(6.7)

Table 6.1: Constraints for model ProfitVLP

CoverM0 CoverM1 CoverM2 CoverM3 CoverM4 CoverM5

(4.1)-(4.11) (4.1)-(4.11) (4.1)-(4.11) (4.1)-(4.4) (4.1)-(4.4) (4.1)-(4.11)
(4.6)-(4.11) (4.6)-(4.11)

(5.1) (5.1)-(5.3) (5.1)-(5.3) (5.1)-(5.3)
(6.1)-(6.3) (6.1)-(6.6) (6.1)-(6.7) (6.7)

Table 6.2: Constraints for model CoverageVLP

For each value of p, kmax, and ρmin, we have four different types of instances

with different demand and profit structures. In A type problems, we take qij = qi

and ρij = ρi for all j ∈ Ji and i ∈ I. So in A type instances, the demand and

profit are independent of the distance between the demand point and its vendor.

In B type problems, we take qij = qi and ρij = cijqi for all j ∈ Ji and i ∈ I

where cij is the unit profit that vendor j gains if it serves demand point i and is

a function of the distance between i and j.
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In C type problems, we take qij to be a function of the distance between i and

j and ρij = cqij for all j ∈ Ji and i ∈ I where c is the unit profit and does not

depend on distances. In this case, we let qij = qi for vendors j that are within

a short traveling time of i and then let qij decrease with the distance between i

and j for other eligible vendors.

Finally in D type instances, we take both the demands and the profits as

functions of the distances.

6.2 Input Data and Parameter Selection

We are required to design the distribution system for HOD-Demijohn Water

brand that will enter the market. We use the data from this demijohn water

company. The data includes 84 demand points, their estimated demands, the

distances, and cost parameters. Demand points are the customers buying HOD-

Demijohn water and facilites are the vendors of this new brand. The set of

possible locations for the vendors is the same as the set of demand points.

We define that the distance between the vendor and the customer, dij, is

allowed to be at most 10 km. Therefore, we construct the set Ji as following:

Ji := {j : dij ≤ 10} ∀i ∈ I.

We are given the daily demand of points, qi by the HOD-Demijohn water

company. Since the waiting time is crucial for customers, we define the demand,

qij demonstrated in Figure 6.1, as a function of the distance dij between demand

points and vendors as follows:

qij :=

{
qi, if dij ≤ 5

qi(1.5− 0.1dij), if 5 < dij ≤ 10

∀i ∈ I, j ∈ Ji.
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Figure 6.1: qij function in terms of distance

Company determines the fixed facility cost fj; the vehicle cost vj including the

5 years forward purchase cost, depreciation, tax, maintenance and the personnel

salary; and the profit of each product, m, which is independent of the distance

between the demand point and its vendor.

The unit profit that vendor j gains if it serves demand point i is equal to cij

and is defined as follows:

cij := (m− udij) ∀i ∈ I, j ∈ Ji.

Transportation cost for each product, u, is obtained by dividing the fuel cost

of 1 km by the vehicle’s capacity, γ.

Finally, we set the daily capacity of each vehicle γ to 60, since every vehicle

has 20 bottles capacity and can be reloaded at most 3 times in a day.

Using the above parameters, we change the number of opened facilities p =
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{4, 6, 8}, the maximum number of vehicles kmax
j = {6, 8, 10}, and the minimum

profit value ρmin = {50, 100, 150} to see the effects of changes in parameters p,

kmax
j , and ρmin.

6.3 Comparison of Models

In this section, we will give the comparison among our models in terms of LP

relaxation gaps, CPU times or final IP gaps for unsolvable instances, and the

number of branch and cut nodes. Also, the effects of valid inequalities are ana-

lyzed. We try to analyze which formulation is better in which cases.

All models are solved using GAMS 22.5 and CPLEX 11.0.0 on an AMD

Opteron 252 processor (2.6 GHz) with 2 GB of RAM operating under the system

CentOS (Linux version 2.6.9-42.0.3.ELsmp). We have a time limit of one hour.

In Tables A.1-A.4 in the Appendix, we report the results for ProfitVLP and

the four types of instances, A, B, C, and D, respectively. Tables A.5-A.8 in the

Appendix are the results for CoverageVLP and the four types of instances, A,

B, C, and D, respectively. For each instance and model, we report the percent-

age gap between the upper bound obtained by solving the linear programming

relaxation of the corresponding model and the best lower bound for the integer

problem in the column LP Gap. Then we report the cpu times in seconds. If the

problem is not solved to optimality in one hour, then we report the remaining

percentage gap in parenthesis. Finally, we report the number of nodes in the

branch-and-cut tree for each model and instance. The best results are marked

bold.

Each table has a summary, where we can see the averages of linear program-

ming relaxation gaps, final optimality gaps, cpu times, number of nodes, the

number of instances solved to optimality with each model, and the number of

times each model was among the best for the considered criterion.

In the rest of the thesis, ProfitM0-ProfitM5 and CoverageM0-CoverageM5 are
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abbreviated as PM0-PM5 and CM0-CM5, respectively.

Comparing models ProfitVLP and CoverageVLP in general, it is clear that for

CoverageVLP we can reach optimality more quickly than for ProfitVLP. LP re-

laxation gap, which is measured as (100∗(LPoptimal−IPoptimal)/IPoptimal),

is smaller for CoverageVLP than the one for ProfitVLP with valid inequalities.

Both problems ProfitVLP and CoverageVLP were infeasible for ρ = 150, p = 8

and all 4 demand and profit structures. These instances are removed from the

results.

For the LP relaxation gap of model ProfitVLP for type A problems, PM4

gives the best results in all the instances. On the average, PM4 reduces the LP

relaxation gap from 55.14% to 4.45%. The CPU times and the number of opened

nodes are also less in PM4 than in other models on average. However, PM3 has

the highest number of best solutions over 24 instances in terms of CPU times and

the number of opened nodes. PM3, PM4, and PM5 solve all problems whereas

PM0, PM1, and PM2 cannot. It is clear that PM3 has better CPU times for

ρmin = 150. Results of the model ProfitVLP for type A problems are shown in

Table A.1.

Table A.2 gives the LP relaxation gaps, CPU times, and the number of opened

nodes of ProfitVLP for type B problems. PM4 improves LP relaxation gaps for

these instances as well. PM3 has better average CPU times. PM2 being the

third on average in terms of CPU times has the largest number of results with

the smallest CPU times, since problems with ρmin = 50 are solved most quickly

with this formulation. However, it cannot reach optimality in one instance with

ρmin = 100. Formulations which can reach optimality in all instances are only

PM3, PM4 and PM5 like in ProfitVLP for type A problems. PM4 has the best

average performance in terms of the number of opened nodes.

When we generate the demand function in terms of distance between de-

mand points and facilities as in models ProfitVLP for type C and D prob-

lems, it gets harder to reach optimality. For the LP relaxation gap of type

C, PM4 has the best results except for three instances where it could not
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reach optimality. According to CPU times, PM0 has the smallest value with

a slight diffence from PM5. The smallest final IP gap which is calculated by

(100 ∗ (Bestpossible− IPsolution)/Bestpossible) is given by PM5 that is 0.78%

wheras it is 0.83% for PM0. However, the formulation reaching the optimality

most frequently is PM0. PM0 can solve 7 instances to optimality, and others can

solve 3,4,5,6, and 5 instances, respectively. On the other hand, PM5 gives the

smallest CPU times in 11 out of 24 instances, which is the best result among

all of the six model types. PM4 gives the smallest number of opened nodes on

the average and the largest number of best solution in terms of opened nodes

over 24 instances. Table A.3 includes the results of model ProfitVLP for type C

problems.

The last type of instances are type D for ProfitVLP problems. From Table

A.4, the smallest average LP relaxation gap is obtained using PM4, which has

the best results in 18 out of 24 instances. Analyzing the CPU times and final

IP gaps for unsolvable instances, we see that PM5 has the smallest CPU time,

2794.21 sec. 9 instances can be solved by PM5, while others can solve fewer

number of instances. PM5 giving the best solutions in 8 instances also has the

largest number of best solution. According to final IP gaps, it is in the second

place with 0.93%. However, the difference between the first one, PM1, is 0.01%.

PM3 has the best results in 10 instances on average in terms of the number of

opened nodes.

We can conclude that PM5 generally leads shorter CPU times not for all types

of models, but for ProfitVLP type C and D problems.

For CoverageVLP, the LP relaxation gap is about 1% and the best model

for it is CM4 in all instances and all model types. Although it seems that the

decrease in LP gap relaxation is provided due to Constraint (6.7), the same results

cannot be obtained when only Constraint (6.7) is added. So, we can conclude

that although the most helpful one is Constraint (6.7), other constraints also help

to decrease the LP relaxation gap.

When we compare the CPU times of model CoverageVLP for type A problems,

CM4 decreases the CPU time from 521.64 sec. to 114.03 sec. This formulation
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Figure 6.2: Comparison of average cpu times for ProfitVLP

can solve all instances, whereas others cannot. However, the best solutions are

obtained in 7 instances with CM4, as CM5 can solve 8 instances within the

smallest CPU time. CM4 also opens the least number of nodes with a huge

difference from other formulations. The results of model CoverageVLP for type

A problems are seen in Table A.5.

Results of problem CoverageVLP for type B instances indicate that CM4

has the smallest average CPU time with 190.60 sec. This formulation not only

solves all of the 24 instances within 1 hr and gives the quickest results for 9

instances. CM5 gives the best results in terms of CPU times on 8 instances,

but its average CPU time is 420.15 sec., which is about two times of CM4. In

addition to its superiority in CPU times, CM4 also opens the least number of

nodes on the average. This outcome does not change in 16 instances. The results

of CoverageVLP for type B problems are presented in Table A.6.

CoverageVLP for type C and D problems can reach optimality within 1 hr

in most of the models unlike ProfitVLP. On the average, CoverageVLP has the

smallest CPU time in CM5 with 68.41 sec. for type C problems which are solved

to optimality by all of the formulations. CM4, which gives the best results for

CoverageVLP for type A and B problems, is in the second place with 96.23. 8

out of 24 instances get the smallest CPU time with CM5. However, CM4 has the
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least number of nodes in 20 instances over 24 and provides opening fewer number

of nodes on the average. The results are shown in Table A.7.

Finally, we analyze the results of CoverageVLP for type D problems in Table

A.8. None of the models except CM3 and CM4 can reach optimality within 1

hr in 2 instances. CM4 has the smallest average CPU time with 129.62 sec., but

only 3 instances prove the optimality most quickly by CM4. CM3 is the best one

in this criterion with 6 instances. However, there is a slight difference between

CM3 and CM4’s CPU time in 6 instances, which get the best results with CM3.

Like the CPU time, average number of opened nodes is the least in CM4 and it

has the best results in 15 instances.

Figure 6.3: Comparison of average cpu times for CoverageLP

6.4 Solution Analysis of an Instance

We select an instance to analyze the solution for type A and type D problems.

The instance has ρmin=100, kmax
j =8 and p=6. The best results in terms of CPU

time are obtained in PM2, PM3, CM4 and CM2 for the problems of ProfitVLP

for type A, ProfitVLP for type D, CoverageVLP for A and CoverageVLP for

D respectively. The solutions of ProfitVLP for type A, ProfitVLP for type D,
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CoverageVLP for type A and CoverageVLP for type D problems are shown on a

map in Figure 6.4, 6.5, 6.6 and 6.7 respectively.

Figure 6.4: The solution of PM2 for ProfitVLP type A problem

Comparing the solutions of problems, we see that demand points assigned

to the same vendor lie close to each other in both ProfitVLP and CoverageVLP

type D problems, wheras some demand points serviced from same vendor are

seperated from the group in ProfitVLP and CoverageVLP for type A problems.

Moreover, uncovered demands which are white regions in the figures are less

in type D problems than type A. The amounts of uncovered demand are 526,

113, 328, and 98 in ProfitVLP for type A, ProfitVLP for type D, CoverageVLP

for type A and CoverageVLP for type D problems respectively.
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Figure 6.5: The solution of PM3 for ProfitVLP type D problem

CoverageVLP problem types provide service to more demand points according

to corresponding ProfitVLP. Besides, 1152.70, 1214.32, 1032.20 and 992.36 are

total profits of ProfitVLP for type A, ProfitVLP for type D, CoverageVLP for

type A and CoverageVLP for type D problems.
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Figure 6.6: The solution of CM4 for CoverageVLP type A problem
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Figure 6.7: The solution of CM2 for CoverageVLP type D problem



Chapter 7

CONCLUSION

In this thesis, we considered the Vendor Location Problem (VLP). The problem

is to decide where to locate vendors, the number of vehicles each vendor should

have, and the assignments of customers to these vendors and vehicles.

Firstly, we developed an linear integer program for VLP with profit (Prof-

itVLP) and coverage (CoverageVLP) maximization objectives. We construct four

different types of problems. In A type problems, demand and profit are indepen-

dent of distance between vendors and demand points. In B type problems, profit

is a function in terms of distance. In C type problems, demand is a function of

the distance. In this case, demand decreases as the distance between customers

and facilities increases. In D type problems, both the demand and the profit

are functions of the distance. All problems are extensions of two-level facility

location problem with capacity and minimum profit constraints.

Since both problems are NP-Hard, we added valid inequalities to the models

in order to get optimal solutions at faster times and reduce the linear program-

ming relaxation gap. We have four groups of valid inequalities: lower bounds on

the number of vehicles, cover inequalities for vehicle capacity constraints, cover

inequalities for the minimum profit, and vehicle-vendor inequalities.

We added above inequalities to all our problems one by one to see the effects

43



CHAPTER 7. CONCLUSION 44

of inequalities. The models with valid inequalities are tested by changing p,

kmax
j and ρmin parameters. All problems are solved within a time limit of 1

hour. Although valid inequalities reduce the linear programming relaxation gap,

the effect of valid inequalities differ in each instance in terms of the CPU time.

However, we can conclude that CoverageVLP is easier to solve than ProfitVLP.

Moreover, ProfitVLP type C and type D problems, which include the demand as

a function of the distance between demand points and vendors make the problem

harder. As a result, optimality is attained for all instances except for some of

ProfitVLP type C and type D problems within the given 1 hour time limit.

A future research direction may be to investigate different demand and profit

functions.

Another future research may be to develop a heuristic for ProfitVLP type C

and D problems, since we cannot reach optimality for some instances within 1

hour.

Finally, another future research may be an extension of Vendor Location Prob-

lem in competitive location context where other brands also have vendors. In our

study, we construct profit and coverage profit maximization objectives. VLP in

competitive location context can have multi-objective functions.
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