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ABSTRACT 

 

 

GAIT ANALYSIS AND ITS IMPLEMANTATION 

 

A new application domain of computer vision has emerged over the past few years 

dealing with the analysis of images involving humans. This application domain covers face 

recognition, hand-gesture recognition, and whole body or body parts recognition. 

Similarly, identification of a person’s activity by gait extracted from video has recently 

become a popular research problem. Therefore, in recent years, gait analysis and 

recognition has received substantial attention from both research communities and the 

industry. It is especially useful for public, military and commercial security purposes. 

 

In this thesis, we consider the problem in two parts. First, we locate and track 

moving objects in an image sequence. Then, we analyze the motion using gait analysis 

methods. Analyzing a person’s activity by gait has a unique advantage over other 

biometrics as follows. It has a potential to be used at a distance when other biometrics 

might be at too low a resolution or might be obscured. The ability to recognize humans and 

their activities by vision is the key for a machine to interact intelligently and effortlessly 

with a human-inhabited environment. In this thesis, our aim is to implement human 

tracking and gait recognition. 
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ÖZET 

 

 

GAIT ANALİZİ VE UYGULANMASI 

 

Son yıllarda bilgisayarlı görüntüleme alanında insan hareketlerinin incelenmesi 

konusunda yeni bir uygulama ortaya cıktı. Bu yeni uygulama alanı yüz tanıma, el 

işaretlerinin tanınması, insan vücudunun ve uzuvlarının analizi gibi konuları 

kapsamaktadır. Hareket analizi ise insan hareketini yürüyüşleri ve davranışları ile tanıma 

şeklidir. Son yıllarda hareket analizi araştırma topluluklarının ve sektörün ilgisini 

çekmistir. Bu nedenle, hareket eden cisimleri videolarda tanıma bilgisayarlı görü alanında 

gerekli ve kritik bir alan olmuştur. Bu sistemler askeri, ortak güvenlik ve kamu için 

yararlıdır. 

 

Bu çalışmada hareket analizi problemini ikiye ayırdık. İlk olarak, cisimlerin görüntü 

dizilerinde yerleri saptanmış ve takip edilmişlerdir. Daha sonra, davranışlarını hareket 

analizi yöntemleri ile inceledik. İnsan hareketlerini bu şekilde analiz etmenin diğer 

biyometrik özelliklere göre en büyük avantajı, potensiyel olarak uzak olan ve düşük 

cözünürlüklü imgelere uygulanabilir olmasıdır. Bu da, insane aktivitelerini bilgisayar 

sistemleri tarafindan, otomatik olarak, akıllı ve efor harcamadan  ayirabilmek için en 

önemli unsurdur. Bu calışmada ana hedef, insan takibi ve hareket analizi idi.  
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1.  INTRODUCTION 

 

 

Biometrics is a technology that makes use of the physiological or behavioral 

characteristics to authenticate the identities of people [1]. It is used in a wide variety of 

applications, which makes a precise definition difficult to establish. The combination of 

human motion analysis and biometrics in surveillance systems has become a popular 

research direction over the past few years. There are numerous biometric measures which 

can be used to help derive an individual’s identity. Biometric identification should be an 

automated process, as manual feature extraction will be time consuming, undesirable and 

costly. Recognizing human action from image sequences is an active research area in 

biometrics and computer vision. It attempts to detect, track and identify people. More 

generally, it aims to understand the human behavior from image sequences [2]. This is 

called gait analysis in the literature. 

 

1.1.  GAIT ANALYSIS 

 

The usual meaning of “gait” is “manner of walking” or “manner of movement on 

foot” [3].  Recognition by gait is actually one of the newest biometrics [3]. It has been 

receiving growing interest within the computer vision community. Therefore, several gait 

metrics have been developed [4].  This interest is strongly driven by the need for 

automated person identification systems for visual surveillance and monitoring 

applications in security-sensitive environments such as banks, parking lots, and airports. 

 

 The first human ID program initialized by DARPA (Defense Advanced Research 

Project Agency) [5], aims to develop multimode surveillance technologies for successfully 

detecting, classifying and identifying humans to enhance the protection of facilities from 

terrorist attacks [6]. Its focus is on dynamic face recognition and recognition from body 

dynamics including gait. Gait based human identification aims essentially to discriminate 

individuals by the way they walk. It is closely related to methods that deal with whole-

body human movements. In Figure 1.1, different techniques used to identify gait 

signatures are shown. 
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Figure 1.1. Approaches to automatic gait recognition [3] 

 

Different from gait based human identification, gait analysis classifies human 

motion into categories, such as walking, running, and jumping [2]. The most attractive 

feature of gait as a biometric is its unobtrusiveness. In comparison with other first-

generation biometrics such as fingerprint, face, hand gesture, iris, and voice can be 

captured only by physical contact or at a close distance from recording probe [7, 8]. We 

can summarize the advantages of the gait analysis as a biometric identification technique 

as follows: 

 

 Unobtrusive: The gait of a person walking can be extracted without the user 

knowing they are being analyzed and without any cooperation from the user in the 

information gathering stage unlike fingerprinting or iris. 

 Distance recognition: The gait of an individual can be captured at a distance unlike 

other biometrics such as fingerprint recognition. 

 Reduced detail: Gait recognition does not require images that have been captured to 

be a very high quality unlike other biometrics such as face recognition, which can be 

affected easily by low resolution. 

 Difficult to conceal: Gait of an individual is difficult to disguise, by trying to do so 

the individual will probably appear more suspicious. With other biometrics 
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techniques such as face recognition, the individuals face can be easily altered or be 

hidden. 

 

Despite the above advantages of the gait, an individual's gait signature can be 

affected by certain factors, such as: 

 

 Stimulants:  Drugs and alcohol will affect the way in which a person walks. 

 Physical changes: During pregnancy, after an accident affecting the leg, or after 

severe weight gain / loss can all affect the movement characteristic of an individual. 

 Psychological:  A person's mood can also affect his or her gait. 

 Clothing: Wearing different clothing may cause an automatic signature extraction 

method to create a widely varying signature for an individual. 

 

Although these disadvantages are inherit in a gait biometric, the process of automatic 

gait extraction is more difficult due to external factors such as lighting conditions, self 

occlusion, and type of clothes which can all affect the data acquisition process [9, 10].  

 

1.2.  APPLICATION AREAS AND SCENARIO 

 

Gait recognition can be used in a number of different scenarios. As gait is 

fundamental to human motion, it is likely that gait could find deployment in many other 

areas. The potential applications of human motion capture are the most significant factor 

of development. If an individual walks by the camera whose gait has been previously 

recorded and they are a known threat, then the system will recognize it and the authorities 

can be automatically alerted. The person can be controlled, before it becomes a threat. In 

Figure 1.2, a simple gait identification system architecture can be seen. According to this, 

the system can identify the suspicious motions in crowded areas according to the sample 

motion frames in its database. After this process, if the system identifies high risk, then it 

can start the alarm process. 
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Figure 1.2. Gait recognition in action [11] 

 

When considering crowded areas, we can separate them to three major parts as 

surveillance, control, and analysis.  The surveillance area covers applications where one or 

more subjects are being tracked over time and possibly monitored for special actions [11].  

Classic examples for the surveillance are parking lots, airports, banks, and shopping malls. 

Biometric identification systems like gait recognition has ability to identify the suspicious 

actions in these places.  

 

The control area is based on applications where captured motion is used to provide 

controlling functionalities. It could be used as an interface to virtual environments or 

animation to control remotely located implementations [12]. 

 

The third and the last application area is focused on the detailed analysis of the 

captured motion data. This application type is very useful in clinical studies, diagnostic of 

orthopedic patients or athletes to improve their performance. Therefore, such systems have 

large amount of potential application domains. 

 

1.3.  LAYOUT OF THE THESIS 

 

The main objective of this thesis is developing a system capable of recognizing gait 

of individuals derived from a video sequence. It has basic modules as follows: statistical 

background extraction from the video frames; tracking humans; classifying their gait like 
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walking and running. Input images for system are taken from a commercial web camera. 

To explain these modules, some image processing fundamentals are described. Also, 

feature extraction for classification is described. This is followed by the implementation 

details. Finally, the system outputs are given with the conclusion and what can be done as 

a future work. 
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2.  LITERATURE REVIEW 

 

 

2.1.  OVERVIEW 

 

Human gait has always been an active research topic in biometric, kinesiology, and 

physical medicine. The study of a gait as a discriminating trait was first attempted a few 

decades ago from medical and behavioral viewpoint [13, 14]. Later, several attempts were 

made to investigate the gait recognition problem from the perspective of capturing and 

analyzing gait signals [15]. Gait recognition is closely related to computer vision methods 

that detect, track and analyze human behaviors as discriminating different human motion 

types, such as running, walking, jogging, and standing. Generally, methods can be 

categorized into three classes according to their properties as: feature, model and optical-

flow based [16]. Their individual characteristics will be summarized in the following 

sections. The common point for all these methods is the tracking of an object or human 

silhouette. Therefore, we first introduce the basic tracking methods. 

 

2.2.  TRACKING 

 

Real time and autonomous object tracking remains a challenging task for various 

computer vision applications such as: visual surveillance, driver assistance, and human 

action understanding. The goal of object tracking is to determine the position of the object 

in the image sequence continuously and reliably in dynamic scenes. Object detection can 

be achieved by building a representation of the scene called the background model and 

then finding deviations from the model for each incoming frame. Tracking objects can be 

complex due to: loss of information, noise in images, complex object motion, complex 

object shapes, and real-time processing requirements. 

 

Parametric contours have been applied successfully to achieve real-time performance 

but they have difficulties in handling topological changes such as merging and splitting of 

object regions [11]. The level set method is a more powerful technique and has various 

models. However, the high computational cost of the level set method has limited its 
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popularity in real-time scenarios [11]. Therefore, background subtraction is the best choice 

for real time applications according to its computational cost and simplicity.  

 

2.2.1.  Background Subtraction 

 

Tracking objects or humans using background subtraction is commonly used both 

indoor and outdoor environments. Background subtraction is a simple but effective 

method for detecting moving objects by comparing the intensity of the background and 

observed images in videos. General method in the background subtraction is detecting the 

moving objects from the difference between the current frame and a reference frame which 

can be called as the background image. 

 

There are several methods explained below for background subtraction. Simple 

methods aim to the maximize speed and minimize the memory requirements. However, 

more sophisticated approaches aim to achieve more accuracy under different 

circumstances. These can be counted as: running Gaussian average, temporal median filter, 

frame difference, mixture of Gaussians, and eigenbackgrounds. 

 

2.2.1.1. Running Gaussian Average 

Wren et al. [11] proposed to model the background at each pixel location. The model 

is based on ideally fitting a Gaussian probability density function on the last n pixel 

values. Instead of evaluating each frame from scratch, the average is computed as 

 

 1(1 )t t tI        (2.1) 

 

where, I is the pixel’s current value and 
t  is the previous average.   is an empirical 

weight often chosen as a tradeoff  between stability and quick update. In addition to speed, 

the running average is given by the memory requirement for each pixel. Koller et al. [17] 

remarked that model as unduly updated also at the occurrence of such foreground values 

[18]. Intensity images, build ups can be made with color-spaces such as (R, G, B) or (Y, U, 

V). 
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If real time requirements constrain the computational load, the update rate can be set 

to less than the sample rate. However, when the background model has lower update rate, 

then this decreases the system’s ability for quickly responding to the actual background 

dynamically.  

 

2.2.1.2. Temporal Median Filter 

Lo and Velastin [19] proposed to use the median value of the last n frames as the 

background model computed as 

 

 1(1 )t t tI        (2.2) 

 

Cucchiara et al. [20] argued that such a median value provides an adequate background 

model even if the n frames are subsampled with respect to the original frame rate by a 

factor of 10. In addition, they proposed to compute the median on a special set of values 

containing the last n, sub-sampled frames and w times the last computed median value. 

The main disadvantage of this approach is that its computation requires a buffer with 

recent pixel values [21].  

 

2.2.1.3. Frame Difference  

 As we have implemented this method in our system, we will investigate it in the 

following chapters in detail.  

 

2.2.1.4. Mixture of Gaussians 

In the background subtraction process, some background objects are not permanent 

and appear at a rate faster than the background update. A typical example is that of an 

outdoor scene with trees partially covering a building: the same pixel location will show 

values from tree leaves, tree branches, and the building itself [21].  Stauffer and Grimson 

[22] raised the case for a multi-valued background model, which is able to cope with 

multiple background objects. Actually, their model can be more properly defined as an 

image model since it provides a description of both foreground and background values. At 

each t frame time, two problems must be simultaneously solved a) assigning the new 

observed value x to the best matching distribution and b) estimating the updated model 

parameters. Among many studies stemming from Stauffer and Grimson’s work, Power and 
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Schoonees [22] elegantly describes the theoretical framework and provides useful 

corrections. 

 

2.2.1.5. Eigenbackgrounds 

Eigenbackgrounds approach, proposed by Oliver et al. [23], is also based on the 

same idea, but applied on the whole image. In this method, there are two phases: learning 

and classification. In the learning phase, samples from the image are acquired. Then, the 

average image is computed and subtracted from all images. In the classification phase, for 

every new image a new eigenspace is projected and then this is backprojected onto the 

image space. Finally, foreground points are evaluated for the specified locations. This 

procedure can be subject to variations for improving its efficiency. Stauffer and Grimson 

[24] built and iteratively updated a multi model with static background. Black et al. [25] 

utilized the robust statistics with eigenbackgrounds to identify the training data and 

improve the specificity of the models. Eigenbackgrounds is an ideal background 

subtraction method that detects an object with exact sensitivity. However, this method is 

not practical because of its computational cost.  

 

2.3.  FEATURE BASED METHODS 

 

Feature based methods were originally developed for tracking a small number of 

features in a long sequence [16]. They involve extraction of regions of interest in the 

image sequence and then identification of the counterparts in individual images of the 

sequence. The advantages of a model free approach are that the methods derived are not 

linked to one object. Therefore, a method for detecting human gait can also be used for 

animal gait analysis and vice versa with little changes [12]. This type of approach, 

capturing the outline of a motion and trying to analyze it is based on data already collected 

or some previous specified information regarding the image. In Figure 2.1, a boundary of a 

human silhouette and also centre of the human has been specified as an example.  
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Figure 2.1. Boundary of a silhouette [26] 

 

Typical feature based algorithms are: multiple hypothesis tracking, hidden Markov 

models, artificial neural networks, Kalman filtering and mean shift.  

 

2.3.1.  Multiple Hypothesis Tracking (MHT) 

 

Reid [27] first proposed the MHT algorithm. It is generally accepted as the preferred 

method for solving the data association problem in modern target tracking systems. Target 

tracking is an essential requirement for surveillance systems employing one or more 

sensors, together with computer subsystems, to interpret the environment [28]. Reid’s 

algorithm defines a systematic way in multiple data association hypotheses that can be 

formed and evaluated for the problem of multiple targets in a false alarm background. This 

algorithm considers the multiple tracking candidates and intends to find the best fit to the 

real image descriptors. However, the classical MHT technique by itself is computationally 

expensive both in time and memory. Therefore, it is not applicable for real-time 

applications.  

 

2.3.2.  Hidden Markov Model (HMM) 

 

A Hidden Markov Model is normally used to extract the transformation between two 

images or moving 3D structures in object tracking. HMM is especially known for its 

application in temporal pattern recognition such as speech, handwriting, gesture 

recognition, partial discharges and bioinformatics. Kale and Sundaresan [29, 30] used 

HMM for their deployment which consider two different image features; the width of the 
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outer contour of binarized silhouette and the binary silhouette itself [3]. Using the Baum-

Welch algorithm [2] and its modifications, researchers train HMM by adjusting the 

weights of the transitions to better model the relationship of the actual training samples 

[16, 31]. In Figure 2.2, an example of probabilistic parameters of Hidden Markov Model is 

provided. Also, in the same figure, the state transition probabilities and finally the output 

possibilities are given. 

 

 

 

Figure 2.2. Probabilistic parameters of a Hidden Markov Model   X – states, Y – possible 

observations, a – state transition probabilities, b- output probabilities 

 

HMM based approaches do not require analytical solutions to certain problems. This 

method is also effective in handling very complicated problems. In Figure 2.3, you can see 

the general architecture of HMM. Here the random variable 𝑥(𝑡) is hidden state at time t 

where  𝑡 ∈  𝑥1, 𝑥2, 𝑥3  and the random variable 𝑦(𝑡)
 
is the observation at time t, 

where𝑦 𝑡 ∈  𝑦1, 𝑦2, 𝑦3, 𝑦4 . The arrows also denote the conditional dependencies.  

 

 

 

Figure 2.3. General architecture of the HMM. 
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2.3.3.  Artificial Neural Networks (ANN) 

 

An Artificial Neural Network (ANN) is an information processing paradigm that is 

inspired by the way biological nervous systems. Novel structure of the information is the 

key element for this paradigm. ANN is composed of the high number of processing 

elements defined as neurons. Learning in biological systems involves the adjustments of 

the connections that exist between these neurons. By embedding number of simple 

neurons in an interactive nervous system, it is possible to provide computational power for 

different kind of sophisticated processes.  

 

2.3.4.  Kalman Filtering and Mean Shift  

 

The Kalman filter is used to estimate the state of a linear system where the state is 

assumed to be Gaussian distributed. From a theoretical standpoint, the Kalman filter is an 

algorithm for efficiently calculating the interference in a linear dynamical system, which is 

a Bayesian model similar to HMM. However, the state space is continuous and all 

variables have a Gaussian distribution. Kalman filtering produces the estimates of the true 

values of measurements and their associated values by predicting a value. This was first 

described and introduced partially in technical papers by Swerling  [32] and Kalman [32]. 

The filter is named after Kalman, because he published his results in a more prestigious 

journal and his work was more general. The Kalman filter model assumes that the true 

state at time k is evolved state from (k-1). The Kalman filter consists of three equations, 

each manipulating the matrix representation as 
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where T indicates transpose, K is called the Kalman gain and P matrix refers to error 

covariance. Also 𝑥  is the state space equation and k+1 is just A times the state estimate at 

time k. The Kalman filter method has been extensively used in computer vision 

community for tracking and hundreds of diverse areas such as, aerospace, nuclear power 

plant instrumentation, manufacturing, fuzzy logic and neural network training.  

 

Mean shift algorithm is a nonparametric clustering technique that does not require 

prior knowledge of the number and shape of the clusters. Given n data points on a d 

dimensional space with kernel K(x) and window radius h is; 
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   (2.6) 

 

where x means a sample point and n is the total number of points. To determine the weight 

of nearby points for re-estimation of the mean, one can use  
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   (2.7) 

 

The weighted mean of the density in the window determined by K is 
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 (2.8) 

 

where N(K) is the neighborhood of K, a set of points for which ( ) 0K x  .  

 

This is an iterative method starting with an initial estimate. Tracking is accomplished 

by iteratively finding the local minimum of the distance measure functions. This method is 

originally presented in 1975 by Fukunaga and Hostetler [33]. It was first introduced into 

the image processing community several years ago by Cheng [33]. Recently, Comaniciu 

and Meer [34] successfully applied this method to image segmentation and tracking. Also 

Yang [32] proposed a simple method to compute measures in spatial feature specifications. 
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This similarity measure allows the algorithm to track more general motion models in an 

integrated way.  

 

2.4.  MODEL BASED METHODS 

 

Model based tracking is an example of feature-based tracking. The reason why it is 

independently described is due to requirement of grouping, reasoning and rendering which 

may defer from the feature-based tracking [16]. Model based approaches build up a model 

of how one would walk and then try to fit their image data to model. To succeed this prior 

knowledge, the investigated models are normally required. Unlike feature-based 

approaches, model-based approaches are in generally view and scale invariant. This is a 

significant advantage over feature-based methods. However, since model-based 

approaches rely on the identification of specific gait parameters in a sequence, they need 

high quality images as input to be useful. In Figure 2.4, one can see the angles between 

joints and the different length types of human body to be used in modeling.  

 

 

 

Figure 2.4 a) Structural gait description b) Relative modeling based on angles [3]. 

 

 Model-based approaches concentrate on dynamics of a body shape. When 

modeling the body, there are various kinematical and physical constraints [18]. In Figure 

2.5, different modeling types of human are given. Models used are typically stick 

representations as ribbons or blobs. 
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Figure 2.5. Different modeling types [3] 

 

Wren et al. [11] produced a real time people finder program (PFinder) that models 

human body using set of blobs. BenAbdelkader et al.’s [36] approach using self similarity 

is a prime example of model-based approach. Bobick et al. [37] used structural human 

parameters as another example for structural model based approach. The method used the 

action of walking to derive relative body parameters which describe the subject’s body and 

stride [3]. Wang et al. [37] used a model based approach derived from the dynamic 

information of gait by using a condensation framework to track the walker and recover 

joint-angle trajectories of lower limbs [3]. Lowe [38] used the Marr-Hidreth edge detector 

to extract edges from an image, which were chained together to form lines. Then, these 

lines were matched. Hough transform was utilized to achieve a similar idea [39].  Gavrila 

and Davis [40] matched edges in the image with an appearance model using distance 

transforms. A decomposition approach and a best-first technique were used to search 

through the high dimensional pose parameter space.  

 

The advantages of model base approaches are that whole image can be used before 

making a choice on the model fitting. This type of approach can handle the occlusion and 

noise better [18]. Gait signatures can be driven directly from model parameters. Also this 

helps to reduce the dimensionality needed to represent the data.  

 

Besides the advantages of the model based approaches, there are also some 

disadvantages. Implementing a model based approach has a high computational cost due to 
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complex matching and searching that has to be performed. Besides that one needs more 

memory to meet the implementation demands. 

 

2.5.  OPTICAL FLOW BASED METHODS 

 

Almost all work on image sequences begin with attempting to find the vector field 

which describes the image changing with time [41]. Optical flow is a dense field of 

displacement vectors defining the translation of each pixel in a region with time. To find 

the optical flow in the image sequence, researchers attempted to use feature based and 

correlation based approaches. Optical flow is commonly used as a feature in motion-based 

segmentation and tracking applications such as motion detection, object segmentation, 

time to collision. It is computed using the brightness constraint, which assumes brightness 

constancy of corresponding pixels in consecutive frames. In Figure 2.6, one can see an 

optical flow example experienced by rotating observer and magnitude of optical flow at 

each location is represented by the direction and length of each arrow. 

 

 

 

Figure 2.6. Optic flow experienced by a rotating observer. At each location represented by 

the direction and length of each arrow [52] 

 

This computation is often carried out in the neighborhood of the pixel either 

algebraically by Lucas [42] or geometrically by Shunck [43]. Shi and Tomasi [44] 

proposed a well known Shi-Tomasi-Kanade (STK) tracker which iteratively computes the 

translation of a region centered on an interest point. This tracking version works fast and 

efficiently in most circumstances. Black [45] proposed a coarse optical flow method 

developed via correlation. Also Buxton [46] proposed a method based on a model of a 

motion of edges in an image sequence. 
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Optic flow is found by matching two dimensional features. One of the strongest 

advantages of this approach is the fact that it is not affected from the problems of the 

aperture. Secondly, the work is largely aimed at producing good results from images of 

real events, especially taken from outside. Thus there is a rarely a difference between the 

image flow and projected world motion so as a result the term optic flow will be used 

freely and generally.  
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3.  IMAGE PROCESSING FUNDAMENTALS 

 

 

Digital image processing is focused on data processing on a 2-D array of numbers 

as f(x, y) [47]. The array is the numeric representation of an image. It can be represented as  

 

 

 

 
(3.1) 

  

 

3.1.  COLOR MODELS ON IMAGE PROCESSING 

  

3.1.1.  RGB Color Model 

 

RGB is an additive color model in which red, green, and blue light are added 

together in various ways to reproduce an array of colors [48].  The main purpose of the 

RGB color model is displaying the images in electronic systems, such as televisions and 

computers. 

  

RGB is device dependent and based on the Cartesian coordinate system. Different 

devices detect or reproduce a given RGB value differently, since the color elements and 

their response to individual R, G, and B levels are changing from manufacturer to 

manufacturer.  Thus an RGB value does not define the same color across devices. In 

Figure 3.1, you can see the RGB color scheme. According to the figure, the intersection of 

the red and blue gives magenta, cyan occurs due to intersection of the blue and green and 

finally yellow is the intersection area of green and red. 
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Figure 3.1. RGB color scheme [48] 

 

3.1.2.  CMY Color Model 

 

CMY is a subtractive model and used for printing process. It is actually CMYK 

which refers to four different inks used in printing, Cyan, Magenta, Yellow, and Key 

black. As RGB (Red, Green, Blue) is the primary color model, the secondary colors 

derived from primary is mentioned as CMY (Cyan, Magenta, Yellow). In Figure 3.2, you 

can see the opposite set type of the RGB. This time Green, Red, and Blue occur due to 

intersection of the secondary color model. 

 

 

 

Figure 3.2. CMY color scheme [49] 

 

 It is necessary to calculate the differences in intensities to obtain the components 

R, G and B for a true display on a computer screen. This is the reason of the subtractive 
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name for CMY combination [49]. The set of equations between the three components of 

RGB and CMY is as follows 

 

 

 

(3.2) 

 

3.1.3.  HSI Color Model (HSV, HSL) 

 

This color space depends on the idea of tint, saturation and tone. Hue component 

defined the dominant color (such as red, green and yellow) of an area [50]. HSL and HSV 

are the most common cylindrical-coordinate representations of points in an RGB color 

model. They were developed in the 1970s for computer graphics applications, and used for 

color-modifications tools in image analysis and computer vision [51]. Figure 3.3 shows the 

HSI color scheme according to the value and lightness. 

 

 

 

Figure 3.3. HSI color scheme [52] 

 

This model is the best for human eye as it is kind of describing color. When humans 

view a color object, we describe it with its hue, saturation and brightness [52]. 

 

3.1.4.  RGB to HSI Conversion  

 

When converting the RGB values to HIS, the normalized RGB values are used as 
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Using these values, we can obtain the HSV values as 
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Also, we can obtain the RGB representation starting from HSI as 
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The resulting r, g, b values are normalized, which are in the range of [0, 255] 
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3.2.  MORPHOLOGICAL FILTERS 

 

Mathematical morphology is used for extracting image components that are useful in 

representation and description of a shape [53]. Mathematical morphology is a set and was 

initiated in the late 1960’s to analyze binary images from geological and biomedical data 

[54, 55]. In the late 1970’s, this process was extended to gray-level images and in the mid 

of the 1980’s it was brought to the mainstream of image processing [55]. The above 

evaluation of ideas has formed as field of morphological image processing. All 

morphological filters are based on two basic operations which are erosion and dilation.  

 

3.2.1.  Erosion 

 

The erosion operation is defined as the minimum of the difference of a local region 

of an image. The basic effect of this operator is to remove the boundaries of foreground 

pixels. Therefore, it is an excellent way of removing small noise in the image. The erosion 

of an input image A by a structuring element B is defined as  

 

    : :A B x B x A A b b B        (3.12) 

 

This means that to perform the erosion of A by B, we translate B by x so it lies 

inside A. The set of all points x satisfying this condition constitutes A B . In Figure 3.4 

and 3.5, we can see example of erosion filter conversion and image example.  

 

 
 

Figure 3.4. Example of erosion filter on binary image. 
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Figure 3.5. Erosion of an image, a. original image, b. erosion 

 

3.2.2.  Dilation 

 

The dual operation to erosion is dilation. It is defined as the maximum of the sum of 

a local region of an image. The effect of dilation is to gradually enlarge the foreground 

region by a factor. Dilation of an input image A by a structuring element B is defined as  

 

  :A B B a a A     (3.13) 

 

This means that in order to perform the dilation of A by B, we translate B by all 

points of A. The union of the translation constitutes A B . In Figure 3.6 and 3.7, we 

provide an example of dilation filter conversion and image example. 

 

 

 

Figure 3.6. Example of dilation on binary image. 
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Figure 3.7. Dilation example of the same image, a. original image, b. dilation 

 

3.2.3.  Opening 

 

A secondary operation of great importance in mathematical morphology is opening. 

Opening of an image is defined as the dilation of the erosion of the image given as  

 

  ( ) :A B A B B B x B x A         (3.14) 

 

Opening generally smoothes the contour of an object and it breaks the narrow gaps 

[53]. This means that in order to open A by B, we translate the B by x so according to that 

definition x lies inside the A.  In Figure 3.8, you can see an example from opening 

operation.  

 

 

 

Figure 3.8. Opening example of the same image, a. original image, b. opening example 
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3.2.4.  Closing 

 

Closing is the dual of opening. Closing of an image is defined as the erosion of the 

dilation of an image as 

 

 ( )A B A B B     (3.15) 

 

Closing operation eliminates small holes and fills the gaps in the contour [53]. This 

means that closing of A by B is the dilation of A by B, followed by erosion of the result 

by B.  In Figure 3.9, you can see an example from closing operation. 

 

 

 

Figure 3.9. Closing example of an image, a. original image, b. closing example 
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4.  GAIT ANALYSIS IMPLEMENTATION 

 

 

Recognizing gait depends on how the silhouette changes for individual sequences. 

Our system for gait analysis works on the principle of frequency component of direction of 

movement. Before training and recognition, our system converts the movie into individual 

frames. In each image frame, the human object is detected.  

 

4.1.  FEATURE EXTRACTION 

 

In the feature extraction procedure, first we extract the foreground and detect the 

action region. Image sequences are gathered while the subject is walking, running etc. As 

our focus is on motion, we can restrict the experimental situation to a single subject 

moving in the field of view.  After this point, we calculate the centre of person in each 

frame. Since the centre of person contains the x and y coordinates and all the movements 

to be detected are due to displacement in horizontal direction, this is the reason why that 

component is only considered to find the frequency of movement. After that, we use 

certain threshold values to decide on the type of movement. 

 

4.1.1.  Human Detection and Tracking  

 

Human detection and tracking is the first step to gait analysis. To track moving 

silhouettes of a walking or running human from the background image in each frame, 

change detection and tracking algorithm is applied which is based on background 

subtraction. The action region has been defined as the rectangular area where any specific 

action is occurred in the image frame. The action region depends on the human body 

shape. Usually the action region is smaller than the image area. Therefore, we select the 

action region inside the image frame which includes the average human body shape of 

specific image sequence. The main constraint here, as explained earlier, is the static 

camera and dynamic subject. However, this constraint performs well on our data set. 

Please note that, robust motion detection in an unpredictable environment is a challenging 
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problem for vision techniques as it contains number of problems such as shadows or 

motion clutters.  

  

4.1.1.1. Background Subtraction 

Background subtraction has been widely used in foreground object detection when 

the fixed camera is used while the scene is dynamic. The known background image is 

subtracted from the current frame, comparing the intensities of pixels, then thresholding is 

applied as  

 

 
 ( , ) { , ( , ) ( , )

{ ,

current knownf x y background if abs I x y I x y

foreground otherwise

  
 (4.1) 

 

The process is complicated by the fact that if the background is not static, i.e. a 

changing television screen in the background should not be considered as a foreground 

object although the scene is continuously changing. By the order of the Figures 4.1 to 4.5   

you can see the examples of background subtraction from different motions and also a 

good example of the consecutive images from a gait sequence. 
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Figure 4.1. An example of silhouette extraction 

 

 

 

Figure 4.2. Sample images of walking person 
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Figure 4.3. Running person and silhouette from our database 

 

 

 

Figure 4.4. Standing person and silhouette from our database 

 

 

 

Figure 4.5. Walking person and silhouette from our database 

 

4.1.1.2. Lighting Differences 

Lighting differences are always obtained between the background and the current 

image as brightness in the environment changes. We can call these illumination changes 

such as reflections, shadows, moving clouds or inter-reflections between sequences of the 
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moving figure frames. In Figure 4.6, you can see examples of problematic images 

containing noise caused by lighting difference. 

 

 

 

Figure 4.6. Noise occurred by lighting difference in image segmentation 

 

Background subtraction between the current image and background image provides 

the foreground. However, it has different amounts of noise over the image and is not 

suitable for use. It is clearly seen from the above images the sharper light changes causes 

this noise in the foreground image. To isolate the moving figure, we first determine these 

noisy regions. Therefore, we benefit from the properties of the area of connected 

components in the thresholded image. Assuming that the human occupies most of the 

scene, we pick the largest two regions in the image to eliminate noise terms. 

 

4.1.1.3. Finding the Action Regions 

After eliminating the noise in the frames, each foreground region is tracked from 

frame to frame by a simple method based on bounding boxes. To do so, we define the 
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action regions as rectangular areas where any specific action has been occurred. The 

rectangle used to entirely include the tracked object is called the tracking window. This 

tracking window depends on the human body shape, distance between the video sensor 

and the person which is performing the action. In Figure 4.7, you can see an example of 

rectangle that we use as tracking window. The horizontal and vertical size of tracking 

window can be denoted as ℎ𝑥  𝑎𝑛𝑑 ℎ𝑦  
respectively.   

 

 

 

Figure 4.7. Target rectangle and tracking window 

 

If we set parameters ℎ𝑥  𝑎𝑛𝑑 ℎ𝑦  
as the half of the tracking window then we can set  

ℎ𝐻 = 2ℎ𝑥  𝑎𝑛𝑑 ℎ𝑣 = 2ℎ𝑦 . Also the center of the target is  𝑥𝑐 , 𝑦𝑐    . Usually the action 

region is smaller than the image area. Therefore, the action region inside the image frame 

is selected which includes the human body shape. By the order of Figures 4.8, 4.9 and 4.10 

we can see a tracking example of a standing human in a video sequence, tracking of 

human in different positions and lastly example of tracking frames from a walking human 

video sequence. 
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Figure 4.8. Tracking of standing human 

 

 

 

Figure 4.9. Tracking of human in different positions 
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Figure 4.10. Tracking frame by frame of walking human 

 

4.1.1.4. Silhouette Representation 

 An important cue in determining the underlying motion of a walking figure is the 

temporal changes in the walker's silhouette. It makes the proposed method insensitive to 

changes of color and texture of clothing and the color of the foreground objects [25]. Since 

these silhouettes are the basis for identification, it is important that they should be clear 

and noise free. From the foreground image, when all noise effects have been removed, 

moving silhouette of a walking figure has been tracked. We compute the centroid of all 

points in x and y coordinates. By choosing the centroid as a reference origin, we unwrap 

the outer contour and turn it into the distance signal as 𝑆 =  𝑑1, 𝑑2, …𝑑𝑖 , …𝑑𝑁 ,   composed 

of all distances 𝑑𝑖  between each pixel  𝑥𝑖 , 𝑦𝑖    .  

 

    
2 2

i i c i cd x x y y     (4.2) 

 

In Figure 4.11, the illustration of silhouette shape representation is given. In Figure 

4.12, some walking frames from a video sequence are given. Finally, in Figure 4.13, we 

can see the same frames which the centroids of the frames have been calculated and shown 

on the frames.  
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Figure 4.11. Illustration of silhouette shape representation [26] 

 

 

 

Figure 4.12. Image sequence from walking figure 
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Figure 4.13. Centroid of each image 

  

After we calculate all information from the centroid of the frames, we decided to 

add another process to stabilize results. Therefore, we formed the videos to a fixed block 

size. We have used 16 for block sizes. If we have a video sequence with size 484x644 or 

another different size than 480x640, we need to resize the video sequence to 480x640 for 

our program. We suppose to take the average of the pixel values to reach our purpose. We 

used 16 block size and take the average of the pixels horizontally and vertically. This 

means that each pixel can be represented using a block which contains its neighbors value. 

With this implementation, almost in all images, the value of a particular pixel depends on 

its neighbor.  

 

We can usually expect the value of a pixel to be more closely related to the values 

of pixels close to it than to those further away. This is because most points in an image are 

spatially coherent with their neighbors. In Figure 4.14 you can see an example shown of 

the block sizes in horizontal and vertical directions. 
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Figure 4.14. An example of creating the block sizes 

 

4.1.1.5. Signature Extraction 

After calculating the moving object properties, we continue the operation with 

matching the appropriate labels as: running, walking, no movement and raise hands. We 

used a simple type of optical flow method for this purpose. The optical flow algorithm, for 

each pixel, searches among a limited set of discrete displacements for the displacement 

 𝑢 𝑥, 𝑦 , 𝑣(𝑥, 𝑦)  that minimizes the sum of absolute differences between a frame in one 

image and the corresponding displaced frame in other image.  The x and y coordinates of a 

centroid are two scalar measures of the distribution of motion.  

 

In Figure 4.15, the first line shows some frames from a video sequence. Also in the 

second line you can see the moving points of the frames showed in the first line and finally 

in the third line you can see the magnitude of the frames showed. 
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Figure 4.15. Moving points for these images, and magnitude of the flow [54] 

 

The shape of motion varies periodically during the motion sequence. The relative 

positions of the centroid of T (moving points) vary systematically over the sequence. The 

ratio of the lengths of the major and minor axes is scale-invariant measure of the 

distribution of motion which reflects both position and velocity of the moving points. 

Human gait has single, fundamental driving frequency as a result of the fact that every part 

of the body must move in cooperation.  For example, for every step forward taken with the 

left foot, the right arm swings forward exactly once.  

 

Below you can see the all scalar measure types which describe the shape of a single 

gait. Since all the components of the gait, such as movement of individual; body parts, 

have the same fundamental frequency, all signals derived by summing the movements of 

these parts. 
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 X Coordinate of centroid is 
/xT T   (4.3) 

 

 Y Coordinate of centroid is 
/yT T   (4.4) 

 

 X coordinate of difference of centroids is wc cX X  (4.5) 

 

 Y coordinate of difference of centroids is wc cY Y  (4.6) 

 

As we know the frame rate of the video sequences and also how many frame 

consists in the video, it is easy to determine the speed of the movement along the time and 

according to the x and y direction. If there is a fixed motion way ahead in the video 

sequence, it can be threshold as the speed of that movement. The program for gait analysis 

works on principle of frequency component of direction of movement. The flow 

component of the system provides dense measurements of optical flow for a set of points 

in the image. We use all points and analyze their distribution. To describe the spatial 

distribution, we compute the centroid of all moving points. The shape of motion is the 

distribution of flow which characterized by measures of flow. The shape of motion varies 

systematically during a motion sequence. The features of the centroids characterize the 

flow at a particular instant in time. 

 

The program converts a movie into individual frames and extracts the person object 

from each frame. Size, length and frame rate informations have been taken from the video 

sequence. For every individual frame the program calculates the difference with itself and 

the previous frame. It then calculates difference between itself and previous as frame skip 

value. It then calculates the centre of person and centroid labels in each frame, since the 

centre of person contain both x and y coordinates, and all the movements which are to be 

detected are due to displacement in horizontal direction, so that’s why that component is 

only considered to find the frequency of movement. The frequency of each movement is 

calculated by the optical features of the movement. After calculation, all labels have been 

passed from mean filter. After this operation with weighting operation real label has been 

identified. 
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After the labels have been matched with the motion frames of both procedures 

which are centroid and frame by frame investigation, we give this information as an input 

to a spatial filter to make results smoother.  We used a low pass filter to remove the noise 

from the results. Here our indication as noise is, the false label matches with the motion 

frames in the video sequence. For example, there is a walking movement for 10 frames in 

the video sequence and results give us fourth frame as walking, fifth frame as running and 

the sixth frame as walking again. Here we are looking for both fourth and sixth frames. 

According to their results, we decide that the movement is walking and we never show the 

running label on the results.  

 

Lastly for a result label we use very simple artificial neural network 

implementation and make a voting between the results of the centroid and the low pass 

procedures. The input value is calculated by summing the weighted input values from its 

links. 

 In mathematical terms 
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and  
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where 𝑥1, 𝑥2, …. 𝑥𝑚  
are the input signals; 𝑤1, 𝑤2, …. 𝑤𝑚  

are the weights of labels. 

𝜑 .   is the function and 𝑦𝑘  
is the output signal for the calculated label. Label b shows us 

the bias and the output for a simple neuron k is u. The use of bias has an affine 

transformation effect on output u. We put a rectangular area on the tracked human in each 

frame and set the image which correspondence the correct label. The type of movement is 

decided using certain threshold values. Program put the label image to the right bottom for 

every individual frame and for a result we combined all the individual result frames and 

result video sequence occur. We will give more detailed information about the threshold of 

the movement in next chapter with the experimental information. 
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5.  EXPERIMENTS 

 

 

To verify the usefulness of the proposed system, we analyzed it on a set of image 

sequences containing walking subjects viewed from a static camera, facing towards a static 

background. In the second stage, we also setup some test sequences ourselves. These video 

sequences contain different type of movements together and we try to indentify the human 

motions consequently. In our experiments, we sampled the gait of people using the 

apparatus seen below.  In Figure 5.1, we provide the schematic apparatus of the recording 

scheme in experimental video sequences.  

 

 

 

Figure 5.1. Schematic of experimental apparatus. 

  

There are different subjects and each sequence was recorded in 24-bit color, at a 

resolution of 640x480 pixels. It must be noted that this video was of very good quality and 

this helped in the segmentation. The type of movement is decided using certain threshold 

values. Since the thresholds of frequency for each person also varies with the age, e.g. a 
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child walks faster compared to an old man, so these thresholds can always be changed, 

depending upon the target person whose gait is to be determined. This difference can be 

seen especially in videos, if there is a single movement on the video, the frequency of the 

movement is more stable than compound movements in one video. When we apply the 

temporal difference between the two adjacent frames, the difference between these frames 

represents the moving object. If there is a slow variation in few seconds, this shows us the 

motion of raising hands. If there is a high variation, this represents the running action. If 

the variation is average, than this shows us the walking action. Finally, no variation in the 

signal represents the no-movement action.  

  

 The experiment results can be broken into two main parts. The video that contains 

only one singular movement and the video contain different movements consequently. 

According to the video type, results show little differences. Especially, the difference 

occurs between the threshold values of the walking and running movement. 

 

Below are some results generated using following videos: (the code runs for movies 

with initial and last frames must contain a person object, also plain background is 

preferred, and only one type of movement is detected at a time). 

 

Table 5.1. Speed of movement table of different human motions. 

 

File name Speed of movement Gait type 

Seco.avi 6.8247 Standing 

Man_walking1.mpg 87.7546 Walking 

Man_walking2.mpg 87.3928 Walking 

Man_walking3.mpg 94.4076 Walking 

Man_walking4.mpg 73.9558 Walking 

Man_walking5.mpg 72.7261 Walking 

Seco2_new.avi 325.4964 Running 

1_new.avi 65.9779 Walking 

2_stand.avi 6.991 Standing 
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Besides, as can be seen in the above table, there is a significant change in the speed 

of movement in the running and standing positions. This difference is because of the exact 

change in the nature of the video sequence. In this kind of video sequence, all movements 

need to be determined frame by frame. This causes relative changes in the video sequence. 

Table 5.2 shows some example values from video and the movement type in the video. 

 

Table 5.2. Some values taken from self-recorded videos. 

 

File name Speed of Stand Walk Run 

1 57.82 78.39 134.57 

Selcuk_2 53.18 73.64 126.68 

Selcuk_run X X 132.49 

2_stand 62.40 X X 

Melih X 81.72 X 

 

The basic difference between the video types is the elements of a figure such as 

moving arms, or legs have much high velocities, if we are interested in only one 

movement at a time rather than the different movements in one video. Lower variations 

between motion changes caused low noise differences between features showed in the 

video sequences. The threshold values arranged according to the motion which has the 

most significant variation value. Changing these threshold values typically caused some 

changes in the set of features. The key factor is that, whatever combination of threshold 

values or parameter is used, that combination must be held constant for recognition to 

work.   

 

According to the above explanation, it can be detected as parameters and features 

used in the system can affect the threshold values. It is entirely possible that there are 

correlations between the motions seen consequently in one video sequence. Below you can 

see the examples from our experiments for both video type which consists of only one 

motion in one video sequence and different motion types in one video sequence.  Firstly 

we are interested with the video types only has one motion at a time and the threshold 

values are adjusted according to this assumption. After this experiment, you can also see 

some results from the video sequences which have different motion types consequently in 
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one video sequence. We also show some comparison regarding the results of both video 

types and try to explain our method more effectively. In Figure 5.2, we can see some 

frames from result video of a walking man video sequence. You can see that if there is 

only one motion in the video sequence. Results are stable and correct.  

 

 

 

Figure 5.2. Frames of result walking_man1 video 

 

In Figure 5.3, we can see other example frames from result of another walking 

video sequence. 
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Figure 5.3. Frames of result man_walking2 video 

 

Again for the above results you can see that motion in all frames detected as true 

instead of the first frame which is detected as STAND instead of WALK. The reason for 

this is in the first frame the human motion seems as STAND instead of walk and from the 

frame perspective because the speed of movement here is so slow and close to the 

STAND, motion detected as STAND. In Figure 5.4, we can see some result frames from 

Melih video. In this video frames you can see STAND and WALK results. 
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 Figure 5.4. Frames of result Melih video 

 

 You can see the same problem occurred in this video on second and third frames as 

explained above. Instead of figure starts to walk, on the frame it seems as figure is 

standing and the low speed of movement program system thinks it is STAND position 

instead of walking. In Figure 5.5 you can see some result frames from Selcuk video. In this 

figure results are related to STAND motion. 
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Figure 5.5. Frames of result Selcuk video 

 

 In the above frames, you can see three different results. For the first three frames, 

our system recognizes the human motion as the STAND action. However, for the next 

three frames, it shows No-movement. This happens because Slecuk did not make any 

movement. So, the system thought there is not any movement on the frame. Also there is 

not any speed info coming from the frame and system printed NO sign at left bottom. At 

this point we can say the last three frames are like evidence to the previous three frames. 

At the final three frames, the first frame is still shows NO movement however in the 

second frame, there is a little movement which can be identified from the rectangular on 

the frame. With this little movement, the program again shows us the STAND action. In 
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Figure 5.6, we can see different result frames of different motion types from Melih_2 

video. 

 

 

 

Figure 5.6. Frames of result Melih_2 video 

 

In the above frames, different results can be seen. For the first three frames, our 

system recognizes the human motion as the WALK action. For the next three frames, it 

shows the WALK movement. This might happen because of the first frames after the 

motion changed. However, again this can be considered as error. For the last three frames, 

our system recognizes the motion is different and prints the WALK action correctly. In 

Figure 5.7, you can see result frames of three different motions from the Selim video.  
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Figure 5.7. Frames of result Selim video 

 

For the above video results according to the frames all the actions have been 

performed correctly. WALK action for first three frames, STAND action for the remaining 

frames are indicated. In Figure 5.8, we can see some example frames from Selcuk_run 

video. 
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Figure 5.8. Frames of result Selcuk_run video 

 

For the above video results it can be seen that all the frames have been indicated 

wrongly. System prints WALK action instead of RUN. This has occurred due to 

mismatched speed information because of the exact change in the nature of the video 

sequence. If there is a single movement in the video and the program takes the first and 

last frames instead of calculating the motions frame by frame, then the speed values used 

for thresholding the motion changes.  

 

In Figure 5.9, you can see the same frames results with different threshold values for 

running motion. In this new threshold value, we only consider the frame by frame changes. 

On this new setup, the speed of run motion decreases dramatically.  This is as expected for 

the video sequences recorded by ourselves. Also all motions in a video sequence have 

been identified perfectly. However this time we have some problematic results with the 

video sequences which have been recorded for general usage databases.  

 

 

 

Figure 5.9. Frames of result Selcuk_run video with new values 
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In Figure 5.10 and 5.11, we can see another result frames with new threshold values for 

different motion types. 

 

 

 

Figure 5.10. Frames of result Selcuk_run2 video with new values  

 

 

 

Figure 5.11. Frames of result Selcuk_2 video with new values 
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For the above video results according to the frames all the actions have been 

performed rightly. WALK action for the first three frames, and right after that RUN action 

for the second and third row is indicated as STAND. Of course there are faulty frames 

occurred between these and this will be indicated in the overall results. Also in Figure 

5.12, we can see some result frames from walking video sequence with new threshold 

values. 

 

 

 

Figure 5.12. Frames of result man_walking1 video with new values 

 

As we have explained above, with new threshold value we have some 

problematic values on video frames which have been recorded for general usage 

databases for only RUN action. In this kind of video sequences, this has been occurring 

because there is only one motion in the video sequence and the speed of movement has 

been varied with the video type.  

 

Instead of running threshold, we have same stable results for other motion types. 

Because of this reason, we concluded to put the running threshold for the video sequences 

which has been recorded for general usage databases. Also we show both result types for 

this two different threshold values.  

 

 Below are the results tables for the first threshold value. Video sequences which 

have been recorded for general usage databases. At this threshold value, running is thought 

as high variation and has high speed value. 
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Table 5.3. Walking_man video results 

 

 

Table 5.4. Motion Results for Selcuk_run2 video 

 

Table 5.5. Motion Results for Selcuk_2 video 

 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Stand 65 35 X 10 20 54 

Run 60 5 5 X 50 7 

No 50 2 X 48 X 96 

Walk 90 3 X X 87 96 

 

 

 

 

 

 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Walking_man1 83 6 1 3 73 87.5 

Walking_man2 83 3 X 3 76 91.5 

Walking_man3 78 6 X 3 67 86.0 

Walking_man4 95 2 X 3 90 94.5 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Stand 15 10 X X 5 67 

Run 35 5 5 X 25 14 

No 100 10 3 87 X 87 

Walk X X X X X X 
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Table 5.6. Motion Results for Melih video 

 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Stand X X X X X X 

Run X X X X X X 

No 80 3 X 77 X 96 

Walk 140 5 X X 135 96 

 

Table 5.7. Motion Results for Selim video 

 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Stand 50 30 X X 20 60 

Run X X X X X X 

No 90 5 X 85 X 94 

Walk 110 5 X 5 100 91 

 

As you can see, instead of running motion we have high success rates in other 

motion types especially for the WALK. For the STAND motion, it is clear that the 

performance decreases. The real cause of this result is the speed of WALK and STAND 

actions are very close to each other.  

 

Below are the results in tabular form for the second threshold value. We have 

recorded the video sequences. At this threshold value, running is thought as slower 

variation and has less speed value. From the tables, it is clearly seen that the results on our 

recorded video sequences are encouraging for the running action. At this point, the results 

for walking of man videos success decrease as we consider the running action. The 

variation type difference causes this different result for this video type. Also for 

Selcuk_run2 and Selim files, the only difference is the success rate of the running motion. 

Other motion types are not affected in the same kind of video sequences.  
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Table 5.8. Walking_man video results with new threshold 

 

 

Table 5.9. Motion Results for Selcuk_run2 video with new threshold 

 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Stand 15 10 X X 5 67 

Run 35 3 28 X 4 80 

No 100 10 X 85 5 85 

Walk X X X X X X 

 

Table 5.10. Motion Results for Selcuk_run video 

 

 

 

 

 

 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Walking_man1 83 3 53 2 25 30 

Walking_man2 83 4 50 2 27 33 

Walking_man3 78 4 47 2 24 31 

Walking_man4 95 2 65 2 29 31 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Stand X X X X X X 

Run 35 X 25 X 10 72 

No X X X X X X 

Walk X X X X X X 
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Table 5.11. Motion Results for Selim video with new threshold 

 

 Total 

Frame 

Stand Run No Walk Success 

Rate (%) 

Stand 50 30 X X 20 60 

Run X X X X X X 

No 90 5 X 85 X 94 

Walk 110 5 X 5 100 91 

 

We can show you a comparison of several different approaches on the SOTON 

database. We give this information because the video sequences in the SOTON database 

are close to our man_walking video sequences. In Figure 5.13, there are the some sample 

examples from SOTON gait database. 

 

 

 

Figure 5.13. Some samples in the SOTON gait database  

 

Our system results are really encouraging as we worked on a similar database. In 

Table 5.12, you can see different approaches on the SOTON gait database.  
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Table 5.12. Comparison of several different approaches on SOTON gait database 

 

Methods Data Set Correct Classification Rate 

(%) 

Shutler 2000 4 subjects, 4 seq. per 

subject 

87.50 

Hayfron-Acquah 2001 4 subjects, 4 seq. per 

subject 

100.00 

Foster 2001 6 subjects, 4 seq. per 

subject 

83.00 

 

In our experiment which is so close to above database worst result is 86% and best 

result is 96%. 
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6. CONCLUSIONS 

 

 

With the increasing demand on visual surveillance systems, human identification at a 

distance gained more interest. Gait, is a potential behavioral feature for this application. 

Therefore, many allied studies have demonstrated that it can be used as a useful biometric 

feature for recognition [4]. The unique advantage of gait is that it can be used at a distance 

when other biometrics could be obscured or at too low resolution to be perceived. 

Automatic recognition by gait is now in a position where its properties and potency are 

comparable with other biometrics.  

 

The development of computer vision techniques have also assured that vision-based 

automatic gait analysis can be gradually achieved. However, the lack of a common 

database and evaluation methodology has been an apparent limitation in the development 

of gait recognition algorithms. As we know, a large number of papers in the literature 

reported good recognition results on a limited size databases. 

 

The aim of this thesis was to develop a system that is capable of recognizing actions 

using gait analysis. The combination of a background subtraction procedure and a simple 

correspondence method is used to segment and track silhouettes of a walking figure. 

Simple feature selection reduces the computational cost significantly during the training 

and recognition processes. Our system achieves high recognition rates. Our system is also 

general and can also be applied on the motion of animals. Although the analysis of our 

results is valid, we are limited in our ability to extrapolate them. Our sample size is small, 

so we cannot conclude much about gaits in the entire human population. In an effort to 

control the conditions of the experiment, we considered only pedestrians walking across 

the camera field of view. There is no reason to expect that shape of motion features are 

invariant to viewing angle, so we expect that the shape of motion features we have 

acquired to fail if the view is not approximately perpendicular to the direction of gait.  

 

As a conclusion, recent developments in gait research indicate that the gait 

technologies still need to mature and limited practical applications should be expected in 

immediate future. At present there is a potential for initial deployment of gait for 
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recognition in conjunction with other biometrics. However gait analysis and recognition is 

an open and challenging research area for future.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 59 

APPENDIX A: RGB to HSI MATLAB CODE IMPLEMENTATION 

 

 

Algorithm A.1. RGB to HSI Matlab Code Implementation 

 

function rgbtohsi(x) 

F=imread(x); 

F=im2double(F); 

r=F(:,:,1); 

g=F(:,:,2); 

b=F(:,:,3); 

th=acos((0.5*((r-g)+(r-b)))./((sqrt((r-g).^2+(r-b).*(g-b)))+eps)); 

H=th; 

H(b>g)=2*pi-H(b>g); 

H=H/(2*pi); 

S=1-3.*(min(min(r,g),b))./(r+g+b+eps); 

I=(r+g+b)/3; 

hsi=cat(3,H,S,I); 

HE=H*2*pi; 

HE=histeq(HE); 

HE=HE/(2*pi); 

SE=histeq(S); 

IE=histeq(I); 

choice=input('1:RGB to HSI\n2:Display Hue, Saturation and Intensity 

Images\n3:HSI to RGB\n4:Hue-Equalization\n5:Saturation-

Equalization\n6:Intensity-Equalization\n7:HSI-Equalization\n Enter your 

choice :'); 

switch choice 

    case 1 

        figure,imshow(F),title('RGB Image'); 

        figure, imshow(hsi),title('HSI Image'); 
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    case 2 

        figure,imshow(F),title('RGB Image'); 

        figure, imshow(H),title('Hue Image'); 

        figure, imshow(S),title('Saturation Image'); 

        figure, imshow(I),title('Intensity Image');    

    case 3 

        C=hsitorgb(hsi); 

        figure,imshow(hsi),title('HSI Image'); 

        figure, imshow(C),title('RGB Image'); 

    case 4 

        RV=cat(3,HE,S,I); 

        C=hsitorgb(RV); 

        figure,imshow(hsi),title('HSI Image'); 

        figure,imshow(F),title('RGB Image'); 

        figure, imshow(C),title('RGB Image-Hue Equalized'); 

    case 5 

        RV=cat(3,H,SE,I); 

        C=hsitorgb(RV); 

        figure,imshow(hsi),title('HSI Image'); 

        figure,imshow(F),title('RGB Image'); 

        figure, imshow(C),title('RGB Image-Saturation Equalized'); 

    case 6 

        RV=cat(3,H,S,IE); 

        C=hsitorgb(RV); 

        figure,imshow(hsi),title('HSI Image'); 

        figure,imshow(F),title('RGB Image'); 

        figure, imshow(C),title('RGB Image-Intensity Equalized'); 

    case 7 

        RV=cat(3,HE,SE,IE); 

        C=hsitorgb(RV); 

        figure,imshow(hsi),title('HSI Image'); 
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        figure,imshow(F),title('RGB Image'); 

        figure, imshow(C),title('RGB Image-HSI Equalized'); 

    otherwise 

        display('Wrong choice'); 

end 

end 

function C=hsitorgb(hsi) 

HV=hsi(:,:,1)*2*pi; 

SV=hsi(:,:,2); 

IV=hsi(:,:,3); 

R=zeros(size(HV)); 

G=zeros(size(HV)); 

B=zeros(size(HV)); 

%RG Sector 

id=find((0<=HV)& (HV<2*pi/3)); 

B(id)=IV(id).*(1-SV(id)); 

R(id)=IV(id).*(1+SV(id).*cos(HV(id))./cos(pi/3-HV(id))); 

G(id)=3*IV(id)-(R(id)+B(id)); 

%BG Sector 

id=find((2*pi/3<=HV)& (HV<4*pi/3)); 

R(id)=IV(id).*(1-SV(id)); 

G(id)=IV(id).*(1+SV(id).*cos(HV(id)-2*pi/3)./cos(pi-HV(id))); 

B(id)=3*IV(id)-(R(id)+G(id)); 

%BR Sector 

id=find((4*pi/3<=HV)& (HV<2*pi)); 

G(id)=IV(id).*(1-SV(id)); 

B(id)=IV(id).*(1+SV(id).*cos(HV(id)-4*pi/3)./cos(5*pi/3-HV(id))); 

R(id)=3*IV(id)-(G(id)+B(id)); 

C=cat(3,R,G,B); 

C=max(min(C,1),0); 

end 
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APPENDIX B : GAIT ANALYSIS MATLAB CODE 

IMPLEMENTATION 

 

 

Algorithm B.1. Gait Analysis Matlab Code Implementation 

 

function [ label , roi ] = low_pass( diff, thresholds, avg_n ) 

  

% Averaging Blocks 

block_avg = block_average( diff, avg_n ); 

  

% Find Area of Interest 

roi = region_of_interest( block_avg ); 

  

% Maximum Difference 

out_max = max( max( diff ) ); 

  

% Determining Label with Thresholds 

label = 0; 

for t = 1 : length( thresholds ) 

    if( out_max > thresholds(t) ) 

        label = t; 

    else 

        break; 

    end 

end 

  

end 
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Table B.2. Region of interest function. 

 

 

function roi = region_of_interest( mat ) 

  

smat = sparse( mat ); 

roi = zeros(1,4); 

  

if sum( find(smat) ) > 0 

  

    % indices of non-zero elements 

    [ i, j ] = find( smat ); 

     

    roi(1) = min( i );    % min of x 

    if roi(1) > 1 

        roi(1) = roi(1) - 0.5; 

    end 

     

    roi(2) = max( i );    % max of x 

    if roi(2) < size( mat, 1 ) 

        roi(2) = roi(2) + 0.5; 

    end 

     

    roi(3) = min( j );    % min of y 

    if roi(3) > 1 

        roi(3) = roi(3) - 0.5; 

    end 

     

    roi(4) = max( j );    % max of y 

    if roi(4) < size( mat, 2 ) 

        roi(4) = roi(4) + 0.5; 
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    end 

end 

end 

 

 

 

Table B.3. Block_average function 

 

function [ block_avg ] = block_average( mat, block_size ) 

  

% Removing Unnnecessary Pixels 

mat = mat(1:size(mat,1) - mod(size(mat,1),block_size),... 

    1:size(mat,2) - mod(size(mat,2),block_size) ); 

  

% Averaging Blocks 

[ n1, n2 ] = size( mat ); 

block_avg = zeros( n1 / block_size, n2 / block_size ); 

cnti = 0; 

for i = 1 : block_size : n1 

    cnti = cnti + 1; 

    cntj = 0; 

    for j = 1 : block_size : n2 

        cntj = cntj + 1; 

        avgx = sum( sum( mat( i : i + block_size-1, j : j + block_size-1) ) ) / ( 

block_size * block_size ); 

        block_avg( cnti, cntj ) = avgx; 

    end 

end 

end 
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Table B.4. Mean filter function 

 

function [ filtered ] = mean_filter( list, K ) 

  

L = length( list ); 

filtered = zeros( 1, L ); 

  

for i = 1 : L 

    for j = i-K : i+K 

        k = j; 

         

        if( k < 1 ) 

            k = 1; 

        else 

            if k > L 

                k = L; 

            end 

        end 

         

        filtered(i) = filtered(i) + list(k); 

         

    end 

end 

  

filtered = round( filtered / ( 2*K + 1 ) ); 

  

end 
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Table B.5. Draw roi function 

 

function img_roi = draw_roi( img, roi, block_size ) 

  

COLOR = 0; 

  

img_roi = img; 

img_roi( block_size * (roi(1)-1) + 1 : block_size * roi(2),...  

         block_size * (roi(3)-1) + 1 ) = COLOR;  

img_roi( block_size * (roi(1)-1) + 1 : block_size * roi(2),...  

         block_size * roi(4)) = COLOR;  

img_roi( block_size * (roi(1)-1) + 1,...  

         block_size * (roi(3)-1) + 1 : block_size * roi(4)) = COLOR;  

img_roi( block_size * roi(2),... 

         block_size * (roi(3)-1) + 1 : block_size * roi(4)) = COLOR;  

  

end 

 

 

Table B.6. Create action movies function 

 

function [] = create_action_movies( video_file, source, frameRate, 

BLOCK_SIZE, lowpass_roi, label ) 

  

labels_path = 'labels/'; 

margin = 10; 

  

frameCount = length( source ); 

  

avi_actions = avifile([ video_file '_actions.avi' ] ); 

avi_actions.fps = frameRate; 
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for frame = 1 : frameCount 

     

    frameImage = source( frame ).cdata; 

     

    if( frame > 1) 

         

        % Draw ROI 

        if( sum( lowpass_roi( :, frame-1 ) ) > 0 ) 

            frameImage = draw_roi( frameImage, lowpass_roi( :, frame-1 ), 

BLOCK_SIZE ); 

        end 

         

        % Add Label 

        labelImage = imread([ labels_path int2str(label(frame-1)) '.jpg']); 

        frameImage( end-size(labelImage,1)+1-margin : end-margin,... 

            end-size(labelImage,2)+1-margin : end -margin,... 

            :) = labelImage; 

         

    end 

     

    avi_actions = addframe( avi_actions, frameImage ); 

     

end 

  

avi_actions = close( avi_actions ); 

  

end 
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Table B.7. Gait centroid speed function 

 

function [ label, fg_smooth ] = gait_centroid_speed( diff, thresholds, timestep 

) 

  

% Centroid Image 

fg_smooth = zeros( size(diff) ); 

  

% Finding Regions 

L = bwlabel( diff > 0 ); 

stats = regionprops( L, 'all' ); 

areas = cat( 1, stats.Area ); 

  

if( size(areas,1) < 2 ) 

     

    % No Significant Movement 

    speed_x = 0; 

     

else 

     

    % Finding 2 Largest Regions 

    area_index = zeros(1,2); 

    [ max_area area_index(1) ] = max( areas ); 

    areas( area_index(1) ) = 0; 

    [ max_area area_index(2) ] = max( areas ); 

     

    % Considering only 2 Largest Regions 

    for r = 1 : 2; 

        pixels = stats( area_index(r) ).PixelList; 

        for p = 1 : size( pixels, 1 ) 

            fg_smooth( pixels(p,2), pixels(p,1) ) = 255; 
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        end 

    end 

     

    % Determine Region Centroids 

    region_centroids = zeros( 2, 2 ); 

    for r = 1 : 2 

        region_centroids( r , : ) = stats( area_index(r) ).Centroid; 

    end 

     

    % Calculating Distace 

    distance_x = abs( region_centroids(1,1) - region_centroids(2,1)); 

     

    % Calculating Speed 

    speed_x = distance_x / timestep; 

     

end 

  

% Determining Label with Thresholds 

label = 0; 

for t = 1 : length( thresholds ) 

    if( speed_x > thresholds(t) ) 

        label = t; 

    else 

        break; 

    end 

end 

  

end 
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Table B.8. Action recognizer function 

 

clear; 

  

% Threshold for Denoising Difference Image 

DIFFERENCE_THRESHOLD = 30; 

  

% Frame Skipping for Centroid 

FRAME_SKIP = 2; 

  

% Block Size for Low Pass 

BLOCK_SIZE = 16; 

  

% Mean Filter Neighbourhood 

K = 2; 

  

% Voting Weights 

WEIGHT_LOWPASS = 0.6; 

WEIGHT_CENTROID = 1 - WEIGHT_LOWPASS; 

  

% Thresholds 

% Nothing | Standing | Walking | Running 

thresholds_centroid = [ 55, 95, 130 ]; 

thresholds_lowpass = [ 55, 90, 125 ]; 

  

% Read Video File 

video_path = 'videos/'; 

video_file = 'man_walking5'; 

source = aviread( [video_path video_file '.avi'] ); 

  

% Video Properties 
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imageSize = size( source( 1 ).cdata(:,:,1) ); 

frameCount = length( source ); 

frameRate = get( mmreader( [ video_path video_file '.avi']), 'FrameRate' ); 

  

% Labels 

label_centroid = zeros( 1, frameCount - 1); 

label_lowpass = zeros( 1, frameCount - 1); 

  

% centroid_image = zeros( [ imageSize, frameCount - 1] ); 

lowpass_roi = zeros( 4, frameCount - 1); 

  

for frame = 1 : frameCount - 1 

     

    % Current Image 

    current = rgb2gray( source( frame+1 ).cdata ); 

     

    % Previous Image 

    previous = rgb2gray( source( frame ).cdata ); 

     

    % Skipped Image for Centroid 

    if( frame - FRAME_SKIP >= 1) 

        skipped = rgb2gray( source( frame+1 - FRAME_SKIP ).cdata ); 

    else 

        skipped = rgb2gray( source( 1 ).cdata ); 

    end 

     

    % Temporal Difference Between Two Frames ( Low Pass ) 

    diff_lowpass = ( double ( abs( current - previous ) ) ); 

    diff_lowpass = ( diff_lowpass > DIFFERENCE_THRESHOLD ) .* diff_lowpass; 

     

    % Temporal Difference Between Two Frames ( Centroid ) 
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    diff_centroid = ( double ( abs( current - skipped ) ) ) > 

DIFFERENCE_THRESHOLD; 

     

    % Gait Centroid Speed 

    [ label_centroid( frame ), centroid_image ]= ... 

        gait_centroid_speed( diff_centroid, thresholds_centroid, FRAME_SKIP / 

frameRate ); 

     

    % Low Pass Filter 

    [ label_lowpass( frame ), lowpass_roi( :, frame ) ]= ... 

        low_pass( diff_lowpass, thresholds_lowpass, BLOCK_SIZE ); 

     

end 

  

% Mean Filtering Recognitions 

label_lowpass_filtered = mean_filter( label_lowpass, K ); 

label_centroid_filtered  = mean_filter( label_centroid, K ); 

  

% Voting Between Two Methods 

label = round( WEIGHT_LOWPASS * label_lowpass_filtered + 

WEIGHT_CENTROID * label_centroid_filtered ); 

  

% Creating Movie File 

result_path = 'results/'; 

create_action_movies( [ result_path video_file ], source, frameRate, 

BLOCK_SIZE, lowpass_roi, label ); 
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