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ABSTRACT 

 

 

IN SILICO CONFORMATIONAL ANALYSIS OF  

VANCOMYCIN AND ITS COMPLEXES 

 

Vancomycin is a glycopeptide antibiotic used in treatment of infections caused by Gram-

positive bacteria. Vancomycin and other related glycopeptide antibiotics are clinically very 

important because they are the last line of defence against bacteria that have developed 

resistance to antibiotics. Early use of vancomycin was associated with a number of adverse 

effects, including infusion-related toxicities, nephrotoxicity, and possible ototoxicity. Due 

to these adverse effects new ways of introducing vancomycin to body has been an interest 

of researchers. In this study, it is aimed to perform the conformational analysis of 

vancomycin drug in different conditions. Effect of temperature, surrounding media, ionic 

state and number of molecule are studied in terms of radius of gyration. The statistical 

significance of differences between compared states are investigated with t-test. Formation 

of hydrogen bonds with water molecules and arrangement of water molecules around 

amino and carboxy terminus of vancomycin are observed with pairwise radial distribution 

function analysis. As a novel method introducing vancomycin to body within levan 

biopolymer as a drug carrier is studied with molecular dynamics simulations. Vacuum 

conditions are used to simulate the encapsulation process. To observe the release 

mechanism encapsulated structures are simulated in aqueous media and MD is shown to be 

an appropriate method for these kinds of investigations.  
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ÖZET 

 

 

VANKOMİSİN VE TÜREVLERİNİN SİLİKO ORTAMDA  

KONFORMASYONEL ANALİZİ 

 

Vankomisin Gram-pozitif bakterilerin sebep olduğu enfeksiyonların tedavisinde kullanılan 

glikopeptid yapıda bir antibiyotiktir. Vankomisin ve diğer ilgili glikopeptid antibiyotikler, 

antibiyotiklere karşı direnç geliştiren bakterilere karşı savunmanın son adımını 

oluşturdukları için kliniksel olarak çok önemlilerdir. Vankomisinin kullanımı damardan 

kullanıma ait toksisite, nefrotoksisite, ve muhtemel ototoksisite gibi bir dizi yan etkiyi de 

beraberinde getirmekteydi. Bu sebeple vankomisini vücuda tanıtmanın yeni yollarını 

bulmak araştırmacıların ilgilerinden biri haline geldi. Bu çalışmada değişik şartlarda 

vankomisin ilacının konformasyonel analizinin yapılması hedeflenmiştir. Sıcaklık, 

çevreleyici ortam, iyonik durum ve molekül sayısı etkisi dönme yarı çapı bakımından 

incelendi. Değişiklikler arasındaki farkların istatistiksel önemi t-test ile incelendi. Hidrojen 

bağlarının oluşumu ve su moleküllerinin vankomisinin amino ve karboksil terminalleri 

etrafındaki dizilimi ikili çapsal dağılım fonksiyonu ile incelendi. Yeni bir metot olarak 

vankomisinin vücuda ilaç taşıyıcı olarak levan biyopolimeri içerisinde verilmesi moleküler 

dinamik simülasyonları ile çalışıldı. Bu çalışmalarda vakum ortamı enkapsülasyon işlemini 

simule etmek için kullanıldı. Salınım mekanizmasını gözlemlemek için enkapsüle olmuş 

yapılar su ortamında simule edildi ve moleküler dinamiğin bu tip incelemeler için uygun 

bir metot olduğu gösterildi.  
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1. INTRODUCTION 

 

 

Vancomycin is a glycopeptide antibiotic that is active against staphylococci, streptococci, 

and other Gram-positive bacteria [1]. Vancomycin and other related glycopeptide 

antibiotics are very important because they act as the last line of defense against bacteria 

that become resistant to antibiotics with some modifications in their cell walls, which 

inhibits the drug to bind the cell wall to break the integrity of the wall. [2].  

Molecular Dynamics (MD) simulations are recently used for biological systems in drug 

design and delivery. These simulations are complementary to experimental studies. 

However simulations require high computing power. 

Pathogenic bacteria and the glycopeptides antibiotic vancomycin is introduced in the first 

part of the study. Then the mechanism of action of the drug is explained. Due to the 

adverse effects of vancomycin new ways to introduce the drug to body has been 

investigated by researchers. In the study it is suggested to use levan biopolymer, which is a 

soluble and biodegradable polymer, as drug carrier.  

MD simulations are performed in order to investigate vancomycin in different media and 

investigate its interaction with levan biopolymer in vacuum and in aqueous medium at 

different temperatures. Different analysis methods has been performed as radius of 

gyration and pairwise radial distribution function. Encapsulation and release of 

vancomycin by and from levan and sulfated levan by MD simulations are performed to 

show that computational methods can be used for screening prior ro experiments as well as 

to support experimental data. 

This thesis starts with theoretical background on vancomycin, drug delivery and levan 

biopolymer. In the next section, computational methods, approximations and parameters 

are given in detail, along with different analysis methods employed to evaluate the data. In 

the results and discussion section, MD results of all the simulations are given together with 

appropriated discussions of their analysis. The thesis is finalized with its conclusions and 

some suggestions for future work. 
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2. LITERATURE SURVEY 

 

 

Infectious diseases are caused by germs, which can be divided into four main groups as 

bacteria, viruses, fungi and protozoa. Infection can spread by touching, breathing, eating or 

insect bites. Infectious diseases which include tuberculosis, rabies, AIDS, and strep throat, 

are considered to be the leading causes of death around the world. This is highly related 

with the emergence of new infectious diseases; re-emerge of old infectious diseases and 

persistence of intractable infectious diseases [1]. The deaths caused by infectious diseases 

in United States of America for a time period between 1900 and 1999, are investigated by 

Armstrong and coworkers. Although the study includes only United States, it can be 

accepted as a general trend through the world [2]. 

 

 

Figure 2.1. Crude infectious disease mortality rate in United States in 20
th

 century [2] 

 

In Fig. 2.1 the mortality rate caused by infectious diseases in United States of America for 

20
th

 century is represented with novel applications and breakthroughs. As seen in the chart 

after 1980s a slight increase in mortality rate is observed. The main reasons of this increase 
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can be related with aforementioned causes as re-emergence of diseases, resistant pathogens 

etc.  

In history bacterial infections have been the major responsible for most deadly and 

widespread epidemics through civilization. Pneumonia, tuberculosis and diarrhea were the 

three leading causes of death in the early 20
th

 century. The development of vaccines, 

antibiotics and also general hygiene precautions as water purification, inhibited the death 

rate from these kinds of diseases. However, in accordance with the Figure 1.1 it is reported 

that in the past 30 years new bacterial pathogens are recognized and many old ones re-

emerged with resistance to antimicrobial drugs. [3] 

Bacterial based infectious diseases, of which the most fatal one is respiratory infections, 

include tuberculosis, cholera, meningitis and urinary tract infections. For the treatment of 

this kind of diseases mostly antibiotics and vaccines are used. However more daily hygiene 

procedures such as hand washing should be considered. The main problem in medical 

treatment is, the bacteria may become resistant to antibiotics if imprudent usage of 

antibiotics is not precluded.   

Bacteria can be classified by using many different criteria. These criteria are bacterial 

morphology, staining properties and growth requirements. Morphological features divide 

bacteria to these groups; Coccus (spherical), Bacillus (rod), Spirillum (spiral), Vibrio 

(curved rods).  Growth requirements classify bacteria due to their need for oxygen to grow. 

The classes include anaerobic bacteria, which can grow in lack of oxygen and aerobic 

bacteria which requires oxygen to grow. The other criteria, staining properties (explained 

in detail in the following section) classify the bacteria into two groups as Gram-positive 

and Gram-negavite. The classification can be enlarged with the criteria of dietary patterns 

as autotrophic, which can synthesize organic matter from inorganic, and heterotrophic, 

which can not synthesize organic matter and take aliment from outside.  

Table 2.1 represents the types of bacteria, diseases caused by them and also transmission 

paths. The abbreviations for transmission paths are; C, Contact, E, Endogenous, F, Food 

borne, HA, Hospital Acquired, IA, Infected Animal, IV, Insect Vector, M, Milk , RC, 

Respiratory Contact, SC, Sexual Contact, S, Soil, W, Water.  
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Table 2.1. Pathogenic bacteria for humans and related diseases [3] 

 

 
Bacteria Disease(s)  Transmission 

G
ra

m
-n

eg
a
ti

v
e 

B
a
c
te

ri
a

 

Escherichia coli 
Gastroenteritis, urinary tract infections, neonatal 

meningitis  
F W E 

E. coli O157:H7  Diarrhea, hemolytic uremic syndrome (HUS)  F 

Salmonella enterica Gastroenteritis  F W 

Salmonella typhi Typhoid fever  F W 

Shigella dysenteriae Bacillary dysentery  F W 

Yersina pestis Bubonic plague  IV 

Pseudomonas aeruginosa  
Opportunistic infections, swimmerï¿½s ear, hot tub itch, 

cellulitis, pneumonia, more  
S W C HA E 

Vibrio cholerae Asiatic cholera  W 

Bordetella pertussis Whooping cough  RC 

Haemophilus influenzae  Meningitis, pneumonia, sinusitis  RC 

Helicobacter pylori Gastric and duodenal ulcers  F? 

Campylobacter jejuni Gastroenteritis  F W 

Neisseria gonorrhoeae  Gonorrhea  S C 

Neisseria meningitidis Meningococcemia and meningitis  R C E 

Brucella abortus Undulant fever  IA M 

Bacteroides fragilis Anaerobic infections  E 
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Staphylococcus aureus Food poisoning, wound infections, toxic shock  F C E HA IA 

Streptococcus pyogenes Strep throat, scarlet fever, mastitis, necrotizing fasciitis C 

Streptococcus pneumoniae Pneumonia, otitis media, meningitis  RC E 

Bacillus anthracis  Anthrax  S IA 

Bacillus cereus Food poisoning  F 

Clostridium tetani Tetanus  S 

Clostridium perfringens Food poisoning, gas gangrene, uterine infections  F S E 

Clostridium botulinum Botulism, infant botulism  F 

Clostridium difficile 
Antibiotic-associated diarrhea, pseudomembranous 

colitis  
C HA E 

Corynebacterium diphtheriae Diphtheria  RC 

Listeria monocytogenes Listeriosis  F 
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Mycobacterium tuberculosis TB (tuberculosis)  RC M 

Mycobacterium leprae Leprosy  C 

Chlamydia trachomatis Chlamydia, lymphogranuloma venereum, trachoma  SC C 

Chlamydia pneumoniae Pneumonia  RC 

Mycoplasma pneumoniae  Atypical pneumonia  RC 

Rickettisas Rickettsiosis: typhus, RMSF   IV 

Treponema pallidum Syphilis SC 

Borrelia burgdorferi Lyme disease IV 
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2.1. GRAM-POSITIVE AND GRAM-NEGATIVE BACTERIA 

Bacteria can be stained by crystal violet dye and methylene blue dye which have positive 

charges as the bacterial cytoplasm has an overall negative charge. The Gram staining 

technique has multi steps and as a result divides bacteria into two groups: Gram-positive 

and Gram-negative [4]. The method, discovered by H.C. Gram in 1984, has been useful 

and important technique to classify the bacteriato this day.   

First bacteria are stained with crystal violet dye and rinsed then a special Gram dye 

containing iodine is added. With this step all bacteria are colored purple in light 

microscope. The differentiation is done by a decolorizer. When decolorizer is added to 

medium the bacteria which lose their color and become transparent are called Gram-

negative bacteria. Others that retain violet color are called Gram-positive bacteria. Then a 

red dye to counterstain the Gram-negatives is added. So at the end of Gram’s test while 

Gram-positives remain purple, Gram-negatives are observed as orange color as shown on 

the right side of Fig. 2.2 [5]. 

 

 

Figure 2.2. Gram-positive and Gram-negative Bacteria After Gram Staining Procedure [5] 

 

Peptidoglycan is a construction element in bacterial cell wall acting as an exoskeleton. It 

consists of cross linked polysaccharides by peptide chains. According to type of bacteria 

the amount of peptidoglycan varies 5 to 90 percent of the cell wall mass. Gram-positive 

bacteria contain higher amounts of peptidoglycan than Gram-negative bacteria [6]. 

As seen in Fig. 2.3. Gram-positive bacteria have a thicker peptidoglycan layer while Gram-

negative bacteria have an extra outer membrane. This peptidoglycan layer has also heavily 

crosslinked polymers of teichoic and lipoteichoic acid, which Gram-negative bacteria do 



6 

 

not produce. However, the outer membrane of Gram-negative bacteria has a complex of 

lipids and lipopolysaccharides. 

 

 

Figure 2.3. Gram-positive and Gram-negative Bacteria 

 

In Gram-positive bacteria rigid peptidoglycan layer provides physical integrity to 

organism. However, this layer does not prevent the diffusion of small molecular weight 

species, such as antibiotics and dyes through. Antibiotics such as penicillin and 

vancomycin do not interact with cytoplasm. They corrupt the integrity of cell wall leading 

osmotic lysis of the bacterium. In Gram-negative bacteria species such as antibiotics must 

first cross the outer membrane to reach the peptidoglycan layer [7]. 

As a defense mechanism there are small cationic antimicrobial peptides in mammalians 

that forms naturally. Studies on human immune system reveal that at normal conditions 

low levels of antimicrobial peptides are formed by skin and mucosal cells. However, in the 

presence of an injury or infectious bacteria, the production of these peptides increases 

dramatically. The spectrum that antimicrobial peptides are effective, include Gram-positive 

and Gram-negative species, some certain protozoan parasites and some viruses. With 

modifications and mechanisms antimicrobial peptide resistance emerged in some types of 

bacteria. Cell surface modification is one of the ways that bacteria gain resistance to 

antimicrobial peptides which occur naturally or synthetically. Modifications of teichoic 

cytoplasm 

Gram-positive bacterium 

cytoplasm 

Gram-negative bacterium 

peptidoglycan cytoplasmic membrane periplasmic spaces 

outer membrane 
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acid with amino sugars or the amino acid D-Alanine, in Gram-positive bacteria such as 

Staphylococcus aureus, enhances resistance. In Gram-negative bacteria modifications on 

the lipid, which is a part of outer membrane, play an important role in resistance. In both 

mechanisms the main aim is to reduce the negative charges of the anionic bacterial cell 

wall in order to repel the cationic antimicrobial peptides before attacking the cell wall. [7]  

Other adaptations include neutralization of antimicrobial peptides by bacterial proteins. Jin 

and coworkers studied the neutralization of host peptides and showed the Staphylococcus 

aureus which produces staphylokinase, found to be resistant to α-defensins, a type of 

antimicrobial peptides [8]. Also enzymes produced by bacteria inactivate the components 

of immune system. Although mammalian antimicrobial peptides are relatively resistant to 

degradation, certain bacteria which are pathogenic to humans have enzymes to cleave 

cationic antimicrobial peptides. Schmidtchen and coworkers studied the degradation of 

antibacterial peptide by proteinases of pathogens. First researchers investigated the activity 

of antimicrobial peptide LL 37 on various bacteria as, Pseudomonas aeruginosa, E. 

faecalis, P. mirabilis, and S. pyogenes and observed that the peptide killed bacteria 

effectively. Then P. aeruginosa elastase effects on LL 37 were investigated and studies 

show that antimicrobial peptide degraded immediately without intermediate peptides. [9] 

Penicillin type of drugs interacts with the enzyme transpeptidase which catalyzes the 

formation of cross links in peptidoglycans. However, penicillin resistant bacteria emerged 

due to mutations in the cell wall. Mutations occur due to production of penicillinase 

enzyme, which deactivates the antimicrobial properties of the drug and also a mutant 

transpeptidase which lowers the binding affinity of drug to enzyme. According to these 

changes in the bacterial cell, only a few antibiotics remain effective at interfering with 

peptidoglycan layer and vancomycin is one of those antibiotics [10]. 

2.2. VANCOMYCIN 

Vancomycin was first discovered by an organic chemist, Dr. E. Kornfeld, on a program to 

discover new antimicrobial agents with activity against gram-positive bacteria. It was 

isolated from a soil sample collected from Borneo. This sample contained an organism that 

yielded a compound in fermentation. The new compound was found to be capable of 
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killing bacteria especially staphylococci, which is a gram-positive bacteria. The compound 

was later named “vancomycin” derived from the term “vanquish” [11]. 

Vancomycin is a large glycopeptide compound with a molecular formula of 

C66H75Cl2N9O24 (represented in Fig.2.4.) and a molecular weight of ∼1450 g∙mol
-1

. 

Vancomycin is a concentration-independent antibiotic and also is referred to as a time 

dependent antibiotic. Increase in the concentration of the vancomycin beyond the 

minimum amount to produce the desired response, do not provide faster killing or has no 

effect on the amount of bacteria that are killed. Vancomycin efficacy is related with the 

length of time that its concentration is above minimum inhibitory concentration, which is 

the minimum concentration of a drug to inhibit the growth of bacteria. Factors that affect 

the overall activity of vancomycin include its distribution in tissue, inoculum size, and 

protein-binding effects [12]. 

 

 

Figure 2.4. Structure of Vancomycin [13] 

 

The first complete structure of vancomycin was proposed by Sheldrick et. al. in 1978 [14]. 

The structure formed was constituted of the following studies; Vancosamine sugar and 

amino acids found from the degredation studies, NMR studies which gave information on 

linkages and stereochemical relationships and X-ray diffraction studies of degredation 

products of vancomycin. Williamson and Williams in 1981 have revised the structure due 

to further NMR studies. [15] 

The molecule consists of a seven membered peptide chain that is formed by parts of three 

phenylglycine systems, two chlorinated tyrosine units, aspartic acid, and N-methylleucine. 

Two ether bonds and a carbon-carbon bond join the various substituents on the peptide 
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chain into three large rings. A disaccharide, composed of glucose and vancosamine, is also 

present but is not part of the cyclic structure [16]. 

Penicillins and other antibiotics were modified to change the antibacterial features. 

However, fewer modifications were applied to vancomycin. It was found that removal of 

the dissacharide from the vancomycin structure causes a decrease in antibacterial activity. 

However, if the amide group in aspartic acid fragment is exchanged with a carboxyl group 

vancomycin loses its total antibacterial activity. [16] 

2.3. USES OF VANCOMYCIN 

Vancomycin and other related glycopeptide antibiotics are clinically very important 

because they often represent the last line of defense against bacteria that have developed 

resistance to antibiotics [14]. 

Vancomycin did not play first role in the treatment of infections when it was first 

discovered. One of the reasons was that methicillin and penicillin were used primarily. 

And also clinical ototoxic (damages inner ear) and nephrotoxic (damages kidney) results 

were the other reasons. After purification studies in late 1970s, ototoxicity which restricted 

marketing of vancomycin in 1960s and 1970s, was no longer an issue. As new kinds of 

bacteria resistant to methicillin emerged, need to vancomycin was reemerged in 1980s 

[11].  

In the study of Kosmidis and Chandrasekar, it is stated that vancomycin is used extensively 

in patients with cancer, suffering infectious diseases caused by gram-positive bacteria, due 

to its low cost and experience with its use. However for these patients nephrotoxicity is a 

major concern as other additional medications are used for cancer treatment. [17] 

Vancomycin is very active against many Gram-positive bacteria including methicillin-

resistant and penicillin-resistant bacteria. Also patients, allergenic to penicillin utilize 

vancomycin [7]. However vancomycin resistance is a problem of concern for several years. 

It was thought that infections due to Gram-positive bacteria could be treated smoothly. As 

antibiotics are used extensively, new types of bacteria emerged with resistance to all 

available antibiotics [18]. Nowadays new complexes of vancomycin are being tried for 

competing vancomycin-resistant bacteria. 
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Napolitano reviewed the literature on diagnosis and management of infections caused by 

methicillin resistant Staphylococcus aureus, vancomycin-resistant Enterococcus spp. It 

was found that incidence of methicillin resistant Staphylococcus aureus was increased to 

59.5%, where the 28.5% of Enterococcus spp. was found to be vancomycin resistant. As 

mentioned before vancomycin has been the only effective treatment for methicillin 

resistant bacteria. However with the emergence of vancomycin resistant bacteria novel 

treatments are being searched. [19]  

Vancomycin is being modified for different uses. Mostly Vancomycin-HCl salt (V-HCl) is 

used due to solubility issues in blood. Other complexes are being studied for targeted 

delivery. Kahne and coworkers reported Vancomycin analogs containing modified 

carbohydrates to be very active against resistant microorganisms. It is proposed that 

carbohydrate-modified vancomycin compounds are effective against resistant bacteria 

because they interact directly with bacterial proteins involved in the transglycosylation step 

of cell wall biosynthesis [20]. 

The derivations of and bindage to vancomycin molecule is favored by three sites in the 

molecule as shown in Fig. 2.5. (1) is carboxyl terminus, (2) is amino terminus and (3) is 

amine of the vancosamine sugar. If one of the sites is already occupied then one of the 

remaining positions can be used for the attachment of different groups for chemical 

modification [21]. 

 

 

Figure 2.5. Possible sites for linkage to vancomycin free base [21] 
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When vancomycin free base in aqueous medium is treated with sufficient amount of 

hydrochloric acid to convert free base to hydrochloride salt, vancomycin hydrochloride 

solutions are formed. After freeze-drying process solid commercial form of V-HCl is 

obtained as shown in Fig. 2.6 [22]. 

The shelf life of vancomycin is highly affected by the deamidation of asparagines residue, 

which is the amino terminus and followed by zwitter-ion formation in the structure. 

Zwitterionic structure of V-HCl formed on the carboxyl and amino terminus of the 

molecule is shown in Fig. 2.7. It was shown previously by Antipas and coworkers [23] that 

the rate of deamidation is affected by the ionic state. In the study it was proposed that the 

ionic state of vancomycin results in conformational modifications.  

 

 

Figure 2.6. Structure of V-HCl [24] 

 

 

 

Figure 2.7. V-HCl in zwitter ionic form [25] 
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2.4. VANCOMYCIN MECHANISM OF ACTION 

Both noncharged and charged (zwitterionic) forms of antibiotics play an important role on 

antibacterial activity. Noncharged forms are related with oral bioavailability. Vancomycin 

naturally can coexist in both states. However the yield of zwitterionic form is much more 

higher than the noncharged form. The charged forms have the polarity to diffuse through 

the outer cell membrane that the Gram-negatives have. However the diffusion of the Gram-

negative bacteria porins are limited around 600 Da. Polar form of vancomycin can not 

diffuse through these porins as it is a large molecule of approximately 1500 Da. This form 

of vancomycin acts important role by interacting the ligand of cell membrane of Gram-

positive bacteria. [26] 

Vancomycin acts by binding the carboxy-terminal d-Ala-d-Ala peptides of the polymeric 

lipid-PP-disaccharide-pentapeptides, which interferes with the cross-linking of these chains 

in the growing peptidoglycan cell wall [25]. 

The synthesis of peptidoglycan in the production of bacterial cell walls requires several 

steps. Peptidoglycan layer of the cell wall is rigid due to its highly cross-linked structure. 

During the synthesis of the peptidoglycan layer of bacteria, in the cytoplasm, a racemase 

converts l-alanine to d-alanine (d-Ala), and then two molecules of d-Ala are joined by a 

ligase, creating the dipeptide d-Ala-d-Ala. The dipeptide then binds to N-acetylmuramic 

acid and N-acetylglucosamine. These new building blocks get inserted into the membrane. 

The enzyme transpeptidase forms peptide cross links by transpeptidation. Vancomycin 

binds with high affinity to the d-Ala-d-Ala C-terminus of the pentapeptide and prevents the 

transpeptidase from acting on these new formed blocks and thus prevents cross-linking of 

the peptidoglycan layer. As a result, the peptidoglycan layer gets less rigid and more 

permeable. This leads to the death of the bacteria [27]. 

There are several ways for bacteria to be resistant to vancomycin. One of them is 

replacement of the C-terminal d-Ala residue by d-lactate (d-Lac) or d-serine (d-Ser). When 

the terminal Ala is transformed to Lac, the amide group of the Ala is replaced by oxygen 

modifying the vancomycin-binding site. With this transformation the hydrogen bond of the 

Ala terminal is lost decreasing the binding affinity of vancomycin 1000 folds. [28] 
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In Fig. 2.8. the scheme on the left represents Vancomycin binding to the cell wall 

peptidoglycan, N-acyl-d-Ala-d-Ala, to inhibit the cell wall synthesis. The right scheme 

represents the modified cell wall peptidoglycan, N-acyl-d-Ala-d-Lac, removes one 

hydrogen bond between vancomycin. The dashed lines represent the hydrogen bonds 

between vancomycin and the ligand of bacterial cell wall. The solid arrow shows a charge-

charge interaction between the N-terminus of vancomycin and C-terminus of the ligand 

[28].   

 

 

Figure 2.8. Action of Vancomycin [7], [21] 

 

Fig. 2.9. shows vancomycin inhibiting of cell wall crosslinking (a) and a vancomycin 

resistant bacteria (b). At first step vancomycin is added to the bacterial environment during 

the synthesis of new cell wall. The cell wall strands are not crosslinked yet. At the second 

step vancomycin binds to the two d-Ala residues on the end of the peptide chains. In 

resistant bacteria, the last d-Ala residue has been replaced by a d-lactate, which prevents 

vancomycin to bind building blocks. At the third step in sensitive bacteria the vancomycin 

bound to the peptide chains prevents interaction with the cell wall crosslinking enzyme. In 

resistant bacteria, stable crosslinks are successfully formed. At the fourth step in sensitive 

bacteria the cell wall falls apart since crosslinks cannot be formed.  

 

 

 

 

       N-acyl-D-Ala-D-Lac         N-acyl-D-Ala-D-Ala  

http://www.sciencedirect.com/science/article/pii/S0968089601003558
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Figure 2.9. Mechanism of vancomycin action and resistance in sensitive (a)  

and resistant (b) bacteria. 

2.5. DRUG DELIVERY 

Drug delivery systems are improved and become varied in order to introduce therapeutic 

agents to the body. In earlier ages the examples of drug delivery are chewing leafs and 

inhaling smokes of the burned herbs. However the need for dosaging the drugs lead the 

development of syrups, tablets, and capsules etc, which mainly carries the actives of plant 

extracts. Modern medicine started to develop with the discovery of vaccines and penicillin. 

Conventional drug delivery methods include oral, topical, inhalation or injection [29].  

The biological effects of the therapeutic agents are the result of the interaction of the drug 

with specific receptors. The aim of each delivery system is to increase the action of the 

therapeutic agents, with correct amount of drug at correct rate and timing.  

Aforementioned conventional methods have various disadvantages. Topical treatment has 

an effect which is limited to dermatology rather than systemic effects. Injection methods 

are highly invasive. Also application of injection methods requires the help of health 

officers. Among these oral delivery is very prevalent. However, the physical constraints of 

the active material as poor solubility and absorption characteristics, tendency to degrade in 

alimentary canal, limit the usage area. [29]  

To overcome the limitations of conventional delivery systems, novel ones, including 

carriers, are being developed. For novel drug delivery systems carriers as liposomes, 
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nanoparticles, nanotubes, polymers are utilized. Fig. 2.10 shows different types of 

nanocarriers that can be produced due to specific requirements for targeted drug delivery.  

2.5.1. Nanoparticles as Drug Delivery Vehicles 

Nanomaterials have a size range between 1 and 100 nm with various shapes and forms. 

When a material is produced in nanoscale, surface area of the material increases. This 

surface area increase gives nanoparticles the ability to bind, adsorb and carry with drugs. 

[30]. Nanoparticles have high water solubility. This property is an advantage while 

carrying insoluble drugs to body as usage of toxic solvents is eliminated. With nanocarriers 

the release kinetics of the drugs can be adjusted due to the media conditions as pH and also 

external effects as ultrasound or heat. This tailor made drug release property precludes the 

drug accumulation and toxicity in blood [31].  

Dendrimers are highly branched polymeric macromolecules, which can be both produced 

synthetically and naturally. Due to their well-defined shape, high density of functional 

groups, internal cavities and monodisperse size, dendrimers are used for treatment or viral 

diseases and cancer therapy. Dhanikula and coworkers studied the polyether-copolyester 

dendrimers for drug delivery to brain. As blood brain barrier is the main issue for drug 

delivery to brain, the aforementioned properties of dendrimers are utilized. The functional 

surface groups can conjugate ligands for transport through blood-brain barrier, and internal 

cavities give ability to carry drugs. The studied dendrimers were found to be nontoxic at 

high concentrations and increase in polyethylene glycol surface modifications increases the 

permeability across blood brain barrier [32]. 

Nanotubes and fullerenes emerge as a new delivery mechanism for drugs. Fullerenes can 

be defined as nanoscaled carbon cages. It was reported by Montellano and coworkers that 

water soluble fullerene derivative C60 was used for the delivery of drugs such as paclitaxel 

and dexorubicin for cancer therapy, and delivery of some hormones [33] As a member of 

nanotube class, carbon nanotubes gain attention for delivery of drugs. Unmodified carbon 

nanotubes are insoluble in water so surface modification and functionalization processes 

should be performed in order to increase the biocompatibility of carbon nanotubes. There 

is a wide application area for carbon nanotubes in drug delivery as patches for transdermal 

drug delivery, in cancer treatment and tissue regeneration. [34] 



16 

 

 

 

Figure 2.10. Different types of nanocarriers in drug delivery (a) Polymeric nanoparticles 

with targeting ligands, (b) Nanoliposome, (c) Dendrimer, (d) Micelle coated with  

polyethylene glycol [30] 

 

Liposomes and polymeric carriers are covered in the following sections. 

2.5.2. Liposomes as Drug Delivery Vehicles 

Liposomes are particles with a lipid bilayer surrounding an aqueous core. The lipid bilayer 

acts as a membrane and gives ability to encapsulate aqueous solutions within the core, and 

hold lipophilic molecules on the bilayer. Thus, liposomes incorporate water-soluble and 

lipid-soluble molecules in aqueous and lipid phases, respectively giving ability to carry 

both hydrophilic and hydrophobic drugs as shown in Fig. 2.11 [35,36,37]. Prolonging the 

biological half-life of drugs in the body, reducing toxicity and modifying drug adsorption 

are achieved with drug delivery systems involving liposomes, leading to the reduction of 

negative effects of drug while the therapeutic efficacy is maintained [38].  
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Figure 2.11. Liposomes used as drug delivery vehicles [39] 

 

The hydrophilic drugs are dissolved in aqueous phase during liposome preparation and as a 

result the drug is captured during the formation of liposomes. Encapsulation efficiency of 

hydrophilic particles is usually very low and depends on the preparation methods of 

liposomes [39]. And through years different preparation methods have been proposed to 

increase the encapsulation efficiency of hydrophilic drugs in liposomes. Conventional 

methods of preparing liposomes include hydration of dry lipid film, adsorption of 

dissolved lipids at liquid interfaces and precipitation of lipids.  

In the study of Xu and coworkers a mathematical model was proposed to predict the 

encapsulation of hydrophilic drugs in liposomes assuming all the carriers are spherical, 

there are no drug-lipid interactions, the drug is fully water soluble and spread equally on 

lipid layer. The final correlation that was built depends on the carrier particle size, 

measured experimentally with a particle sizer, lipid molecular surface area, characterized 

by a specific instrument, lipid concentration and lipid bilayer thickness. Among these 

parameters lipid surface area is known to be highly affected by the media conditions. As 

most lipids have ionic character in nature, the ionic strength of the media, affects the lipid 

surface area. The comparison of the developed model with earlier experimental studies 

shows significant resemblance, indicating that the method can be used during the early 

stages of formulation to predict drug encapsulation efficiency for hydrophilic molecules in 

unilamellar liposomes. [40]   

The advantages of liposomal drug delivery can be listed as following. Controlled 

pharmacokinetics and pharmacodynamics of liposomes increase the circulation time of a 

drug in body keeping drug levels constant for longer time with respect to conventional 

Lipid soluble drugs 

Water soluble drugs 
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drugs. Modifications performed on liposome membrane enable target selective drug 

delivery. These modifications may include changing the charge of the membrane or adding 

different molecules in order to increase the affinity, producing liposomes sensitive to pH 

and temperature changes etc. [39] In the study of Salem, it was proven that anti-

tuberculosis drugs encapsulated with liposomes showed increased efficacy with respect to 

free form of the drug [41]. Also in the study of Papagiannaros and coworkers it was shown 

that the toxicity levels of free drugs are reduced with liposomal carriers, even though no 

enhanced efficacy against pathogen is observed. [42]  

The basic disadvantage of liposomal drug delivery is the high cost required for production. 

The sterilization of liposomes is an issue. However some methods were proposed by 

Sharma and New which include filtration of liposomes through a membrane filter. This 

method seems practical but ineffective for small pathogens such as viruses. The short shelf 

life and stability are major two disadvantages of the liposomal drug delivery, for which 

some methods such as freeze drying are proposed to increase the shelf life of the drugs 

encapsulated with liposomes. [39]  

2.5.3. Polymers as Drug Delivery Vehicles 

In drug delivery applications polymers are being favored due to their surface properties as; 

hydrophilicity, lubricity, surface energy and bulk properties as molecular weight, 

solubility, release mechanism, adhesion. However the selection or design of polymer for a 

drug delivery application needs an understanding of the specified target by means of 

desired chemical, interfacial, mechanical and biological functions. [43] Table 2.2 shows 

the various types of polymers used in drug delivery applications. 

The drug may be encapsulated by a polymer or may be entrapped in a polymer matrix. 

Polymeric drug delivery vehicles especially coated with hydrophilic polymers have better 

circulation times with respect to conventional systems. Thus this kind of systems is used 

for the drugs with short half lives in order to enhance their efficacy. [30] 

In drug delivery applications the most important properties for a carriage system are 

biodegradability and biocompatibility. The carrier materials must be biocompatible, 

meaning non-toxic in order to prevent tissue damage. [44] The release mechanism of the 
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drug depends on the degradability of the carrier. The mechanisms can be drug diffusion-

controlled, water diffusion-controlled (swelling controlled, and erosion. Fig. 2.12 

represents the drug release mechanism of polymeric drug delivery vehicles. 

Table 2.2. Representative list of polymers used in drug delivery [43] 

Classification Polymer 

Natural Polymers 

Protein based polymers Collagen, albumin, gelatin 

Polysaccharides 
Agarose,alginate, carrageenan, hyaluronic acid, 

dextran, chitosan, cyclodextrins 

Synthetic Polymers 

Biodegradable 

Polyesters 

Poly(lactic acid), poly(glycolic acid), poly(hydroxy 

butyrate), poly(ε-caprolactone), poly(β-malic acid),  

poly(dioxanones) 

Polyanhydrides 
Poly(sebacic acid), poly(adipic acid), 

poly(terphthalic acid) and various copolymers 

Polyamides Poly(imino carbonates), polyamino acids 

Phosphorus based 

polymers 

Polyphosphates, polyphosphonates, 

polyphosphazenes 

Others 
Poly(cyano acrylates), polyurethanes, polyortho 

esters, polydihydropyrans, polyacetals 

Non-Biodegradable 

Cellulose derivatives 

Carboxymethyl cellulose, ethyl cellulose, cellulose 

acetate, cellulose acetate propionate, hydroxypropyl 

methyl cellulose 

Silicones Polydimethylsiloxane, colloidal silica 

Acrylic polymers 
Polymethacrylates, poly(methyl methacrylate), poly 

hydro(ethyl-methacrylate) 

Others 
Polyvinyl pyrrolidone, ethyl vinyl acetate, 

poloxamers, poloxamines 

 

If the polymer is not bio-degradable, the accumulation of the drug in the body must be 

avoided. This kind of polymers is generally favored in transdermal implants [45]. For non-

biodegradable drug delivery systems release mechanism is mainly diffusion-controlled. In 

the mechanism drug diffuses through the pores of the carrier or through a polymeric 

membrane in order to enter the bloodstream.  

The need for degradable drug delivery systems emerge when researchers found that the 

removal of non-degradable implants from body was difficult and leaving foreign materials 
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in body may cause toxicity. However there are some disadvantages of the degradable 

systems that a high initial drug release is observed due to a burst in most systems. [46] 

If the polymer is biodegradable, water penetrates the polymeric matrix, the length of 

polymer chain shortens which causes a decrease in the molecular weight of the polymer. 

This process is bulk erosion of the polymer. Surface erosion mechanism would also take 

place, if the penetration rate of water into matrix is slower than the conversion rate of 

polymer to water soluble materials. Mostly bulk erosion process is favored in drug delivery 

systems with biodegradable polymer vehicles. [43] However, especially for hydrophilic 

matrices both mechanisms are observed. Polymers containing more reactive groups as 

polyanydrides tend to degrade via surface erosion, while polymers containing less reactive 

groups as poly (lactic-co-glycolic acid) tend to degrade via bulk erosion. [47] The 

degradation time of the polymer varies from a few days to years. The degradation product 

depends on the nature of the polymer and may be non-toxic acids or alcohols. The 

elimination time of these products from body is affected by their chemical linkage, 

molecular weight and solubility. In the case of swelling controlled drug release 

mechanisms, initially carriage system is dry and when delivered to body adsorb water or 

other body fluids and swell. Swelling creates voids through interior polymer and enables 

the diffusion of the drug to body environment.  

 

 

Figure 2.12. Drug release mechanisms of polymeric drug delivery vehicles  
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2.5.4. Vancomycin Delivery to Body 

Vancomycin is generally used in intravenous way to utilize veins during delivery of the 

drug in soft tissue. Also it is used for intestinal infections as it is not absorbed in blood 

when taken orally.  

It was reported by Gbureck and coworkers that vancomycin is used in implants or bone 

cements, as modification of implants with antibiotics enables a direct and a well-defined 

application of drugs to infected hard tissue [48]. Also this method is suggested by Gautier 

and coworkers. The study includes loading vancomycin into a biomaterial, calcium-

phosphate, which is reported to be resorbed and replaced by bone in a few weeks that no 

other surgical operations are needed to remove the carriage from body [49]. Ginebra and 

coworkers reviewed the cement systems composed of calcium phosphate used for 

antibiotic delivery. [50]  

Some studies were performed for different ways to introduce vancomycin to body. As an 

example Khangtragool and coworkers studied ocular delivery of vancomycin by using a 

polycationic biopolymer, chitosan as a carriage while the conventional methods include 

dispersion of vancomycin in artificial tears or saline solution [51]. For ocular delivery 

Gavini and coworkers studied poly(lactide-co-glycolide) microspheres, prepared by 

emulsification followed by spray drying method, for delivery of vancomycin.[52] 

Yang and coworkers suggested a pH-sensitive carriage system, composed of carboxylic 

acid modified silica rods and poly- (dimethyldiallylammonium chloride) for delivery of 

vancomycin. Vancomycin is stored in the carriage and released when the pH of the 

medium changes [53].  

Other than the aforementioned ones, there are various types of carriage systems for 

vancomycin delivery reported such as hydrogels, collagens, layered polymeric nanogels, 

etc. [54, 55, 56].   

Among the materials used for delivery of drugs naturally derived polymers as 

polysaccharides became on focus in recent years. The similarity of these polymers with the 

extracellular matrix in body is the main reason for using naturally derived materials. The 

examples consist of starch, chitosan, alginate and so on [44]. 
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In this study, a naturally derived polymer levan, which is composed of fructose units, is 

selected as carrier for vancomycin delivery.  

2.6. LEVAN 

Levan is a linear biopolymer which is composed of fructose monomers. It is naturally 

produced by both plants and microorganisms. Microorganism based levan is more 

industrially applicable. However due to its high cost usage of levan is limited. There are 

different kinds of bacteria which are known to produce levan such as Acetobacter, 

Aerobacter, Azotobacter, Bacillus, Corynebacterium, Erwinia, Gluconobacter, 

Mycobacterium, Pseudomonas, Streptococcus, and Zymomonas. Levans produced by 

bacteria have molecular weight ranging from 0.5 million to 40 million, which highly 

depends on the branching of the biopolymer. However, levans produced by plants have 

smaller molecular weight, under 10,000 g/mol, with respect to microbial ones [57]. 

Uppuluri studied production of levan with Acetobacter xylinum NCIM 2526 [58]. Also 

Küçükaşik and coworkers studied the production of levan with Halomonas sp. which is a 

halophilic bacteria, in semi-chemical medium containing sucrose. [59] Fig. 2.13 shows the 

molecular representation of levan. 

 

 

2.13. Levan molecular structure [60] 

 

Levan is a biocompatible and water soluble polymer. However, it does not swell in water 

which makes it a useful material for tablets if dissolution is required in a short time after 

digestion. The structure of levan is densely packed spherical structure, which is enhanced 

by the flexibility of fructose rings. This dense packed structure provides low intrinsic 

viscosity even for high molecular weight [57]. Also branches of levan entangled from the 

surface of the spherical structure contribute its cohesion, which brings levan strong 

n 
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adhesive properties. Other properties of levan include high solubility in oil, heat, acid and 

alkali stability. Also it has high chemical holding capacity which makes levan an attractive 

material for medicine. [59] Levan has good film forming properties. Also if the film 

forming is supported by plasticizing agents as glycerol, flexible films may be obtained. 

Sima and coworkers studied matrix-assisted pulsed laser evaporation for the controlled 

growth of biopolymer films in nano-scale [61]. 

Pharmacological and biological properties of biopolymers may be empowered by chemical 

modifications. Previous studies show the immunological properties to be affected by the 

C3-C4 and C6 regions of polysaccrarides. Gonta studied oxidation with potassium 

periodate, reduction with sodium borohydride, and modification of oxidised levan with 

hydrazine, glycine, diglycine and triglycine [62] 

Sezer and coworkers studied levan-based nanocarrier system for drug delivery. In the study 

bovine serum albumin-encapsulated levan nanoparticles were prepared and levan produced 

from Halomonas sp. was found to be a compatible carriage system for proteins and 

peptides [63]. Also they used these findings in another study showing levan nanoparticles 

may be used as carriages for vancomycin experimentally. [64]  

In this study molecular dynamics simulations are carried out complementary to the study 

of Sezer and coworkers. Vancomycin drug is encapsulated with levan bio-polymer and 

release mechanism is mimicked by performing the simulations of encapsulated molecules 

in aqueous media. Also the effect of modification in biopolymer structure is investigated as 

levan chains are modified with sulfate groups.  
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3. METHODOLOGY 

 

3.1.  MOLECULAR DYNAMICS 

Molecular dynamics (MD) simulations are principal tools in the theoretical study of 

biological molecules and it is used to mimic the behavior of molecules and molecular 

systems [65]. In these simulations, molecules are computationally generated and then 

allowed to move within the system parameters for a certain amount of time giving 

information on conformational changes, molecular interactions and cluster behaviour of 

the molecules involved. MD simulations are being utilized complementary to experiments 

as simulations which are designed according to experimental conditions and parameters 

shows the molecular behavior of these systems at that specific condition [66]. Also a fully 

atomistic point of view, MD simulations provide detailed information on the fluctuations 

and conformational changes of molecules [67]. The information obtained from MD 

simulations shed light on changes that would otherwise be untraceable by experimental 

methods. 

Molecular dynamics was first introduced as one of the simulations by the study of Alder 

and Wainwright on dynamics of liquids in 1957. Then in 1964 Rahman’s study on MD of 

liquid argon was the next advance in the field. Regarding the advances in technology MD 

has been used since the early 1970’s as a valuable tool in chemistry and physics to study 

more complex systems such as proteins, macromolecules, etc [68]. 

MD simulations require three different stages; energy minimization, equilibration, and 

dynamics. Before dynamic simulations, it is important to have a molecular system at the 

lowest potential energy state which is achieved by energy minimization step. Minimum 

energy arrangements of the atoms correspond to stable states of the system. In an MD 

simulation, more than one energy minimums, stable states can be achieved. These points 

can be classified as local and global energy minimums. Local energy minimum 

corresponds to a relative minimum energy, where global minimum represents the absolute 

minimum energy of the system. Energy minimization looks for the nearest local energy 

minimum to the starting conformation. It may require extended amount of computing 
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power and time to find the global minimum in a system. However, with energy minimized 

systems it is easier to find a global energy minimum through the simulation. There are 

several algorithms used for energy minimization. A minimization is considered converged 

if the root mean squared deviation of the gradient is approximately zero. In addition, the 

energy changes from one step to the next step should be very small when the minimization 

is close to convergence [69]. Energy minimization physically means a point where no atom 

in a static structure feels a net force which corresponds to a temperature of 0 K. To start the 

energy minimization step set of coordinates of atoms in the system and functions provided 

by assigned force field are required. 

In order to start the MD simulations system must be elevated to a temperature of interest, 

as at minimization step the system is considered to be at 0 K. At equilibration or 

initialization stage by changing the velocities of each atom a new temperature is obtained. 

This kinetic energy change is distributed to the system and is converted to potential energy.  

Dynamic or production stage determines thermodynamic averages and samples new 

structural characteristics and dynamics. Time dependent behavior of a molecular system is 

calculated with computational method and the atomic trajectories of a system of N 

particles are generated by numerical integration of Newton’s equation of motion, F=ma, 

for a specific inter atomic potential, with certain initial condition (IC) and boundary 

condition (BC). As the force on each atom is calculated, it is possible to determine the 

acceleration of each atom in the system. Then equations of motion are integrated to give 

positions, velocities and accelerations of atoms with respect to time. The method is 

deterministic; once the positions and velocities of each atom are known, the state of the 

system can be predicted at any time in the future or the past [70]. The simple flow chart of 

molecular dynamics is represented in Fig. 3.1. 

The different spatial arrangements that a molecule can adopt due to rotation about single 

bonds are called conformations and these conformations can be identified at minimum 

potential energy levels as mentioned previously. One molecule can have more than one 

local energy minima. However, to find the most stable conformation one should look for 

global energy minimum. Fig. 3.2 represents the energy state and conformation relation of a 

molecule through a MD simulation. Initial coordinates have bad contacts causing high 

energies and forces. As stated in energy minimization case, the aim is to reach the nearest 
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energy minimum. At equilibration stage with low energy barriers due to temperature 

change local minima is overpassed. In production stage with assigned forcefields atoms are 

allowed to move. If this stage is long enough different conformations can be observed, 

especially if the energy obtained by temperature is high.  

 

 

Figure 3.1. Flow Chart of Molecular Dynamics 

 

Antipas and coworkers used molecular dynamics simulations to investigate the pH 

dependent conformations of vancomycin. The simulations were performed for two 

different pH values where the changes in pH were modeled by changing the ionization 

states of vancomycin. At pH 4 vancomycin is a monocation, whilst at pH 9 it is a 

monoanion. Conformation at pH 9 was found to be more expanded than the conformation 

at pH 4. The expanded structure results in an increase in the distance between reacting 

protonated amine and deprotonated carboxy group. [23]  
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Figure 3.2. Energy vs Conformation through Molecular Dynamics Simulation Stages 

 

In this study molecular dynamic simulations are used to investigate conformational 

changes of the vancomycin molecule in different conditions. After observing different 

stable conformations of the molecule, e.g. in conditions which mimic the body conditions, 

the resulting data would be used in drug delivery design. From experimental studies the 

compositions of media in which vancomycin is prepared, encapsulated and delivered is 

obtained and these conditions are recreated in silico. 

3.2.  FORCE FIELDS 

In MD simulations accuracy of the results highly depends on forces acting on the atoms, 

which can be considered as one of the limitations for the method. Forces acting on each 

atom are calculated by force fields which are used with empirical parameters of 

electrostatic and van der Waals interactions, bond and angle vibrations, and internal torsion 

rotations to predict the molecular structures and potential energies [71],[72]. So to avoid 

errors and inaccurate results selection of force field is important [70].  

A force field describes the dependence of the energy of a system on the coordinates of its 

particles by using mathematical expressions. It consists of an analytical form of the inter 
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atomic potential energy, and a set of parameters entering into this form. The parameters of 

a force field are typically obtained either from ab-initio or semi-empirical quantum 

mechanical calculations or by fitting to experimental data such as neutron, X-ray and 

electron diffraction, NMR, infrared, Raman and neutron spectroscopy, etc [73]. Also it is 

used to describe the time evolution of bond lengths, bond angles and torsions, also the non-

bonding van der Waals and electrostatic interactions between atoms. 

A typical expression for a force field is represented in Eq. 3.1. The first four terms, bond, 

angles, torsions and impropers are local contributors to total energy, which can also be 

mentioned as intramolecular contributions. The last two terms express the repulsive, 

Coulombic and Van der Waals interactions.  

 

   
 

 
       

     

    
 

 
       

      

  

  
  
 

                

        

       

        

      
   

  

   
   

   
 

   
   

  

 
    

   
    

 

(3.1) 

 

Intramolecular forces hold the atoms of a molecule together and are stronger than 

intermolecular forces, which are present between molecules. Chemical bonds between 

atoms can be considered as springs, of which stretchings are represented with harmonic 

function controlling the bond length. In bond stretching term r is the distance between two 

bonds, and r0 is the equilibrium bond length, which can be obtained from X-ray diffraction 

experiments. The spring constant kb can be estimated from Raman or infrared 

Spectroscopy. The limitation with MD studies using force field approach is that the 

harmonic function of bond stretching term describes the bonds as unbreakable. Thus, no 

chemical reaction can take place. Bond angle bending term, which is also defined as 

harmonic function, represents the oscillations of three atoms about an equilibrium bond 

angle θ0. If the molecule in concern has more than four atoms in a row, the torsion 

(dihedral) term should be added to system. Torsional motions in the system define the 

rigidity of the molecule and with the torsional rotations conformational changes occur.  

Torsional energy is usually represented by a cosine function, where ϕ is the torsional angle, 

δ is the phase, n defines the number of minima or maxima between 0 and 2π, and Vn 

determines the height of the potential barrier. The torsional parameters are usually derived 
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from ab initio calculations and then refined using experimental data such as molecular 

geometries or vibrational spectra. For planarity of particular groups an additional improper 

term is required, as aforementioned normal torsion terms are not sufficient to represent 

planarity.[73] 

Intermolecular forces which are also called as non-bonded interactions are represented 

with Van der Waals interactions and electrostatic interactions like Coulombic interactions. 

Van der Waals interactions between atoms emerge from the balance between repulsive and 

attraction forces other than those due to bond formation or electrostatic interactions. 

Usually 12-6 Lennard Jones (LJ) potentials are used to represent Van der Waals 

interactions as it combines the attractive and repulsive forces.   is the minimum potential 

energy, located at r = 2
1/6

σ and σ is the diameter of the particle, since for r<σ the potential 

becomes repulsive. The attractive term has an inverse 6
th

 power term, whilst the repulsive 

term has an inverse 12
th

 power term.  A higher order repulsive term often causes 

overestimation of pressure for dense systems. The power terms of the Lennard Jones 

interaction can be replaced by weaker or stronger terms. [74] Short range interactions as 

Van der Waals interactions take into account only neighbored particles up to a certain 

cutoff distance. If electrostatic charges are present Coulomb potentials are added. This 

term uses Coulomb’s law to compute the contribution of assigned partial atomic charges to 

total energy. Commonly ab-initio calculations and quantum mechanics derivations are used 

to obtain partial charges for each nucleus. Coulomb potential is considered to be a long 

range interaction, where interactions between all particles in the system are taken into 

account. 

The force fields using an energy expression similar to equation (3.1) are called class I force 

fields. Class I force fields include CHARMM, which is used to simulate a variety of 

systems, from small molecules to complex large biological macromolecules [75], AMBER, 

which is widely used for proteins [76], CVFF, which is a classic forcefield used to simulate 

peptide and proteins. First generation class I force fields are mainly applicable to 

biochemistry. Secondary generation, class II force fields include extra term for hydrogen 

bonding potential and are capable of predicting many properties. Hydrogen bonding can be 

included by an choice of van der Waals parameters and partial charges, but sometimes an 

extra term is utilized to improve the accuracy of the H-bonding energy. The larger quantity 

of force field parameters yields more complexity in this class. Among other Class II force 



30 

 

fields as Merck Molecular Force Field (MMFF94), Consistent Force Field (CFF) [73] 

family of forcefields are parameterized against a wide range of experimental observables 

for organic compounds containing H, C, N, O, S, P, halogen atoms and ions, alkali metal 

cations, and several biochemically important divalent metal cations. All the CFF 

forcefields (CFF91, CFF, PCFF, COMPASS) have the same functional form, differing 

mainly in the range of functional groups to which they were parameterized. According to 

studies the CFF force fields are found to be more effective on reproducing experimental 

results more accurately than classical forcefields [73]. Polymer consistent force field 

(PCFF) is a class II force field derived from CFF91 force field, where the nonbonded 

interactions are composed of a 9-6 Lennard Jones potential (van der Waals) and a 

Coulombic pairwise (electrostatic) interaction [69]. PCFF is used for polymers and organic 

materials. The functional form of PCFF can be shown in Eq. 3.2.  

First three term of the equation belongs to bonded energy terms. (1) covalent bond 

stretching energy term (2) bond angle bending energy term (3) torsion angle rotation 

energy term. The improper term is represented as a harmonic function (4). Cross 

interactions terms, which are represented with five terms in the function, include dynamic 

variations among bond stretching, bending and torsion angle rotation (5-10). Van der 

Waals interactions and Coulombic interactions are represented with the last two terms of 

the function respectively (11-12). 

In this study PCFF is selected for molecular dynamics simulations as this force field was 

developed for polymers and organic molecules. The systems simulated in this study consist 

of levan and vancomycin, which are a biopolymer and a drug respectively. PCFF can be 

applied for both molecules.  
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(3.2) 

3.3.  ENSEMBLES 

Macroscopic properties of a large system are identical to microscopic configurations. Thus, 

it is possible to guess properties of a system without investigating detailed motion of every 

particle in the system [77] by taking averages of every possible system that have similar 

macroscopic but different microscopic properties [78]. These ensemble averages 

correspond the formulations of macroscopic observables. Statistical ensembles are usually 

characterized by fixed values of thermodynamic variables such as energy, E; temperature, 

T; pressure, P; volume, V; particle number, N; or chemical potential, µ 

Thermostats due to used ensembles are applied to system. Using thermostats one can keep 

temperature, energy and pressure of the system constant. If temperature is kept constant, 

thermostats which require a heat bath can be chosen. If pressure is kept constant systems 

with a barostat, one that controls pressure with the change of the volume can be used. 

 Canonical (NVT) Ensemble: NVT ensemble describes a system with constant 

number of moles, N, constant volume, V, and constant temperature (average kinetic 
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energy), T. There are various ways to keep temperature constant as velocity scaling, 

weak coupling of the system in a heat bath, etc. Berendsen thermostat uses an 

external heat bath with fixed temperature to maintain the temperature. This heat bath 

acts as a reservoir of thermal energy that provides or removes heat when necessary to 

keep the temperature constant. The velocities are scaled at each step, such that the 

rate of change of temperature is proportional to the difference in temperature of the 

system T(t) and temperature of the heat bath Tbath [79]. When limit of coupling 

parameter approaches infinity Berensden scheme becomes inactive and system 

behaves as microcanonical ensemble. [Hünenberger]. To reach a target temperature 

the Berendsen thermostat is highly efficient. Using the Nosé-Hoover thermostat is 

another method. In this case the heat bath becomes an integral part of the system by 

adding an artificial variable with an associated effective mass [73].  For most MD 

simulations, systems are initially equilibrated using the Berendsen thermostat in 

order to reach target temperature, while properties are calculated using the widely 

known Nosé-Hoover thermostat, which correctly generates trajectories consistent 

with a canonical ensemble.  

 

 Microcanonical (NVE) Ensemble: NVE ensemble describes a system with constant 

number of moles, N, constant volume, V, and constant (Hamiltonian) energy, E. As 

these fixed parameters define an isolated system, NVE is not preferred for real 

systems. Generally, if the simulation system is sufficiently large, the small part of it 

may be considered as a canonical system. For large NVE systems the fluctuations in 

temperature are small, and it may be considered approximately constant [80].  

Constant-energy simulations are not recommended for equilibration because, without 

the energy flow facilitated by the temperature control methods, the desired 

temperature cannot be achieved [81]. 

 

 Isobaric-Isothermal (NPT) Ensemble: In NPT ensemble number of moles, N, 

pressure, P, and temperature, T, are kept constant. The pressure is adjusted by 

adjusting the volume. The system exchanges heat with the thermostat and it also 

exchanges volume (and work) with the barostat [82]. This is the ensemble of choice 

when the correct pressure, volume, and densities are important in the simulation [81].  

 

https://en.wikipedia.org/wiki/Nos%C3%A9-Hoover_thermostat
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 Grand Canonical (µVT) Ensemble: In the grand canonical ensemble, the chemical 

potential, µ, the volume, V, and the temperature, T are kept constant. The total 

particle number N is therefore allowed to fluctuate. It describes systems in contact 

with a thermostat and a particle reservoir. The system exchanges heat with the 

thermostat and it also exchanges particles with the reservoir [82].  

 

MD simulations which are performed to investigate of the behavior of a system at specific 

temperature should use NVT ensemble. In this study number of particles is constant. 

Constant temperature is assigned for the system to define the conditions. Also volume of 

the simulation box is defined. Thus, NVT ensemble is chosen for the study and in order to 

keep temperature constant, Nose-Hoover thermostat is used which provides most accurate 

trajectories of the atoms in system. 

3.4.  NUMERICAL INTEGRATION 

Numerical integration is mainly used to find the new position and velocities of the atoms 

by Newton’s equation of motion in terms of already known positions at time t, for a 

specific interatomic potential, with certain initial condition (IC) and boundary condition 

(BC).  

           (t) (3.3) 

 

where Fi is the force, mi is the mass, and ai is the acceleration of atom i. The force on atom 

i can be computed from the derivative of the potential energy V with respect to the 

coordinates ri: 

  
  

   
 mi

    
   

  (3.4) 

 

Molecular dynamics is usually applied to a large model. Thus, energy evaluation is time 

consuming and the memory requirement is large. Energy conservation is also important to 

generate the correct statistical ensembles. A good integrator should be fast, ideally 

requiring only one energy evaluation per timestep and should require little computer 

memory [83]. 
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A standard method of solving an ordinary differential equation such as Eq. 3.3 numerically 

is the finite-difference method. When the initial coordinates and velocities and other 

dynamic information at time t are given, the positions and velocities at time t + Δt are 

calculated. The timestep Δt depends on the integration method as well as the system itself. 

Although the initial coordinates are determined in the input file or from a previous 

operation such as minimization, the initial velocities are randomly generated at the 

beginning of a dynamics run, according to the desired temperature.  

The efficiency of the molecular dynamics can be enhanced by stable algorithms for 

numerical integration. Although several algorithms have been proposed, the most 

commonly used is Verlet velocity integrator, which is an explicit algorithm. However, as 

integration time step is increased in explicit integration methods, systems tend to quickly 

become unstable. Implicit methods as Runge-Kutta Method can be used for systems 

requiring larger time steps [84]. 

First the position is updated according to the usual equations of motion, then at the new 

position acceleration is calculated. The new velocity is computed from the average of the 

two accelerations as shown in equations 3.5 to 3.7 [85]. 

     Δ        Δ       
Δ      

 
 (3.5) 
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 (3.6) 

 

     Δ        
 

 
Δ           Δ   (3.7) 

 

In the study the velocity Verlet integration is used to integrate the Newton’s equation of 

motion to calculate the trajectories of particles in MD simulations. Despite its simplicity 

the Velocity-Verlet algorithm is very stable. The advantages of Verlet integrators is that 

these methods require only one energy evaluation per step, and require less computer 

storage, and also allow a relatively large timestep to be used [86].  
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3.4.1. Initial Conditions 

Initial conditions as initial positions and velocities of each atom in the system are required 

to start the numerical integration in MD simulations. The velocity of each atom is assigned 

randomly according to desired temperature and then adjusted in order to set the angular 

momentum and the center of mass velocity of the total system to zero. [73] 

3.4.2. Boundary Conditions 

In MD simulations boundary conditions are classified as fixed or periodic boundary 

conditions while the boundary refers to the faces of the simulation box. 

With fixed boundary conditions particles do not interact across the boundary and do not 

move from one side of the box to the other. If an atom moves outside the simulation box it 

is deleted on the next timestep that reneighboring occurs. 

Using periodic boundaries is equivalent to considering an infinite, space-filling array of 

identical copies of simulation region. Fig. 3.3. shows the representation of periodic 

boundary conditions. The volume of interest is in the middle of the figure and it is 

surrounded by identical copies. If an atom leaves the simulation region through a face of 

the simulation box, it immediately reenters the region through the opposite face as shown 

in Fig.3.3. Also in that condition atoms that are near to one face of the simulation box, they 

also interact with the atoms in an neighboring copy of the system at the opposite, which is 

called the wraparound effect. This effect should be taken in to consideration during the 

integration of Newton’s equation that if an atom’s new trajectory is calculated to be out of 

the simulation region, its coordinates must be adjusted to bring it back [87]. 

Boundary condition of a system affects the types of interactions between atoms. In periodic 

boundary condition interactions between each atom and nearest periodic image is used for 

short range interactions. The distance between the interacting atoms should be smaller than 

a cut off distance. If the distance between atoms is larger than this cut off distance, the 

atoms do not interact. Periodic boundary conditions are not suitable for properties 

influenced by long range correlations. [89] 
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Figure 3.3. Periodic Boundary Conditions [88] 

 

In this study periodic boundary conditions are chosen and the calculations are performed 

accordingly.  

For creating the structures Xenoview [90] program is used due to its graphical user 

interface. However this graphical interface would be time consuming when dealing with 

large systems. Xenoview has various force fields and ensembles included. Simulation box 

size was set as 6.0x6.0x6.0 nm with periodic boundary conditions. The structures are then 

converted to LAMMPS [91] program. LAMMPS program run simulations without a 

graphical representation. It calculates and saves the new possible trajectories of the system. 

Also LAMMPS can divide the simulation into portions of the computer’s processors with 

mpi mode, which shortens the simulation time. Polymer Consistent Force Field (PCFF) 

was applied to the simulations with 0.9 nm cut-off distance. NVT ensemble was applied 

with specified temperature and 1 atm pressure. After simulations are performed, graphical 

analysis of the system is done with VMD [92] program, which is a molecular graphics 

viewer, used for displaying static and dynamic structures, and for structure generation and 

dynamic analysis. Analysis of simulation data with obtained positions of each atom is 

performed with Python programming language.  
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3.5. ANALYSIS OF MD SIMULATION DATA 

At the end of the MD simulations atomic positions and velocities are generated. These data 

are required to define structural, equilibrium and transport properties of a system. [89]  

The structural properties include radius of gyration, end-to-end distance and radial 

distribution function. Equilibrium properties include temperature and energy of the system, 

where transport properties include thermal conductivity and viscosity.  

Visual inspection with software such as VMD may be done to observe the movement of 

atoms in simulation. However this kind of information is subjective without any supporting 

data or calculation. Therefore, these structural properties are evaluated as described in the 

following sections. 

3.5.1. Radius of Gyration 

The radius of gyration (Rg), of a molecule, shown in Fig. 3.4, defines its dimensions. It is a 

measure of the size and compactness of a molecule and is calculated as the root mean 

square distance between its center of gravity and position of each atom as shown in Eq. 

3.8. [93, 94, 95] 

   
  

   
 
             

 

   
 
   

 (3.8) 

 

where    is the molecular weight of atom i,       is the center of mass of all atoms and 

           is the distance of atom i to center of mass [95]. 

 

 

 

Figure 3.4. Radius of gyration of a molecule [96] 

Rg 
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Radius of gyration of molecules in each system is calculated via the trajectory files created 

by LAMMPS. Trajectory files keep the position of each atom at each time step on the basis 

of three dimensional coordinates, x, y and z. These data are used in a Python programming 

code in order to calculate average Rg [97]. The code calculates the Rg for each molecule in 

the system at each time step. Then these data are averaged to represent one average Rg.  

To investigate the cluster behavior of each system, Rg analyses were performed for the 

cluster. Instead of treating each molecule separately, all atoms in the system are treated as 

one molecule. This would give an idea, how molecules as a group behave over a period of 

time. Increase in the cluster Rg through simulation time, would be an indication of 

dispersion of molecules in the medium. As the cluster Rg values of systems composed of 

one molecule are the same with the average Rg results of each molecule, these systems are 

not considered in cluster calculations. 

3.5.2. Radial Distribution Function 

The pairwise radial distribution function (RDF), gij(r) is used to express the density 

distribution of a species i as the function of distance from another species j [98]. This 

method is generally used to investigate the solvation dynamics, to determine the structure 

and dynamics of water around solute molecules [99]. Also hydrogen bonds are extracted 

from molecular dynamics simulations using RDF, which gives coordination of water 

molecules around the solute. However, it can not be assured that all neighbor water 

molecules are hydrogen bonded [100]. 

 
       

         

        
   

 (3.9) 

 

where        is the number of solvent molecules i, at a distance between r and     Δ  from 

solvent atom j, and       is the average solvent density within a spherical volume centered 

on solute atom i [99].  

The integrated value of        ; 

                        (3.10) 

 

gives the coordination number for the solvent around site j at a distance of r [99].  
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In this study RDF is used to investigate the behavior of water molecules around 

vancomycin molecule. For this purpose solvated systems which are treated explicitly are 

used. The number of water molecules interacting with specified atoms is calculated. 

Increase in the number may be associated with the solvation mechanism of the molecules.  

3.6. TREATMENT OF SOLVENT IN MD SIMULATIONS 

Computational approaches of solvents in molecular dynamics simulations can be classified 

as implicit and explicit treatment [101]. In MD simulations solvents play an important role 

to screen the electrostatic interactions. These interactions are can be modeled explicitly or 

implicitly. The schematic representation of both models is shown in Fig. 3.5.  

 

 

Figure 3.5. Atomic model of a solute (a) surrounded by explicit solvent molecules (b) in a 

solvent environment modeled implicitly 

3.6.1. Explicit Treatment of Solvent 

In explicit method all solvent and the interactions in the simulation are described in a fully 

atomistic manner. The energy parameters of the system contain parameter characteristics 

of atoms included as mentioned in section 3.2. In both electrostatic and van der Waals 

equations summation extends over solute and solvent atom pairs that are not covalently 

bonded [101]. 

 The calculated trajectory for explicitly treated systems provides detailed information on 

the time dependent atomic motions. In these kinds of systems large numbers of solvent 

molecules are required to mimic a real dense system, which requires a large fraction of 

computing power and time to simulate the detailed trajectory of the bulk solvent [102]. As 

(a) (b) 
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the solvent molecules are represented fully atomistic, the accuracy of the MD simulations 

increases, but at greatly increasing computational cost and time [103]. 

3.6.2. Implicit Treatment of Solvent 

In implicit treatment method of solvent, rather than having each solvent atom, the effect of 

the solvent is mimicked with the use of dielectric constants. This approach considers the 

solvent to be a dielectric continuum. As the number of total atoms in the system decrease, 

the computational cost and time decreases [103]. However, this decrease in the system size 

may cause loss of detail and accuracy in simulations.  

The dielectric constant of a material represents the collective response of its constituent 

molecules to electric fields. By definition, the dielectric constant of vacuum is 1 and it is 

the default value for a simulation if the dielectric constant is not assigned.  

The values of the dielectric constant of water measured over the range 0.1° to 99° C fit the 

equation; 

    7.740 0.400   9. 9  10 4  2 1.410  10      (3.11) 

 

where T is the temperature in degrees Celsius [104]. According to the equation above 

dielectric constant of water at 25° C was calculated as 78.304.  

Other than these implicit and explicit methods, there emerged combined ones to have 

advantages of both systems. In one of these methods at least a part of the solvent receives 

explicit treatment while the remaining bulk solvent is treated implicitly as a continuum 

[101]. Another approach proposes that solvent molecules can be substituted by neutral 

spherical atoms, which reduces the total number of atoms, hence the computational effort 

significantly [103]. 

In this study before running simulations in aqueous medium, the implicit and explicit 

treatment methods of solvent are compared and based on the obtained results simulations 

are continued using explicit solvent despite the additional computational power and time. 
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3.7. SIGNIFICANCE TEST IN MD SIMULATIONS  

After a data set is obtained from an experiment or from a simulation, significance test is 

used to investigate if the effect of a variable over a parameter of sample population is 

statistically significant. A test of significance compares observed data with a hypothesis. 

The estimation starts with the null hypothesis, which is a statement that there is no relation 

with the variable and parameter, where the alternative hypothesis states the existence of the 

relation between the variable and parameter. At the end conclusion is always given in 

terms of null hypothesis that it is either accepted or rejected. The result is concluded with a 

probability which is a measure of how much the data and hypotheses agree. Mostly in 

educational researches significance levels are 0.05 and 0.01. In general 0.05 and lower 

probability can be considered to be statistically significant.  

In a system the data is divided into two groups as discrete and continuous data. If the data 

is discrete, it can only take particular values. It can be numeric that by rolling a dice one 

can only get numbers 1 to 6. Also discrete data can be categorical, as gender, color etc. If 

the data is continuous, it can be measured as weight, height, time, distance. Choice of the 

test method for the hypothesis firstly depends on the data gathered from an experiment. If 

the data collected is continuous and has a normal distribution then mean tests or standard 

deviation tests can be applied. If the data is discrete then proportion or count tests may be 

applied.  

A normal distribution which describes the shape of the data plotted on a histogram or a 

frequency diagram in Fig.  .  is symmetric around its mean. It is often called “bell curve” 

distribution. The area under the distribution curve is 1.0, where 0.95 of the area is within 

two standard deviations of the mean. Many tests in statistics are based on the assumption 

of normality and normal distribution is the most favored distribution in statistics. 

 

Figure 3.6. Normal Distribution 
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To test the significance of the difference between two means t-tests are mainly used. 

However, f-test is favored when the difference in standard deviations are tested. While 

comparing the means, three scenarios may take place. If one mean value is to be tested (1 

sample t-test), then the hypothesis considers the equality of the mean with a specific target 

value. If means of two independent populations are compared (2 sample t-test), the 

hypothesis is built on the equality of the two means. The third option is to compare means 

of two dependent populations (paired t-test), where the difference of the two means is 

compared with a value or with zero.  

In this study the means of radius of gyrations are compared for different states and 

temperature. The data is normally distributed and continuous as it can be measured. In 

molecular dynamics simulations, the test is performed individually without pairing two 

data sets, that the simulation is repeated at different conditions. In this case, 2 sample t-test 

is used in order to test the null hypothesis. 

The two sample t-test is performed to make inferences on the difference between two 

population means. First null hypothesis based on means is constructed. Then confidence 

intervals should be chosen. As mentioned before the confidence level is determined to be 

0.05. If the calculations are performed manually critical t-value is found from the t- 

distribution table according to degrees of freedom. Degree of freedom for a 2 sample t-test 

is determined with the formula below; 

                   (3.12) 

 

Where   is degree of freedom,    and    corresponds to the number of sample data from 

first and second population respectively. As more than 1000 data points for each 

simulation exists, the degree of freedom is considered to be infinite and the critical t value 

is determined accordingly to be 1.960.  

Means of the populations are calculated with equation 3.13 separately.       is the mean 

of the data and   is the sample size.  

                       (3.13) 

 

Then standard deviation for each population is calculated to give a pooled standard 

deviation, which defines the subgroup deviations as; 
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 (3.14) 

 

        
         

          
 

       
 (3.15) 

 

Where,   is the standard deviation of each population and       is the pooled standard 

deviation. In pooled standard deviation method, the standard deviation of samples is 

assumed to be constant while the mean of the samples may vary relatively. The method is 

used to estimate the standard deviation of different samples with different conditions.   

T value is calculated as follows; 

 
  

                  

        
 
  

 
 
  

 

 
(3.16) 

 

The calculated t-value is compared with the critical t-value determined from the t-

distribution table. If calculated t-value is bigger than the critical t-value, the null hypothesis 

is rejected and the difference between two means of two populations is statistically 

significant with the pre-determined confidence level. If calculated t-value is smaller than 

critical t-value, then the null hypothesis is accepted that statistically there is no difference 

between the means of the two populations.  

The calculations in this study were performed with statistics software, Minitab version 17 

[105], where only the data to be compared are tabulated in the software and relevant 

calculations are performed by the program according to the chosen test method.  
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4. RESULTS 

4.1. SIMULATIONS IN VACUUM WITH VANCOMYCIN 

In vacuum V-HCl and zwitter ionic V-HCl, which will be referred as ionic V-HCl for the 

rest of the study, were simulated in order to investigate the conformation of vancomycin 

and see the effect of the zwitter ionic state on the conformation of the molecule. The 

number of molecules in the simulation box was increased to understand the effect of 

neighboring molecules on the conformation of the molecules as well as the interactions in 

between. Simulations were performed at room temperature, 298 K, and body temperature, 

310 K. Table 4.1. represents the simulations performed in vacuum with vancomycin 

molecule.  

Table 4.1. Simulations performed in vacuum (total duration= 22 ns) 

 

  # of V-HCl T (K) 

1 Ionic V-HCl 1 298 

2 V-HCl 1 298 

3 Ionic V-HCl 2 298 

4 V-HCl 2 298 

5 Ionic V-HCl 4 298 

6 V-HCl 4 298 

7 Ionic V-HCl 9 298 

8 V-HCl 9 298 

9 Ionic V-HCl 16 298 

10 V-HCl 16 298 

11 Ionic V-HCl 1 310 

12 V-HCl 1 310 

13 Ionic V-HCl 2 310 

14 V-HCl 2 310 

15 Ionic V-HCl 4 310 

16 V-HCl 4 310 

17 Ionic V-HCl 9 310 

18 V-HCl 9 310 

19 Ionic V-HCl 16 310 

20 V-HCl 16 310 



45 

 

In literature the molecular dynamic studies are simulated for 10 ns.[28][106]. The 

production time for molecular dynamics simulations should be optimized that if the 

simulation time is very short it may not be possible to observe the conformational changes 

in the structure; if the simulation time is very long simulations may cause lots of 

computing power and computing time. The time interval in this study was chosen to be 22 

ns to observe the conformational changes for a longer time than the literature data. 

However, the first 2 ns were accepted as equilibration run, the remaining 20 ns were 

production run. Results in this study represent the production run period. 

4.1.1. Visual Inspection 

Visual inspection of the systems was done with VMD program. The movement of each 

atom for 5 ns was observed at specified simulation conditions. However this kind of 

information is subjective without any supporting data or calculation. 

The change in the position of Cl
-
 ion, highlighted with yellow circle, can be seen in Fig. 

4.1. The ion moves to the middle of the box and the molecule bends to wrap it. This 

behavior is also observed in all simulations performed in vacuum. It is observed that ionic 

V-HCl bends more than the V-HCl molecules with visual inspection.  

 

 

Figure 4.1. Cl
-
 ion position for 1 V-HCl at 310 K vacuum, t= 0 and t= 5 ns 

 

Fig. 4.2. shows the graphical results of the simulations, where y axis represents the number 

of V-HCl and ionic V-HCl molecules, x axis shows the simulation time. As seen in the 
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figure regardless of the number, state of the molecules and temperature, V-HCl molecules 

approach each other and each molecule bends. To quantify the visual observations and 

obtain numeric values to compare the systems with each other, radius of gyration, and 

radial distribution functions are evaluated which can all be found in the following sections. 

 

 

Figure 4.2. Different number of V-HCl and ionic V-HCl molecules at t= 0 and t= 5 ns   

4.1.2. Radius of Gyration of Systems with Vancomycin in Vacuum 

The radius of gyration analysis was performed for each system in order to observe the 

effect of parameters on the behavior of molecules. Comparisons between nonionic and 

ionic systems, and between simulations performed at room temperature and body 

temperature were done. 
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4.1.2.1. Effect of Ionic State on Radius of Gyration in Vacuum 

 

Figures from Fig. 4.3 to Fig. 4.7 represent the comparison between Rg of ionic and 

nonionic structures of vancomycin systems in vacuum. The Rg values are average values 

for each vancomycin molecules in the systems and represent the behavior of each 

molecule. The behavior of all molecules in the system is expressed in cluster Rg profiles, 

which are performed by considering all atoms in the system as one molecule. Figures from 

Fig. 4.8 to Fig. 4.11 represent the comparison between cluster Rg of ionic and nonionic 

structures. Increase in the cluster Rg would be an indication of dispersion of V-HCl 

molecules in the medium. As the cluster Rg of systems composed of 1 V-HCl are same 

with the average Rg results of each molecule, these systems are not considered in cluster Rg 

calculations. 

As seen in charts at both 298 K and 310 K, ionic V-HCl is more compact than the V-HCl. 

As the molecule bends to enfold Cl
-
 ion, the charges at the carboxyl and amino terminus 

attract each other leading to a more compact structure. Visual inspections are validated 

with these calculations.  

 

 
                                                            Time (ps) 

 

Figure 4.3. Rg of 1 V-HCl and 1 ionic V-HCl at 298 K and 310 K 
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Figure 4.4. Rg of 2 V-HCl and 2 ionic V-HCl at 298 K and 310 K 
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Figure 4.5. Rg of 4 V-HCl and 4 ionic V-HCl at 298 K and 310 K 
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Figure 4.6. Rg of 9 V-HCl and 9 ionic V-HCl at 298 K and 310 K 

 

  
                                                            Time (ps) 

 

Figure 4.7. Rg of 16 V-HCl and 16 ionic V-HCl at 298 K and 310 K 
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Figure 4.8. Cluster Rg of 2 V-HCl and 2 ionic V-HCl at 298 K and 310 K 
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Figure 4.9. Cluster Rg of 4 V-HCl and 4 ionic V-HCl at 298 K and 310 K 
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Figure 4.10. Cluster Rg of 9 V-HCl and 9 ionic V-HCl at 298 K and 310 K 

 

 
                                                            Time (ps) 

 

Figure 4.11. Cluster Rg of 16 V-HCl and 16 ionic V-HCl at 298 K and 310 K 
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observed in the equilibration step. After equilibration, the sharp changes in Rg values may 

be the indication of conformational changes. With a similar trend with average Rg values, 

the ionic V-HCl systems have smaller cluster Rg with respect to non-ionic V-HCl systems. 

For all systems, it is observed that at higher temperature the difference in radius of gyration 

values between ionic states decreases. These results are tabulated in Table 4.2.  

Table 4.2. Radius of gyration of all systems at 298 K and 310 K  

 

Rg 
System Rg

2
 (Ǻ

2
) (298 K) Rg

2
 (Ǻ

2
) (310 K) 

average 1 ionic VHCl  4.2 ± 0.9   .0 ± 0.7 

average 1 nonionic VHCl   .  ± 0.7   .  ± 1.1 

average 2 ionic VHCl  5.  ± 0.5   .  ± 0.7 

average 2 nonionic VHCl   .7 ± 0.    .2 ± 0.7 

average 4 ionic VHCl  7.  ± 0.    .5 ± 0.  

average 4 nonionic VHCl 41.0 ± 0.5   .  ± 1.0 

average 9 ionic VHCl   .2 ± 0.4   .  ± 0.4 

average 9 nonionic VHCl 40.1 ± 0.4  9.1 ± 0.4 

average 16 ionic VHCl   .4 ± 0.   9.0 ± 0.  

average 16 nonionic VHCl 40.1 ± 0.  40.  ± 0.4 

cluster 2 ionic VHCl  4.4 ± 2.7 54.  ± 1.4 

cluster 2 nonionic VHCl 71.7 ±  .2 5 .2 ± 1.  

cluster 4 ionic VHCl 112.  ± 2.4 101.1 ± 1.2 

cluster 4 nonionic VHCl 147.7 ±  .7 10 .  ± 1.7 

cluster 9 ionic VHCl 1 2.  ± 1.4 152.1 ±  .  

cluster 9 nonionic VHCl 175.7 ± 2.5 151.9 ±  .5 

cluster 16 ionic VHCl 27 .5 ± 2.9 272.5 ±  .0 

cluster 16 nonionic VHCl  22.  ± 2.   17.  ±  .4 

 

To determine if the ionic states of vancomycin is statistically significant, 2-sample t-test is 

applied to Rg values. All systems have normal distribution, so no additional adjustments 

were applied to have a normal distribution. The tested null hypothesis implies that the 

difference between the means of Rg values is zero for ionic and nonionic populations. As 

shown in Table 3.3, the ionic state of V-HCl molecule is statistically significant with 95% 

confidence intervals. As mentioned before the difference in average Rg values between 

ionic states decreases at higher temperature. However, the difference is still statistically 

significant due to 2 sample t-test analysis. The difference in cluster Rg values between 
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ionic states at high temperature become negligible for systems that have 2, 4 and 9 

vancomycins. The differences in the Rg values between the ionic and nonionic state are 

statistically significant.  

Table 4.3. Significance Test for Rg Values of Ionic and Non-ionic States of Vancomycin 

 

Rg Sample 1 Sample 2 P-Value 

average 1-i-298 1-298 <0.0005 

average 1-i-310 1-310 <0.0005 

average 2-i-298 2-298 <0.0005 

average 2-i-310 2-310 <0.0005 

average 4-i-298 4-298 <0.0005 

average 4-i-310 4-310 <0.0005 

average 9-i-298 9-298 <0.0005 

average 9-i-310 9-310 <0.0005 

average 16-i-298 16-298 <0.0005 

average 16-i-310 16-310 <0.0005 

cluster 2-i-298 2-298 <0.0005 

cluster 2-i-310 2-310 >0.05 

cluster 4-i-298 4-298 <0.0005 

cluster 4-i-310 4-310 >0.05 

cluster 9-i-298 9-298 <0.0005 

cluster 9-i-310 9-310 >0.05 

cluster 16-i-298 16-298 <0.0005 

cluster 16-i-310 16-310 <0.0005 

 

4.1.2.2. Effect of Temperature on Radius of Gyration in Vacuum 

 

Figures from Fig. 4.12 to Fig. 4.16 represent the comparison between Rg values of systems 

at 298 K and 310 K where figures from 4.17 to 4.20 represent cluster Rg values 

respectively.  
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Figure 4.12. Temperature dependence of Rg of 1 V-HCl and 1 ionic V-HCl  
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Figure 4.13. Temperature dependence of Rg of 2 V-HCl and 2 ionic V-HCl  

 

30 

32 

34 

36 

38 

0 5000 10000 15000 20000 

1-i-298 

1-i-310 

32 

34 

36 

38 

40 

42 

44 

0 5000 10000 15000 20000 

1-298 

1-310 

32 

34 

36 

38 

40 

0 5000 10000 15000 20000 

2-i-298 

2-i-310 

34 

36 

38 

40 

42 

44 

0 5000 10000 15000 20000 

2-298 

2-310 

<
R

g
2
>

 (
Ǻ

2
) 

 
<

R
g

2
>

 (
Ǻ

2
) 

 



55 

 

 
                                                            Time (ps) 

 

Figure 4.14. Temperature dependence of Rg of 4 V-HCl and 4 ionic V-HCl  
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Figure 4.15. Temperature dependence of Rg of 9 V-HCl and 9 ionic V-HCl  
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Figure 4.16. Temperature dependence of Rg of 16 V-HCl and 16 ionic V-HCl  
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Figure 4.17. Temperature dependence of Cluster Rg of 2 V-HCl and 2 ionic V-HCl  
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Figure 4.18. Temperature dependence of Cluster Rg of 4 V-HCl and 4 ionic V-HCl  
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Figure 4.19. Temperature dependence of Cluster Rg of 9 V-HCl and 9 ionic V-HCl  
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Figure 4.20. Temperature dependence of Cluster Rg of 16 V-HCl and 16 ionic V-HCl  

 

Table 4.4. Significance Test for Rg Values of Vancomycin at different temperatures 

 

Rg Sample 1 Sample 2 P-Value 

average 1-i-298 1-i-310 <0.0005 

average 1-298 1-310 >0.05 

average 2-i-298 2-i-310 <0.0005 

average 2-298 2-310 >0.05 

average 4-i-298 4-i-310 <0.0005 

average 4-298 4-310 <0.0005 

average 9-i-298 9-i-310 >0.05 

average 9-298 9-310 <0.0005 

average 16-i-298 16-i-310 <0.0005 

average 16-298 16-310 >0.05 

cluster 2-i-298 2-i-310 <0.0005 

cluster 2-298 2-310 <0.0005 

cluster 4-i-298 4-i-310 <0.0005 

cluster 4-298 4-310 <0.0005 

cluster 9-i-298 9-i-310 <0.0005 
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cluster 16-i-298 16-i-310 <0.0005 

cluster 16-298 16-310 <0.0005 
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The cluster Rg values of the system which has 16 V-HCl are not as expected. For this 

system at higher temperature cluster Rg values for nonionic V-HCl are higher than the 

values obtained for 298 K. As seen in the previous charts the system with 16 V-HCl has a 

different trend from the other systems. However, simulations for this specific system are 

repeated for 2 times and results are found to be similar.  

Generally for average Rg values nonionic systems temperature seems not to be statistically 

significant whereas, in ionic systems difference in Rg due to temperature change is 

significant. By looking at cluster Rg values it can be concluded that temperature is 

statistically significant for all systems.  

 

4.1.2.3. Effect of Number of Vancomycin on Radius of Gyration in Vacuum 

 

In order to observe the effect of number of vancomycin molecules on Rg values in vacuum, 

the Rg values of each system is investigated at 5 ns, 10 ns and 20 ns.  

In figures from Fig. 4.21 to Fig. 4.23, effect of number of vancomycin molecules on the 

radius of gyration is investigated at 5 ns, 10 ns and 20 ns respectively. It can be said that, 

as number of molecules increases the Rg values calculated per molecule increase as well 

for systems at 310 K. However, there are some odd data that disturb the trend. These data 

belong to systems which have 2 or less vancomycin. For simulations at T= 298 K a general 

trend is observed with respect to the number of vancomycin molecules. There is a sharp 

increase between 1, 2 and 4 molecules. Then the Rg values become nearly constant 

independent of the number of vancomycin molecules, as seen for 9 and 16 molecules. As 

stated before it can also be easily seen that the Rg of the V-HCl molecule is higher than that 

of the ionic one for simulations performed at 298 K, the difference of Rg values of ionic 

and nonionic systems seems to be similar in magnitude. However, for systems simulated at 

310 K after 2 molecules of vancomycin the Rg values of ionic and nonionic systems are 

nearly the same. As Rg of the system is time dependent due to the conformation of the 

molecules, it is aimed to see if the resulting trend is spontaneous. If the time dependent 

behavior is followed through Fig. 4.21, 4.22 and 4.23, it is observed that the difference 

between the Rg values of ionic and nonionic systems decreases.  
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Figure 4.21. Effect of number of vancomycin molecules on Rg after 5 ns 

 

 

 

Figure 4.22. Effect of number of vancomycin molecules on Rg after 10 ns 

 

 

 

Figure 4.23. Effect of number of vancomycin molecules on Rg after 20 ns 
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Figure 4.24. Effect of number of the vancomycin molecules on cluster Rg after 5 ns 

 

 

 

Figure 4.25. Effect of number of the vancomycin molecules on cluster Rg after 10 ns 

 

 

 

Figure 4.26. Effect of number of the vancomycin molecules on cluster Rg after 20 ns 
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The figures from Fig. 4.24 to 4.26 show the effect of number of vancomycin molecules on 

the cluster Rg behavior at time 5 ns, 10 ns and 20 ns. For all systems as number of 

molecules increase in the simulation box the cluster Rg also increases. This behavior is 

expected as the in the perspective of cluster Rg calculations all atoms in the system are 

assumed to belong to one molecule.  

4.2. TREATMENT OF SOLVENT: COMPARISON OF EXPLICIT AND IMPLICIT 

METHODS  

For explicit solvent treatment, 5 different systems were simulated in aqueous conditions. 

As the number of atoms in the simulation box increase, longer simulations are required to 

obtain statistically meaningful averages. For this reason, aqueous systems were simulated 

for 22 ns. And the production run for these systems are accepted as 20 ns. By assigning a 

dielectric constant of 78.304 to simulation parameters, without adding any solvent 

molecule, 5 runs were performed. As the systems have same number of atoms with 

vacuum conditions, 22 ns simulations were performed. The production run was the last 20 

ns of the simulations. Table 3.6 represents the simulations treated explicitly and implicitly. 

Table 4.5. Simulations treated explicitly and implicitly (total duration= 22 ns) 

 

 
 # of V-HCl T (K) 

# of water 

molecules 

Total # of 

atoms 

E
x

p
li

ci
t 

Ionic V-HCl 1 298 6776 20506 

Ionic V-HCl 2 298 6696 20444 

Ionic V-HCl 4 298 6553 20371 

Ionic V-HCl 9 298 6159 20079 

Ionic V-HCl 16 298 5611 19681 

Im
p

li
ci

t 

Ionic V-HCl 1 298 0 178 

Ionic V-HCl 2 298 0 356 

Ionic V-HCl 4 298 0 712 

Ionic V-HCl 9 298 0 1602 

Ionic V-HCl 16 298 0 2848 
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For comparison of the explicit and implicit methods, radius of gyration analysis were 

applied to each system in order to see if the explicitly and implicitly treated systems with 

the same number of vancomycin molecules give same or alike results. In explicit systems 

the water molecules are added to the simulation box in a fully atomistic manner, in implicit 

systems a dielectric constant which would replace the forces acting on the molecules by the 

solvent is assigned to the system. First Rg analysis shows results for average Rg of the 

system per molecule, and then Rg of the cluster are shown. 

In Figures Fig. 4.27 to Fig. 4.31 it is seen that the Rg of the implicit solvent treated systems 

is initially smaller that the explicitly treated systems. For implicit systems initial values are 

close to the systems in vacuum as the energy minimization of the systems are done due to 

vacuum conditions in Xenoview. As simulations start there is an immediate change in the 

average Rg values, which shows that the system runs in the effect of assigned dielectric 

constant. When the Rg values of vancomycin in both treatments are compared, there is an 

obvious difference in the trends of the systems. For further investigation, Rg of the clusters 

in each system is investigated. For the implicit systems the Rg values are represented in the 

secondary axis on the right hand side. Primary axis, on the left corresponds to explicit 

systems.  

 

 

 

Figure 4.27. Rg of 1 ionic V-HCl at 298 K, water solvent treated explicitly and implicitly 
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Figure 4.28. Rg of 2 ionic V-HCl at 298 K, water solvent treated explicitly and implicitly 

 

 

 

Figure 4.29. Rg of 4 ionic V-HCl at 298 K, water solvent treated explicitly and implicitly 

 

 

 

Figure 4.30. Rg of 9 ionic V-HCl at 298 K, water solvent treated explicitly and implicitly 
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Figure 4.31. Rg of 16 ionic V-HCl at 298 K, water solvent treated explicitly and implicitly 
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vancomycin molecules and the interaction between vancomycin and water molecules may 

hinder the intermolecular forces in vancomycin. The vancomycin itself tends to close its 

structure by approaching the active sites. These complex forces acting on the molecules 

cause the time dependent conformational changes. So the synchronized changes in each 

molecule have a bigger effect on the cluster e.g. each molecule bends to its active terminus 

which simultaneously yields a decrease in cluster Rg. 

 

 

 

Figure 4.32. Cluster Rg of 2 ionic V-HCl at 298 K, water solvent treated explicitly and 

implicitly 

 

 

 

 

Figure 4.33. Cluster Rg of 4 ionic V-HCl at 298 K, water solvent treated explicitly and 

implicitly 
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Figure 4.34. Cluster Rg of 9 ionic V-HCl at 298 K, water solvent treated explicitly and 

implicitly 

 

 

 

Figure 4.35. Cluster Rg of 16 ionic V-HCl at 298 K, water solvent treated explicitly and 

implicitly 
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In this work, although an attempt to use implicit solvent was made, it is concluded that for 

this particular system, explicit treatment of the solvent would be more appropriate. 

4.3. SIMULATIONS IN AQUEOUS MEDIUM WITH VANCOMYCIN 

The vancomycin structures were placed in a simulation box at the same initial positions 

with the systems performed at vacuum. Then the simulation box was filled with water 

molecules to observe the behavior of vancomycin molecules in aqueous medium. The 

solvent, water molecules in this study, were treated explicitly that the clustral movements 

can not be observed with implicit methods. Also zwitter ionic state of vancomycin was 

chosen. Table 4.6 shows the systems performed with vancomycin in aqueous medium.  

Table 4.6. Simulations performed in aqueous medium (total duration= 22 ns) 

 

  # of V-HCl T (K) 

1 Ionic V-HCl 1 298 

2 Ionic V-HCl 2 298 

3 Ionic V-HCl 4 298 

4 Ionic V-HCl 9 298 

5 Ionic V-HCl 16 298 

6 Ionic V-HCl 1 310 

7 Ionic V-HCl 2 310 

8 Ionic V-HCl 4 310 

9 Ionic V-HCl 9 310 

10 Ionic V-HCl 16 310 

4.3.1. Effect of Temperature on Radius of Gyration for Simulations in Aqueous 

Medium  

In order to mimic body conditions solvated systems are also simulated at 310 K. It is aimed 

to see if temperature affects the arrangement of vancomycin molecules in the simulation 

box. Average and cluster Rg of the molecules obtained from the simulations are 

investigated.  
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Figure 4.36. Rg of 1 ionic V-HCl explicitly solvated at 298 K and 310 K 

 

 

 

Figure 4.37. Rg of 2 ionic V-HCl explicitly solvated at 298 K and 310 K 

 

 

 

Figure 4.38. Rg of 4 ionic V-HCl explicitly solvated at 298 K and 310 K 
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Figure 4.39. Rg of 9 ionic V-HCl explicitly solvated at 298 K and 310 K 

 

 

 

Figure 4.40. Rg of 16 ionic V-HCl explicitly solvated at 298 K and 310 K 

 

 

 

Figure 4.41. Effect of number of the vancomycin molecules on Rg of systems explicitly 

solvated at 298 K and 310 K after 20 ns 
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The figures from Fig. 4.36 and 4.41 show that the average Rg of the systems are not 

affected by temperature. The oscillation band width and the values seem similar at both 

temperatures. In vacuum media interaction of the vancomycin atoms are at maximum 

degree as the media has no force to prevent or decrease the forces due to increasing kinetic 

energy between the atoms at different temperature levels. In aqueous media the water 

molecules absorbs the kinetic energy and prevent vancomycin atoms to move freely. In the 

study of Srivastava, a linear polymer is investigated under dynamic strain in terms of 

structure by molecular dynamics. It is observed that the change in temperature does not 

have a significant effect on radius of gyration that at constant strain loads with increasing 

temperature calculated radius of gyration values for the polymer remains nearly same. 

[108]. However in the study of Sargolzaei and coworkers, it is observed that in the 

temperature range of 300 to 344 K, the calculated Rg values remained constant, whereas at 

temperatures higher than 400 K the radius of gyration of spinach plastocyanin is increased 

[109]. 

The cluster Rg values are shown in figures between Fig. 4.42 and 4.45. Cluster Rg of the 

systems at high temperature have an increasing trend through the simulations. Despite all 

systems have fluctuations, cluster Rg of systems at low temperature do not increase 

continuously with respect to time.    

 

 

 

Figure 4.42. Cluster Rg of 2 ionic V-HCl explicitly solvated at 298 K and 310 K 
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Figure 4.43. Cluster Rg of 4 ionic V-HCl explicitly solvated at 298 K and 310 K 

 

 

 

Figure 4.44. Cluster Rg of 9 ionic V-HCl explicitly solvated at 298 K and 310 K 

 

 

 

Figure 4.45. Cluster Rg of 16 ionic V-HCl explicitly solvated at 298 K and 310 K 
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Despite the seemingly similar general trend, the statistical difference and if this difference 

is significant can be investigated via statistical analysis shown in Table 4.7. As the number 

of molecules increases in the system temperature seems to be ineffective on the individual  

Rg of vancomycin molecules. According to significance test results, it is observed that the 

temperature has an effect on cluster Rg behavior of the systems. The observation that the 

individual Rg remains constant while the cluster Rg increases with increasing temperature 

is possibly caused by the weakening of the intermolecular forces between vancomycin 

molecules while water-vancomycin interaction becomes more amicable (entropy 

contribution increases), making the molecule more water soluble upon increase in 

temperature. 

Table 4.7. Significance Test for Rg Values of Vancomycin at different temperatures 

 

Rg Sample 1 Sample 2 P-Value 

average 1-i-298 1-i-310 >0.05 

average 2-i-298 2-i-310 >0.05 

average 4-i-298 4-i-310 >0.05 

average 9-i-298 9-i-310 >0.05 

average 16-i-298 16-i-310 >0.05 

cluster 2-i-298 2-i-310 <0.0005 

cluster 4-i-298 4-i-310 <0.0005 

cluster 9-i-298 9-i-310 <0.0005 

cluster 16-i-298 16-i-310 <0.0005 

4.3.2. Radial Distribution Function (RDF) 

In this study RDF is used to investigate the behavior of water molecules around V-HCl. 

For the first inspections ions in the active sites of vancomycin are selected. The data 

represented show the average value over simulation time. Also for same type of atoms in 

the simulation the method calculates the average value per atom. If simulation has two 

nitrogen atoms having a positive charge then the distribution is represented for the average 

of two atoms. 

The ordered arrangement of water molecules around a structure is defined as a hydration 

shell. Hydration shells can be obtained in an RDF analysis with local minimums in g(r). As 
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represented in Fig. 4.46, after some distance from the structure, randomly distributed water 

molecules can be obtained. This random arrangement of water molecules are referred as 

bulk solvent. The first hydration shells must be treated in a fully atomistic manner to 

interpret the special arrangement of hydrogen bonds around the structure. Whereas, for 

bulk solvent a coarse model might be employed. 

                                                

 

 

Figure 4.46. Hydration Shell and Bulk Solvent around a molecule 

 

Glycopeptides are the class of proteins which have carbohydrate groups bound covalently 

to polypeptide chain. And for a protein hydration shell has a critical influence on structure 

and function. In particular, the dynamic properties of the hydration shell play a role in 

biochemical processes including protein folding, enzyme function, and molecular 

recognition. [110] Indeed, proteins lack activity in the absence of hydrating water. The 

aqueous structuring around proteins found at least 1 - 1.5 nm from its surface or 2 - 3 nm 

between neighboring proteins. Additionally, the presence of glycans attached to 

(glyco)proteins impose a long-range order on the water structure out to several nanometers, 

dependent on the orientation of the glycan [111] 

The distribution of water molecules are investigated around amino (nitrogen ion) and 

carboxy (oxygen ion) terminus of vancomycin molecule.  
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4.47. Interaction of water molecules to amino and carboxy terminus of vancomycin 

molecule [99] 

  

In Figure 4.48 pairwise radial distribution of nitrogen ion in vancomycin and hydrogen 

atom in water is represented. A clear structure can be seen starting at 2.25 Å and ending at 

4.25 Å, which is centered at  .25 Å. This corresponds to hydrogen bonding between 

nitrogen ions of vancomycin and water for the distances r(n-h) ≤  .25 Å [100]. However as 

mentioned before it can not be assured that all water molecules in these regions are 

hydrogen bonded to vancomycin. Previous discussions in literature are based on the 

analysis of the nitrogen and oxygen RDF, which shows a distinct first maximum at about 

2.80 Å corresponding to apparently strong N–H•••O and N•••H–O hydrogen bonds [99].  

The integration of RDF, which gives the number of atoms at distances r and shown with 

the red curve in charts, yields 4 in figure 4.48 and 1 in figure 4.49. Near nitrogen ion there 

are 4 hydrogen atoms implying 2 water molecules and near oxygen ion there are 2 

hydrogen atoms representing 1 water molecule. The water molecules calculated for the 

first peak represents the first hydration shell. 
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Figure 4.48. Pairwise Radial Distribution Function of nitrogen ion (n+) of 1 ionic V-HCl 

and hydrogen (hw) of water between 0-1 ns 

 

 

 

Figure 4.49. Pairwise Radial Distribution Function of oxygen ion (o-) of 1 ionic V-HCl and 

hydrogen (hw) of water between 0-1 ns 
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According to this RDF plot hydrogen bonds can be located for the distance r(n-o) ≤  .25 Å. 
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experimental studies of radial distribution functions obtained by X-ray method, because of 

the difficulties in observing the hydrogen atoms of water, radial distribution functions of 

solute and oxygen of water are used as complementary [112]. These complementary data 

are expected to give the same or similar results. As validated from previous figures 

calculations for hydrogen and oxygen of water molecules give same number of water 

molecules.  

 

 

 

Figure 4.50. Pairwise Radial Distribution Function of nitrogen ion (n+) of 1 ionic V-HCl 

and oxygen (o*) of water between 0-1 ns 

 

 

 

Figure 4.51. Pairwise Radial Distribution Function of oxygen ion (o-) of 1 ionic V-HCl and 

oxygen (o*) of water between 0-1 ns 
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(as amino terminus and carboxyl terminus). This is an indication of specific solvent 

structure around vancomycin molecule [98]. The positively charged part of the 

vancomycin molecule, i.e. nitrogen atom of the amino terminus, attracts mostly the 

electronegative charged oxygen of water molecule. Therefore probability of finding 

oxygen of water is higher for positively charged amino terminus than negatively charged 

carboxy terminus.  

For ease of interpretation of the results pairwise radial distribution is calculated for oxygen 

atom of water molecules for the rest of the study.  

Also in order to see the time dependent behavior of atoms of the water molecules RDF 

analysis can be performed for certain time intervals. The figures 4.52 to 4.57 represent 

time dependent RDF of the systems. First analysis is performed for 0-1 ns interval for 

production run. Then last 19-20 ns interval of the simulations is investigated. With this 

time dependent results the interaction between oxygen/hydrogen atoms of water and 

selected vancomycin atoms will be observed. The interaction between active sites of 

vancomycin and oxygen atom of water is investigated due to the reason explained above.  

As seen in Fig. 4.52 at time interval 0-1 ns first peak of the RDF analysis has the maximum 

value of 2.58 at 298 K, at time interval 19-20 ns first peak has the maximum value of 2.61 

at r  2. 5 Å. And between 0-1 ns and 19-20 ns number of oxygen atom of water molecules 

remains same. Assembling of water molecules and probability of finding them around 

amino terminus of vancomycin shows hydrophilicity but the change in number of oxygen 

atoms is small. At all time intervals number of hydration shells are same. At the latest time 

interval amino terminus has 2 water molecules at first, 15 water molecules at second, 78 

water molecules at third hydration shell. These clusters present sphere-like hydrated shells, 

ordered due to water–water hydrogen bonding formation. At time interval 0-1 ns first peak 

of the RDF analysis has the maximum value of 2.56 at 310 K, at time interval 19-20 ns 

first peak has the maximum value of 2.   at r  2. 5 Å. 
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Figure 4.52. Pairwise Radial Distribution Function of nitrogen ion (n+) of 1 ionic V-HCl 

and oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 

310 K and b) 19-20 ns at 310 K 
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Figure 4.53. Pairwise Radial Distribution Function of oxygen ion (o-) of 1 ionic V-HCl and 

oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 310 

K and b) 19-20 ns at 310 K 

 

From previous two figures, Fig 4.52 and Fig. 4.53 it can be concluded that amino terminus 

of vancomycin has more water molecules in its first hydration shell. Also the width of the 

first peak of g(r) function is an indication of hydrogen bond strength. As seen first peak of 

carboxy terminus is wider than first peak of amino terminus, which indicates carboxy 

terminus has weaker hydrogen bonds [99]. However the bond strength represented is 

between selected atoms that nitrogen ion and oxygen of water and oxygen ion and oxygen 

of water. It is known that positively charged ions tend to attract oxygen of the water 

molecule whereas the negatively charged ions tend to attract and form stronger bonds with 

hydrogen of water molecule This is also observed from figures 4.37 to 4.40. The first peak 

of nitrogen ion and hydrogen of water (figure 4.37) is weaker than the first peak of oxygen 

ion and hydrogen of water (figure 4.38) where the first peak of nitrogen ion and oxygen of 
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water (figure 4.39) is stronger than the first peak of oxygen ion and oxygen of water 

(figure 4.40). 

 

 

 

 

Figure 4.54. Pairwise Radial Distribution Function of nitrogen ion (n+) of 2 ionic V-HCl 

and oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 

310 K and b) 19-20 ns at 310 K 
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Figure 4.55. Pairwise Radial Distribution Function of oxygen ion (o-) of 2 ionic V-HCl and 

oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 310 

K and b) 19-20 ns at 310 K 
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Figure 4.56. Pairwise Radial Distribution Function of nitrogen ion (n+) of 4 ionic V-HCl 

and oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 

310 K and b) 19-20 ns at 310 K 
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Figure 4.57. Pairwise Radial Distribution Function of oxygen ion (o-) of 2 ionic V-HCl and 

oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 310 

K and b) 19-20 ns at 310 K 
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Figure 4.58. Pairwise Radial Distribution Function of nitrogen ion (n+) of 9 ionic V-HCl 

and oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 

310 K and b) 19-20 ns at 310 K 
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Figure 4.59. Pairwise Radial Distribution Function of oxygen ion (o-) of 9 ionic V-HCl and 

oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 310 

K and b) 19-20 ns at 310 K 
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Figure 4.60. Pairwise Radial Distribution Function of nitrogen ion (n+) of 16 ionic V-HCl 

and oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 

310 K and b) 19-20 ns at 310 K 
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Figure 4.61. Pairwise Radial Distribution Function of oxygen ion (o-) of 16 ionic V-HCl 

and oxygen (o*) of water between a) 0-1 ns at 298 K and b) 19-20 ns at 298 K c) 0-1 ns at 

310 K and b) 19-20 ns at 310 K 

 

It is observed for the systems having 2 to 16 vancomycin, for amino and carboxy terminus 

as simulation proceeds the probability of finding an oxygen atom which belongs to water 

molecule decreases slightly for both 298 K and 310 K. The pairwise radial distribution 

function of the systems including vancomycin in aqueous medium was investigated for 

simulations performed at 310 K. For amino terminus at higher temperature the probability 

of finding water molecules at a distance of 2.75 Å is higher than 29  K. The radial 

distribution function parameter, the probability of finding of oxygen of water are listed for 

amino and carboxy terminus of vancomycin for all systems in Table 4.8. 
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Table 4.8. Radial Distribution Function of amino and carboxy terminus of vancomycin for 

all systems 

 

  Temperature (K) 298 310 

  Time (ns) 0-1 19-20 0-1 19-20 

# of 

VHCl 

type of interacting 

atoms 
        

1 
n+ - o* 2.61 2.58 2.66 2.56 

o- - o* 1.74 1.67 1.69 1.63 

2 
n+ - o* 2.3 2.14 2.36 2.29 

o- - o* 1.67 1.56 1.6 1.46 

4 
n+ - o* 2.18 2.12 2.24 2.13 

o- - o* 1.71 1.25 1.71 1.36 

9 
n+ - o* 2.42 2.36 2.36 2.33 

o- - o* 1.67 1.65 1.68 1.52 

16 
n+ - o* 2.53 2.22 2.52 2.43 

o- - o* 1.82 1.62 1.79 1.71 

 

Aforementioned systems in section 4.3.2. were already simulated in a simulation box full 

of water. As the distances of each molecule is long even at the beginning, the water 

molecules are already dispersed around each molecule. Thus number of oxygen atoms 

which belong to water molecules do not change significantly during the simulations. 

4.4. SIMULATIONS IN VACUUM WITH VANCOMYCIN AND LEVAN 

In order to observe the behavior of vancomycin molecule in the same simulation box with 

levan molecule, 6 simulations were performed. It was aimed to see if vancomycin and 

levan have a specific interaction with each other that is orientation dependent. In these 

simulations vancomycin molecule was fixed at the center of the box and in each simulation 

levan molecule was placed at different positions. Levan polymer used in the simulations 

has 12 fructose rings, 255 atoms. Table 4.9 represents the simulations performed.   

The following tables show the results of each simulation on the basis of closest 10 atoms 

after 20 ns of production run. Initial distances of the closest atoms and also atom types are 

listed. A small graphical representation is given for each table, showing the initial positions 

of levan and V-HCl, and the red lines connect the closest atoms. These figures are only 

used to see which sites of V-HCl are favored. As levan polymer have conformational 
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changes through the simulation, figures are not appropriate to investigate the shape of the 

cluster at the end of the simulation. This kind of information will be given on the basis of 

cluster Rg analysis. 

Table 4.9. Simulations performed in vacuum with 1 ionic V-HCl and 1 Levan  

(total duration= 22 ns) 

 

  
# of  

V-HCl 

# of 

Levan 

Position 

of Levan 
T (K) 

1 Ionic V-HCl 1 1 above 298 

2 Ionic V-HCl 1 1 below 298 

3 Ionic V-HCl 1 1 behind 298 

4 Ionic V-HCl 1 1 in front 298 

5 Ionic V-HCl 1 1 left 298 

6 Ionic V-HCl 1 1 right 298 

 

Table 4.10. Distance Data Obtained, Levan Position: above 

 

V-HCl 

Atom 

# 

V-HCl 

Atom 

Type 

Levan 

Atom 

# 

Levan 

Atom 

Type 

Distance 

at 5 ns 

Initial 

Distance 

 

142 h+ 194 oh 1.72 21.60 

145 ho 299 oh 1.93 22.77 

154 hc 315 hc 2.00 22.27 

164 h+ 249 oh 2.04 15.18 

138 ho 252 oh 2.18 15.54 

159 hn 314 ho 2.29 23.84 

56 c 260 hc 2.35 26.71 

34 hc 335 ho 2.48 18.73 

176 h+ 253 hc 2.49 14.59 

33 hn 313 oh 2.56 20.44 
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Table 4.11. Distance Data Obtained, Levan Position: below 

 

V-HCl 

Atom 

# 

V-HCl 

Atom 

Type 

Levan 

Atom 

# 

Levan 

Atom 

Type 

Distance 

at 5 ns 

Initial 

Distance 

 

142 h+ 431 ho 1.66 39.40 

176 h+ 426 oh 1.82 39.08 

83 o- 364 ho 1.87 12.98 

94 oh 196 ho 1.98 19.39 

145 ho 405 oh 2.02 13.34 

152 hc 367 hc 2.09 12.80 

72 oh 419 ho 2.16 20.22 

110 hc 315 hc 2.26 16.66 

105 hc 320 hc 2.39 13.62 

164 h+ 431 ho 2.42 39.49 

 

Table 4.12. Distance Data Obtained, Levan Position: behind 

 

V-HCl 

Atom 

# 

V-HCl 

Atom 

Type 

Levan 

Atom 

# 

Levan 

Atom 

Type 

Distance 

at 5 ns 

Initial 

Distance 

 

142 h+ 186 oh 1.79 25.98 

82 o- 419 ho 2.09 22.01 

164 h+ 196 ho 2.19 21.10 

171 hc 253 hc 2.23 20.98 

173 hc 339 hc 2.23 15.97 

129 ho 376 oh 2.23 24.37 

125 hc 383 hc 2.28 21.30 

81 c- 419 ho 2.43 20.96 

68 o= 424 hc 2.44 15.64 

176 h+ 196 ho 2.48 20.76 

 

Table 4.13. Distance Data Obtained, Levan Position: in front 

 

V-HCl 

Atom 

# 

V-HCl 

Atom 

Type 

Levan 

Atom 

# 

Levan 

Atom 

Type 

Distance 

at 5 ns 

Initial 

Distance 

 

82 o- 419 ho 1.91 11.01 

54 oh 217 ho 1.92 35.45 

144 ho 257 oh 1.92 24.53 

176 h+ 342 oh 1.94 21.71 

153 ho 236 oh 1.97 35.96 

77 oh 344 ho 1.99 15.16 

175 hc 338 hc 2.13 20.30 

139 hc 380 hc 2.14 23.09 

83 o- 386 ho 2.14 15.78 

113 hc 320 hc 2.26 14.32 
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Table 4.14. Distance Data Obtained, Levan Position: left 

 

V-HCl 

Atom 

# 

V-HCl 

Atom 

Type 

Levan 

Atom 

# 

Levan 

Atom 

Type 

Distance 

at 5 ns 

Initial 

Distance 

 

164 h+ 301 ho 1.77 16.99 

133 ho 313 oh 1.93 11.11 

142 h+ 293 hc 1.95 17.23 

163 hc 319 hc 2.20 11.47 

173 hc 275 hc 2.21 21.26 

158 hc 259 ho 2.30 25.31 

30 o= 259 ho 2.41 27.22 

137 hc 315 hc 2.42 11.74 

98 n+ 293 hc 2.43 17.49 

27 o= 280 ho 2.50 29.25 

 

Table 4.15. Distance Data Obtained, Levan Position: right 

 

V-HCl 

Atom 

# 

V-HCl 

Atom 

Type 

Levan 

Atom 

# 

Levan 

Atom 

Type 

Distance 

at 5 ns 

Initial 

Distance 

 

153 ho 397 oh 1.96 5.94 

33 hn 321 oh 2.08 9.47 

160 hc 399 hc 2.13 9.52 

142 h+ 280 ho 2.14 15.56 

138 ho 270 oh 2.15 17.79 

164 h+ 280 ho 2.25 15.90 

172 hc 240 hc 2.31 22.20 

165 hc 256 hc 2.39 25.15 

55 c 381 hc 2.42 13.16 

70 oh 407 ho 2.43 15.37 

 

It is observed that independent of the position, positively charged sites of vancomycin have 

tendency to interact with levan. These sites attract the atoms of levan so much that the 

approach of two atoms can be up to 93 % from initial positions of the atoms. Also 

negatively charged site of the V-HCl has tendency to interact with levan as seen in below, 

behind and in front simulations. It can be concluded that the active sites mentioned in the 

literature review are observed and validated by molecular dynamics simulations. However, 

short-range interactions are also observed depending on the position of levan. These kinds 

of behavior show that higher polymer concentrations would be more effective in the 

encapsulation process. As the molecules would be packed tightly short-range interactions 
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would provide attraction to the atoms of vancomycin rather than just the active site atoms. 

Similar approach can be applied for more than one levan molecules. Also this would give 

an estimate on how many levan molecules are approximately required to encapsulate one 

vancomycin molecule. Also to include the effect of environment, same simulations will be 

performed in aqueous medium.  

Time dependent cluster Rg values of 1 V-HCl and 1 Levan systems at 298 K in vacuum are 

shown in Fig.4.62. As seen in the graph all cluster Rg values tend to decrease from initial 

states. This can be explained with several reasons. At time = 0, levan is a linear polymer, 

as time passes levan polymer tends to fold so the atoms will be closer to the center of mass 

of the cluster with respect to the linear state of levan. 

 

 

 

Figure 4.62. Cluster Rg of V-HCl and Levan systems at 298 K in vacuum  

 

Also it was observed in the simulations that V-HCl and levan has an attraction and tend to 

come closer, which would again cause a decrease in cluster Rg. The smallest value belongs 

to the system including levan below the vancomycin, which shows at that position the 

system is in most packed form with respect to other systems. However, other systems with 

levan at different positions also have a similar cluster Rg. This result shows that the 

position of levan does not affect the system significantly.  
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4.5. ENCAPSULATION AND RELEASE OF VANCOMYCIN 

In experimental studies [64] vancomycin encapsulated particles were obtained by 

precipitation method and then freeze-dried. As both vancomycin and levan are hydrophilic 

structures, water molecules in the environment should be avoided. This procedure was 

assumed to be identical to vacuum conditions in MD simulations as no water molecules are 

represented in the system. Systems were run 20 ns for production stage then the 

coordinates of each atom in the system after 20 ns, are transferred to a new simulation box 

and box is filled with water molecules. Temperature for the new system was chosen to be 

310 K in order to simulate body conditions. Cluster radius of gyration calculations, 

showing the dispersion of each molecule, for the systems are performed to have an idea for 

release of vancomycin through polymers. Table 4.16 represents the systems performed first 

at vacuum at 298 K and then solvated at 310 K.  

Simulations performed have only one vancomycin with varying levan amount. The 

systems represent a small portion of whole system as real time systems have much more 

vancomycin molecules. Figure 4.63 represents how a macro system was reduced to a micro 

system.  

 

 

Figure 4.63. Representation of Simulated Systems with one vancomycin and varying 

number of levan molecules 
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Table 4.16. Vancomycin/Levan simulations performed in vacuum at 298 K and solvated at 

310 K (total duration= 44 ns) 

  

  # of V-HCl # of Levan Vancomycin/Levan  

1 Ionic V-HCl 1 1 1 

2 Ionic V-HCl 1 2 0.5 

3 Ionic V-HCl 1 4 0.25 

 

The encapsulation process occurs at the beginning of the simulations in equilibration steps. 

The equilibration of the systems are represented in the following figures from Figure 4.64 

to 4.66.  

 

 

 

Figure 4.64. Encapsulation of 1 levan 1 vancomycin system 

 

 

 

Figure 4.65. Encapsulation of 2 levan 1 vancomycin system 
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Figure 4.66. Encapsulation of 4 levan 1 vancomycin system 

 

The sharp decrease in the cluster Rg of previous charts shows the encapsulation of levan 

molecules and vancomycin molecule. As the number of levan molecules increases in the 

system the encapsulation process takes more time. It takes 16 ps, 22 ps and 48 ps for 

systems having 1, 2 and 4 levan molecules respectively. 

The figures Fig. 4.67 to 4.69 show the cluster Rg of the systems. Vancomycin molecules 

used in the simulations are in ionic form. The data represented in the charts for 0-20 ns 

time interval belongs to simulations performed at vacuum, 298 K. Remaining data for 20–

40 ns time interval shows the simulations performed in aqueous medium, 310 K. As 

observed in all charts the cluster Rg values increases immediately with the presence of 

water molecules. The most dispersed system after 40 ns production run was observed to be 

2 levan, 1 vancomycin system. In the system consisting of 4 levan and 1 vancomycin has 

the lowest dispersion through time as the water molecules needs to go across the levan and 

vancomycin molecules by disturbing their attraction. In this system levan molecules are 

placed on top, below, right and left handside of vancomycin, where in system consisting of 

2 levan and 1 vancomycin levan molecules are placed on top and below the vancomycin. 

When the systems are solvated, water molecules readily filled the right and left hand side 

the vancomycin in 2 levan, 1 vancomycin system where water molecules directly interact 

with vancomycin. For encapsulation process to release the vancomycin in a more 

controlled manner, all sides of vancomycin should be coated with polymer. The amount of 

polymer should be decided with respect to the amount of drug to be encapsulated. The 

experimental study was performed by Sezer and coworkers and they found that 

encapsulation capacity increases with increasing concentrations of levan when vancomycin 
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has constant concentration. [64] System having 4 levans and 1 vancomycin would yield 

encapsulation capacity more than other studied systems as the vancomycin concentration is 

same and levan concentration is highest. In the study of Sezer et al. in vitro vancomycin 

release through levan shows that systems having higher concentration of levan needs more 

time for diffusion. MD simulations represented in this study confirm the validity of these 

results.  

 

 

 

Figure 4.67. Cluster Rg of 1 Levan – 1 Vancomycin System  

 

 

 

Figure 4.68. Cluster Rg of 2 Levan – 1 Vancomycin System  
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Figure 4.69. Cluster Rg of 4 Levan – 1 Vancomycin System  

 

As next step systems with 1 vancoycin and 1, 2 and 4 levans respectively were simulated 

in aqueous conditions. In this step the simulations were performed for 120 ns without 

encapsulation process. The initial conditions of the molecules are arranged to be the same 

as the with initial conditions of systems performed in vacuum to simulate the encapsulation 

phase. The trends of radius of gyrations of the systems are shown in Figure 4.70. 

 

 

 

Figure 4.70. Cluster Rg of 1,2 and 4 Levan – 1 Vancomycin Systems at steady state  
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systems 58%, 46% and 31% release for systems 1 vancomycin and 1,2,4 levan molecules 

respectively. 

Branching and also the molecular weight of levan biopolymer depend on the production 

route and source of levan. Branching and molecular weight play an important role to 

express biological activities of levan. In the study of Yoon and coworkers the antitumor 

activity of levans secreted from four different bacteria was investigated and 

Microbacterium levan was found to have the strongest antitumor activity over other 

bacterial levans. [113] And in the study of Calazans, the antitumor activity of Zymomonas 

levan was found to be related to the specific class of molecular weight [114].  

It is known, that biological and pharmacological properties of polysaccharides can be 

increased by chemical modifications [115]. From literature data the ß-D-fructofuranozic 

ring C3-C4 region and also C6 region were shown to be important for immunological 

properties. [116].  

Gonta has modified levan in aforementioned sites with various types of sub groups such as 

hydrazine, glycine, diglycine triglycine and iodine groups. It was found that the chemical 

modification of the C3-C4 region of the levan increase the possibilities of modified form to 

stimulate the unspecific immunities of organism [62]. Also it was suggested by Nakapong 

and coworkers that increasing the molecular weight of levan would yield higher 

encapsulation efficiency [117]. This may rather be enhanced by adding more fructose units 

to the polymer or adding sub groups to various sites.  

Novel derivatives of levan including levan sulfates, phosphates, and acetates are being 

utilized in medicine as anti-AIDS agents; food processing as food additive with prebiotic 

and hypocholesterolemic effects. [118].  

Carbohydrate polymers, such as heparin, alginate, and pectin, have been shown to express 

biological activities [119] Among others heparin is a animal sourced, naturally sulfated 

polysaccharide which inhibit clot formation in blood. Heparin is known to be most used 

anticoagulant. However the difficulties of obtaining heparin and also its structural 

beingheterogeneity have lead researchers to develop novel anticoagulant molecules which 

can mimic heparin [120]. Due to the properties of bacterial levan as being water soluble, 

and non-toxic potential use of modified levan structures, sulfated levan molecules, are 

being investigated to be new alternatives of anticoagulant heparin-like structures.  
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In order to observe the effect of sub groups attached to polymer on encapsulation and 

release process, levan polymers were sulfated. Sulfate groups were attached to C6 region 

of each fructose unit as shown in Figure 4.71. Figures from Fig 4.73 to 4.75 represent 

comparison of cluster Rg of the systems with modified levan molecule and vancomycin, 

levan molecule and vancomycin, levan molecule and vancomycin molecule. Same results 

as unmodified levan systems are obtained as general trend.  

 

 

Figure 4.71. Sulfated levan structure 

 

The encapsulation process of modified systems are shown in Figure 4.72. 

 

 

 

Figure 4.72. Encapsulation of Sulfated levan and vancomycin systems 
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Figure 4.73. Comparison of Cluster Rg of 1 sulfated Levan – 1 Vancomycin System with 1 

Levan – 1 Vancomycin system  

 

 

 

Figure 4.74. Comparison of Cluster Rg of 2 sulfated Levan – 1 Vancomycin System with 2 

Levan – 1 Vancomycin system  

 

 

 

Figure 4.75. Comparison of Cluster Rg of 4 sulfated Levan – 1 Vancomycin System with 4 

Levan – 1 Vancomycin system  
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In fig. 4.76 the simulations at vacuum were compared. It is observed that in sulfated levan 

systems have higher cluster Rg with respect to systems with unmodified levan. The reason 

of this result may be that the modification at each fructose unit behaves as a steric barrier 

for the molecule itself, which prevents the folding up to a certain point. Also for 

simulations in aqueous medium as seen in fig. 4.77 for both unmodified and sulfated 

systems the rapid release observed from systems with 2 levan molecules. And again 

sulfated systems have larger cluster Rg values. No negative effect of modification was 

observed in terms of release profile for levan. 

 

 

 

Figure 4.76. Cluster Rg comparison of systems with unmodified and sulfated levan at 

vacuum 

 

 

 

Figure 4.77. Cluster Rg comparison of systems with unmodified and sulfated levan in 

aqueous medium 
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4.6. ENCAPSULATION OF VANCOMYCIN WITH POLYSTYRENE 

 

A control study for the encapsulation and release mechanism of vancomycin was 

performed with 4 polystyrene molecules each consisting of 9 monomer units. Polystyrene 

is a hydrophobic polymer as represented in fig. 4.78.  

 

 

 

Figure 4.78. Structure of polystyrene 

 

Figure 4.79 represents the cluster Rg of the system with 4 polystyrene and 1 vancomycin 

molecule. The first 20 ns time interval corresponds to simulation performed at vacuum and 

remaining 20 ns interval (from 20 ns to 40 ns) defines the simulation performed in aqueous 

medium. As seen in the chart no release mechanism is observed with polystyrene. A slight 

increase in fluctuations after 0-20 ns period is observed. As polystyrene is a hydrophobic 

polymer having aromatic monomer units, when the system is solvated at 310 K polymers 

which are folded at encapsulation step has no or slight tendency to disperse in aqueous 

phase, preventing vancomycin to be released from the encapsulated structure.  

 

 

Figure 4.79. Cluster Rg of 4 Polystyrene  – 1 Vancomycin System  
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With the control test performed, it can be said that the molecular dynamics simulations can 

be used as complementary or as a leading method for experimental drug delivery studies.  
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5. CONCLUSION AND FUTURE WORK 

 

 

Vancomycin is a large glycopeptide compound which is active against gram-positive 

bacteria. The use of vancomycin had been restricted due to its toxic properties. However, 

as bacteria get ressistant to conventional antibiotics, new ways to introduce drugs 

especially antibiotics which may have toxic or adverse effects on human health, to body 

have become a popular reasearch area. Among traditional routes such as intravascular 

dosing, encapsulation of active matter with different kinds of materials are being 

investigated. Encapsulation may be achieved with nano particles, polymeric or liposomal 

carriers. 

The goal of this study is to investigate the behavior of vancomycin molecules in different 

media and to suggest levan-biopolymer as vancomycin carrier to body based on MD 

simulations. 

First, behavior of vancomycin was studied in vacuum conditions in terms of radius of 

gyration to see the intra- and intermolecular behaviour of vancomycin molecules. For this 

part of the study 20 simulations were performed. Effects of ionic state, number of 

molecules and temperature were investigated.   

Zwitter-ionic form, which is known to be more biologically active was compared with the 

nonionic form of vancomycin at different temperatures, varying number of molecules 

present. With a similar trend with average Rg values, the ionic V-HCl systems have smaller 

cluster Rg with respect to non-ionic V-HCl systems. For all systems, it is observed that at 

higher temperature the difference in radius of gyration values between ionic states 

decreases. 2-sample t-test was applied to Rg values to see the statical significance of ionic 

states of vancomycin and the differences in the Rg values between the ionic and nonionic 

state are statistically significant. 

In order to explore the effect of temperature, simulations were performed at 298 K and 310 

K. 310 K was chosen to mimic body temperature. Effect of temperature on average Rg 

values seems insignificant in systems which have nonionic vancomycin. However, in terms 

of cluster Rg, the temperature is statistically significant. On the other hand, zwitter-ionic 

vancomycin molecules tend to result in smaller Rg values at higher temperature.  
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Effect of number of vancomycin molecules on the radius of gyration is investigated at 5 ns, 

10 ns and 20 ns. It can be said that, as number of molecules increases the Rg values 

calculated per molecule increase as well for systems at 310 K. For simulations at T= 298 K 

there is a sharp increase between 1, 2 and 4 molecules. For systems that have 9 and 16 

molecules, the Rg values become nearly constant independent of the number of 

vancomycin molecules. For cluster Rg comparison the expected behavior was observed that 

as number of molecules increase in the simulation box the cluster Rg also increases.  

In the second part of the study simulations were performed in aqueous condition. The 

treatment of solvent, water was selected to be atomistic as assigning dielectric constant of 

water to simulations do not give reliable values of cluster Rg. All aqueous systems were 

treated explicitly through the study. Also as zwitter-ionic form of vancomycin is known to 

be more active than nonionic form, the rest of the simulations were performed with the 

ionic state.  

In aqueous systems, effect of temperature was investigated and it is concluded with Rg 

values and oscillation band of these values that the average Rg of the systems are not 

affected by change in temperature. For cluster Rg of the systems at high temperature an 

increasing trend was observed through the simulations. Despite all systems have 

fluctuations, cluster Rg of systems at low temperature do not increase continuously with 

respect to time.  With statistical significance test also these results are validated that 

difference due to temperature on cluster Rg values are statistically significant. 

The behavior of water molecules around vancomycin molecules are studied in terms of 

pairwise radial distribution fuction g(r). It can be concluded that amino terminus of 

vancomycin has more water molecules in its first hydration shell and carboxy terminus has 

weaker hydrogen bonds. It is observed for the systems having 2 to 16 vancomycin, for 

amino and carboxy terminus as simulation proceeds the probability of finding an oxygen 

atom which belongs to water molecule decreases slightly for both 298 K and 310 K. 

To introduce vancomycin to body a novel carrier, levan was suggested. With simulations 

in vacuum where levan biopolymer is positioned different sides of simulation box with 

respect to vancomysin, it is concluded that active sites, which are carboxy and amino 

terminus, of vancomycin tend to interact with polymer. However, also short range 
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interactions, indicating the concentration of polymer might be important in encapsulation 

process.  

To see the encapsulation, systems with varying number of levan molecule and one 

vancomycin were simulated in vacuum and systems were analyzed in terms of cluster Rg 

values. The sharp decrease in cluster Rg values at the beginning of the simulations show the 

tendency of molecules to come together. As number of levan molecules increase in the 

simulation box more time is required to come to equilibrium. To mimic the relase of the 

drug, vancomycin, to body encapsulated systems were again simulated in a simulation box 

with water molecules. The percent release of the systems are calculated with the ratio of 

steady state  Rg values and  Rg values at the end of production run for all systems After 40 

ns of production run, 58%, 46% and 31% release is observed for systems with 1 

vancomycin and 1, 2 and 4 levan molecules respectively.  

Levan polymers were sulfated in order to observe the effect of sub groups attached to 

polymer on encapsulation and release process. Sulfation of levan was suggested to obtain a 

heparin like molecule, which was suggested experimentally. Similar general trend of 

cluster Rg with higher values with respect to systems having unmodified levan in 

encapsulation and release processes was obtained.   

At the last part encapsulation and release steps were repeated for vancomycin and 

polystyrene to verify the method of simulations. It was aimed to have compact systems 

which do not release voncomycin in aqueous medium as polystyrene is an insoluble 

polymer and is not expected to release vancomycin. With the control experiment 

performed, it can be said that the molecular dynamics simulations can be used as 

complementary or as a leading method for experimental drug delivery studies. 

For future studies blood conditions might be adapted to simulation conditions. Salt 

molecules might be added to the system and concentration might be adjusted to blood 

levels. To find novel ways to deliver vancomycin different types of polymers might be 

used before experimental studies. Jia and coworkers stated that the dimerization and the 

type of dimers formed could be functionally significant[28]. Dimers of vancomycin might 

be used to see the effect of dimerization on encapsulation and release mechanism.  
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