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ABSTRACT 

 

 

CLINICAL LABORATORY PERFORMANCE ANALYSIS: A SYSTEM 

DYNAMICS APPROACH 

 

While  maintaining  an  organization,  managers  must  think  about  both  profitability  and  

quality. Especially in healthcare systems, the service should be delivered with acceptable 

quality and it must be affordable for all patients.  Studies show that clinical  laboratories  

are  one  of  the  most  critical  parts  in healthcare  systems  in  terms  of demand  and  

expenditures.  Thus, clinical laboratory systems should be delivered  with  acceptable  

quality  and affordable  price. Whether  public  or  private, clinical  laboratories  must  

create   value  in  their  performance while  meeting  time,  quality,  resource, and  cost  

constraints.   

System dynamics is a sophisticated simulation modeling approach to understand and 

analyze the dynamics of complex systems in both business and social environment. This 

approach enables the modelers to make better judgments about their decision using the 

inner dynamics of the model in question. In this research, system dynamics approach is 

preferred for model development because it enables modelers to understand and discuss 

complex problems by illuminating the relationships among the variables involved. 

The purpose of this study is to present a system dynamics model that is used to simulate 

the dynamics of various factors that impact the clinical laboratory performance. Facing a 

staff capacity constraint, a clinical laboratory can undertake a number of strategies: hiring 

new staff, working overtime, or doing both. Developed model is used to analyze the impact 

of various factors on main productivity parameters for these strategies. Model is run for 

one year and laboratory performance behavior is analyzed over this time period.  
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ÖZET 

 

 

KLİNİK LABORATUVARLARDA PERFORMANS ANALİZİ: BİR SİSTEM 

DİNAMİĞİ YAKLAŞIMI 

 

Bir organizasyonda karar vericiler karlılık ve kaliteyi bir arada düşünmelidirler. Özellikle 

sağlık sistemlerinde hizmet, kabul edilebilir bir kalite ile teslim edilmelidir ve tüm hastalar 

için uygun fiyatlı olmalıdır. Çalışmalar, klinik laboratuvarların sağlık sistemi talep ve 

harcamaları açısından en kritik bölümlerinden biri olduğunu göstermektedir. Bu nedenle, 

klinik laboratuvar sistemleri de makul bir fiyatla uygun bir kalitede olmalıdır. Yüksek 

kaliteli laboratuvar hizmeti, yüksek fiyatlarla sağlanırsa, etkinlik ve verimlilik 

kaybolacaktır. İster kamu ister özel bir laboratuvarda performans, zaman, kalite ve maliyet 

kriterleri açısından incelenmelidir.  

Sistem dinamiği, hem iş hem de sosyal hayattaki karmaşık sistemlerin dinamiklerini 

anlamak ve analiz etmek için geliştirilmiş bir modelleme yaklaşımıdır. Bu yaklaşım, söz 

konusu modelin iç dinamiklerini kullanarak kronik problmelerin çözüm yollarının ne tür 

yeni sorunlar getireceğini göstermek ve görünürde olmayan problemleri fark etmek 

açısından oldukça yararlıdır. 

Bu çalışma, klinik laboratuvarların performansını etkileyen çeşitli faktörlerin dinamiklerini 

simüle etmek için kullanılanılabilecek bir sistem dinamiği modeli kurmayı hedeflemiştir. 

Personel kapasitesi kısıtlaması ile karşı karşıya olan bir klinik laboratuvar, bir dizi 

stratejiyi yürütebilir: yeni personel alımı, fazla mesai yapmak veya her ikisini birden 

yapmak. Bu modelde, geliştirilen dinamik model, klinik laboratuvarlardaki kaynakları 

yönetmek için çeşitli seçenekler sunar. Çalışmada sistem dinamiği yaklaşımı kullanılmıştır 

çünkü bu yöntem, modelcilerin karmaşık değişkenleri anlayabilmeleri ve tartışabilmeleri 

için ilgili değişkenler arasındaki ilişkileri aydınlatabilir. Geliştirilen model “kalite”, 

“üretkenlik”, “test karmaşıklığı”, “test hata oranı”, “yapılacak testlerin değeri” nin ana 

üretkenlik parametreleri olan “teslimi gerçekleştirme zamanı”, “maliyet” ve “personel 

sayısı” üzerindeki etkilerini analiz etmek için kullanılır. Model bir yıllık periyot için 

çalıştırılmakta ve bu süre zarfındaki laboratuvar performans davranışı analiz edilmektedir.  
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1. INTRODUCTION 

 

A clinical laboratory (CL) is defined as a place where some physical, chemical and 

biochemical techniques are applied to pre-diagnose or diagnose patients’ health problems 

[1]. The main task of a CL is to gather information and providing results for medical 

doctors on biological samples taken from patients.  

CL's contribution to public health is fundamental in the prevention, diagnosis, and 

treatment processes [1]. CLs are necessary organs as an integral component of healthcare 

systems. Studies claim that laboratory services consume a significant portion of the 

hospital's budget and that reports prepared in the CLs are 60-70 per cent effective in 

making critical decision [1]. This means that critical decisions, such as treatment plan and 

permission to be discharged from hospitals, are made based on laboratory test results. For 

this reason, all of the applied tests must meet certain performance criteria based on a 

predetermined procedure. To deliver reliable and qualified healthcare services within 

specified time limits, it is important to carry out the correct procedures. 

Progresses on medicine and technology directly create developmental effects on laboratory 

medicine. Especially information technology and automated equipment are the major 

factors for advances in CLs. While the laboratories are broadening their scope by such 

developments, economical aspects produce sharp limitations [2, 3]. This means economic 

trends create pressure on healthcare organizations to provide a service or product with 

minimum cost, within limited time, and required quality. In other words, CL managers are 

enforced to use up-to-date technology and enhance the laboratory service quality with a 

cost effective strategy. Additionally, to accommodate the service with above mentioned 

constraints, healthcare managers must handle fluctuated demand curve with their limited 

supplies. Langlois and Wallemacq (2009) state that CLs are handicapped to perform their 

services with imbalance on supply (capacity of supplies in CL equipment, labor, etc.) and 

demand (test request), and this instability brings out problems on quality, productivity and 

cost of CL services even in many European countries. 

According to Organization for Economic Co-operation and Development (OECD), a 

healthcare service must provide a defined quality and quality of service to meet the main 

policy objectives approved [4]. However; quality, speed or price does not make sense 
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individually in terms of performance in healthcare industry. Assessment of CL 

performance can be carried out by identifying/prioritizing all needs of patients and other 

stakeholders under limited resources constraints. An organization must think about 

profitability while maintaining service quality. As a result, healthcare managers are 

enforced to deliver service by considering the aspects of quality, speed and price as a 

whole. 

To summarize, ‘resource management’ has become a focal point for CL managers for a 

few decades. While utilizing the resources, a cost efficient procedure must be applied 

without compromising the other objectives of CL. Thus, a proper CL performance 

management system is required. 

1.1. BACKGROUND 

The development of CLs has been started two centuries ago [5, 6]. According to Büttner’s 

study (1992), there are two prerequisite actions in history for the birth of laboratory 

medicine; the first one is “revolution of chemistry” and the second one is usage of “clinic” 

in medicine terminology. In Greek literature, “clinic” means “teaching at the sick bed”. 

After these pre-requisite actions for the birth of CLs, researchers also agree on progressive 

events of CL has three breakthrough phases along these two centuries [6-8]. 

French revolution has a great impact on not only political point of view, but also science 

issues. After the revolution, usage of chemical signs and trying to cluster disease in 

diagnose become a requirement in medicine. In 18th century could be accepted as the origin 

of CLs with the notion of using chemical sign to diagnose the disease and clustering the 

diseases rather than investigating each patient as a new case. The structure of CLs is 

mainly established on handling physical and chemical variations to diagnose the health 

problems. Thus, the diagnose phase of disease became a relevant issue, and this new goal 

namely required the CLs [9]. 

The second period is triggered by the Industrial Revolution, in 1840. In this case, CLs were 

transformed to the institutions and accepted as a part of medical science. Thus, the 

existence of CLs gradually increased. As a result of this trend, mathematical approaches 

were applied to test results and clinical tool kits were extended and improved. From this 
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period on, laboratory medicine was accepted as a discipline under medicine, and various 

documents were written in this field. However, the laboratories were limited in terms of 

space and volume, and could not reach the necessary popularity in medicine [6, 10]. 

In 19th century, this time span also referred as the third section, the successful studies on 

experimental physiology provoked the interest and popularity on applications of chemical 

methods in medicine [7]. By the discovery of blood groups and progressive acts on 

analysis of body fluids, in early 1900s, the demand for laboratory tests propagated the 

necessity on full time CL scientists in hospitals [11]. In time, CL became a relevant part of 

modern medicine because of the perception on applications in medicine could not be 

applicable without professional laboratory services [12]. After this period, CLs were 

accepted as part of the hospitals officially. 

In 20th and 21st centuries, improvements in medicine were accelerated by invention of new 

technological devices. Additionally, ongoing developments in information technologies 

and electronics resulted in improvements on test techniques and equipment used in medical 

processes. However, this sophisticated equipment could be purchased with high price. This 

rapid escalation in the cost of health care leads a necessity to investigate new alternatives 

to manage budgeting problems. Especially in developing countries, managing the cost of 

medical services becomes mostly inconvenient due to high rate of imported materials 

consumption (equipment, one-time consumables, etc.). Subsequently, the term ‘resource 

management’ turned out to be a focal point in healthcare. Hospital costs become a 

significant issue not only in developing countries. The hospital managements (also in EU 

countries) are handicapped to perform services with imbalance on supply and demand. 

This imbalance brings out quality, productivity and cost problems in healthcare services. 

As result, quality and cost control issues have become critical interests in all divisions of 

healthcare systems all over the world [4]. Thus, these problems generated critical concerns 

on all divisions of healthcare systems all over the world. Consequently, CL practice is also 

affected from these modifications [13]. Test production has to be faster and more reliable.  

Quality, turnaround times, and cost come in prominence by the agency of computer 

integrated machines and smart equipment. 
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1.2. CLINICAL LABORATORIES IN TURKEY 

Based on “World Health Report” published by World Health Organization (WHO), many 

governments have lack of knowledge on health service delivery in their own country [14]. 

To overcome this problem, a central institution is recommended to monitor the delivered 

health services. On the contrary, in Turkey, a national institution was not available to 

evaluate, monitor or ensure service quality until 2011. Although CLs are evaluated and 

regulated in Turkey under the legislation of the law 992 which is accepted in 1927, criteria 

on this law are considered “inadequate” by medicine communities. In addition, any 

national standardization on CL establishment and procurement were not available. Thus, 

the lack of national standardization caused a variation in laboratory service quality in 

Turkey. In 2011, Turkish government took an action on monitoring and standardization of 

CLs.  

According to Deloitte “Turkey Health Sector Report” in 2012, nearly all public, university, 

and private hospitals provide CL service. Over the last fifteen years, the number of medical 

institutions has been on the rise. In 2006, based on the official statistics of Turkish 

Statistical Institute (TURKSTAT), more than a thousand medical institutions existed. This 

number is evolved to approximately 31,000 in 2016 [16]. However, these organizations are 

significantly interfered due to price regulations on health expenses implemented by 

Turkish government in 2007. 

 

 

Figure 1.1. Number of medical institutions in Turkey [16] 
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Thus, while an exponential increase in the number of medical institutions is observed, total 

health expenditure is also expanded. As shown in the following figure, total health care 

expenditure expanded from nearly 44 billion in 2006 to 120 million Turkish Liras in 2016 

[17].  

 

 

Figure 1.2. Total health expenditure changes in Turkey [17] 

 

However, the number of medical institutions and total health expenditure over years should 

not be considered separately. Hence, the changes on percentage of total health expenditure 

to gross domestic product over last decade could give an idea about current healthcare 

consumption [18]. 

 

 

Figure 1.3. Change in rate of health expenditure to gross domestic product in Turkey  
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As seen on Figure 1.3, between 2006 and 2016, relative amount of health expenditures to 

gross domestic product has decreased from 5.5 to nearly 4.5 per cents. Except slight 

fluctuations, the proportion of total health expenditure to Gross Domestic Product (GDP) 

has a stable pattern over the years. That means; while the prices of healthcare services are 

increasing, Turkish people cannot afford healthcare expenditures easily.  

 

 

 

Figure 1.4. Percentage of health expenditures in OECD countries [17] 
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number is relatively low given the fact that they cannot afford high resource costs in 

healthcare services. 

Based on a research conducted at Cumhuriyet University Hospital Faculty of Medicine, 

total income for each department and money outflow is recorded for one month and 

departments are ranked based on their profits [20]. Following table is developed according 

to this study.  

 

Table 1.1. Income and profit relation in a hospital and CL 

 

Department of Hospital Monetary Value (Turkish Liras) 

Total Income of Laboratories 1,322,594.86 

Profit of Laboratories 301,238.92 

Total Income of Hospital 5,353,289.63 

Profit of Hospital 1,219,284.35 

 

Biochemical, hematology, blood center, microbiology, pathology, radiology, parasitology 

laboratories are combined under one item in this study. Results show that approximately 22 

per cent of total income remains as profit in CLs. In addition, 25 per cent of total profit of a 

hospital is provided by CLs. Thus, CLs have a great impact on hospital profits. However, 

the lack of performance monitoring and controlling in Turkish hospitals, hospital resources 

could not be managed properly. That means delivering CL service is one of the most 

critical and promising industry in healthcare services in Turkey. 

Currently in Turkey, Ministry of Health manages the pricing policy by using pre-

determined price plans, rather than using cost of the delivered service to the hospital. Due 

to unrealistic pricing policy developed by Turkish government, the funds do not 

correspond to the real expenditures of hospitals. The funding problems bring out a new 

matter; resource shortages. Consequently, hospital management should handle the 

problems originated from high costs of medical resources and try to survive in competitive 

environment [21].  Therefore, while utilizing the resources, a cost efficient procedure must 

be applied without compromising the other indicators of CL performance. 
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Another study was conducted on an aortic valve replacement surgery cost analysis [22]. 

The total cost of this surgery to hospital is found and; CL tests are classified as the second 

most expensive process based on the ranked cost types.  

 

 

Figure 1.5. The percentage of cost types and values in a typical surgery [22] 

 

A typical surgery includes five main cost types; cost of medicines used in clinic and used 

in surgery, cost of medical supplies in clinic and surgery, and finally cost of laboratory 

tests [22]. Figure 1.5 shows the percentages of these costs in a pie chart. Based on the 

figure, 31 per cent of medicines and medical supplies cost is expended as laboratory cost 

[22]. As seen in literature about history of CL, medical tests are essential and one of the 

important stages on medicine. Thus, not only cost control side must be improved, but also 

service quality must be considered as a complex and critical part of healthcare system. 

When the population growth rate is considered in Turkey, a need on healthcare service is 

expected to increase significantly over the years. In order to utilize limited resources and to 

ensure equal access to healthcare services by all patients, a great emphasis must be given to 

create efficient action plans for these institutions.  

In summary, demand on healthcare services has been increasing and it is expected to 

continue in the following decades. However, importing medical technologies like testing 

equipment and test-kits created two serious problems on CL expenditures. The first one is 

imported medical elements create dependency to foreign companies on laboratory tools 
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manufacturers, and sensitivity to exchange rates is the second problem. In other words, the 

root causes of inflation in resource prices are the dependency to manufacturers and 

sensitivity to exchange rate. The difference in resource prices has a direct effect on cost of 

healthcare service. As shown in Figure 1.3, despite the fact that GDP of Turkey has 

increased in last decade, proportion of GDP that is allocated to healthcare expenditures 

remained in a tight range. This means, Turkish citizens could not benefit from healthcare 

systems easily. Although, every citizen has to have equal benefits from healthcare services, 

it is not affordable for everyone because of high resource costs. A proper resource 

management strategy should be utilized to decrease this high cost.  

As indicated in the research by [22], nearly one quarter of healthcare cost per patient is 

originated from CL tests in diagnose or curing processes. Thus, a proper resource 

management strategy is crucial to overcome cost problems in CLs. 

1.3. RESEARCH MOTIVATION 

The core motivation of this research is to develop a system dynamics (SD) model that 

enables the decision makers to analyze and understand the overall CL performance. In 

healthcare literature, performance problems are handled by including limited number of 

dimensions. Generally, models are utilized to minimize time or optimize the staff levels. 

However, in this study, performance of CL is managed covering all critical dimensions that 

take place in literature (time, resource, quality and cost). Based on the literature review, 

this is the first study developed with SD approach to analyze CL performance. Also, our 

SD model generates an opportunity to reflect interrelations among all model indicators, 

and analyze their further impacts on performance. 

The other motivating factor is developing a multi-methodology framework that can be used 

for structural validity of the SD model. In this framework, boundary adequacy, structural, 

and parameter assessment stages of structural validity are conducted with Analytic 

Network Process (ANP) model.  

Finally, this thesis covers a technical comparison of two important and frequently used 

simulation techniques; discrete event simulation (DES) and SD. This technical comparison 
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discusses strengths and weaknesses of these methods, supported by healthcare systems 

literature. 

1.4. RESEARCH OBJECTIVES 

Although, productivity, quality, cost, and time are major clinical performance indicators, 

many of the studies about healthcare performance use only one of these indicators [23, 24]. 

As a consequence of this, performance in healthcare systems has been expressed in a 

narrow sense, and it is unrealistic. 

If a high quality laboratory service is provided at a high price, it is believed that efficiency 

and effectiveness are impaired. A deficit in pricing policy diminishes the right of equity in 

health care [14]. CLs must create a value in their performance. If not, adapting new 

economic trends and technological developments will be difficult for CLs. This means, 

new strategies must be developed to ensure health care services are available for everyone.  

Clearly, laboratory service processes generate most of the costs of a hospital budget, so 

improving efficiency in a healthcare organization requires improving these processes. Such 

processes also have strong influences on the satisfaction of the customer, which is of 

fundamental importance. 

To this extend, in addition to making contribution to healthcare literature; the main 

objectives of this research can be listed as follows; 

 Developing an SD model that can be used to simulate the dynamics of various 

factors that impact CL performance. 

 Developing a framework for dynamic model construction and to support conceptual 

model development and structural validity by using a multi-methodology approach. 

 Employing a dynamic model to study the impact of overtime work, and change on 

labor quantity (hiring) on productivity, and other performance indicators.  

 Employing the dynamic model to make decisions about various laboratory 

management actions.  

i. Overtime strategy 

ii. Hiring strategy 
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iii. Overtime with hiring strategy 

 Obtaining investment strategies in the laboratory. 

In other words, this study could highlight new strategies for planning the capacities on the 

newly established hospitals, and help to determine the number of human resources needed 

such as number of qualified personnel for different levels of healthcare system to eliminate 

the inflation of unemployment. The model results will be helpful for new policy 

development in a CL.  

Such a study could be remedy for wrong investments and also is a reference for further 

demand analysis in human, equipment and delivered service while discovering the 

triggering relations among each other. 

1.5. RESEARCH QUESTIONS 

The following thesis question is constructed to satisfy the research objectives, “How to 

design a laboratory management strategy for optimum laboratory performance?” The 

decomposition of this major question is given below (sub questions): 

 How is a laboratory system modeled? 

 What are the endogenous and exogenous variables which affect the main 

performance criteria of a laboratory? 

 How do these variables affect each other? 

 How should the resources planned and controlled in a laboratory? 

 What are the longitudinal strategies (such as extra investment, recruitment) to 

improve the performance criteria of a laboratory? 

Based on the questions given above, the aim of this research is to model a CL system by 

SD approach. This model will be used to develop longitudinal strategies for cost, quality 

and labor performance, by utilizing time and resources.  

In literature, various approaches have been developed to manage and control laboratory 

service processes [25-28]. The strength of this study is using feedback relationships in SD 

approach. Feedback compares the current level of a variable to a desired level, and 

generates a behavior based on differences between actual and desired states [29, 30].  
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The main goal of this study is to develop a model to describe a CL service process. In 

addition, it helps to decision makers to analyze system behavior regarding various CL 

performance indicators. The model also includes different perspectives of CL experts. This 

is, the model covers real processes and offers a chance to analyze this realistic model under 

different policies and scenarios. By examining the relationships of CL performance 

indicators, managerial actions can be analyzed in this model. 

1.6. OVERVIEW OF THE METHODOLOGY 

This section explains how to use SD for modeling in the research by comparing two 

simulation modeling technique. 

1.6.1. Comparison of Modeling Techniques 

Modeling is the major necessity to enhance the existing systems. Healthcare systems also 

need to be modeled for improving delivered services without compromising any other 

objectives. Simulation techniques are frequently preferred to model healthcare problems. 

As it is expected, simulation has various applications which yield different results in 

different perspectives. For more realistic and efficient modeling, modelers need to 

simulation software with quantitative methodologies. This study compares two popular 

simulation techniques; Discrete Event Simulation (DES) and System Dynamics (SD). 

The ability of reflecting behaviors of a real system as a simulation is fundamental process 

for simulation techniques. The main concern starts after satisfying this condition. All types 

of simulation models serve the same purpose: to analyze the system responses under 

different conditions within a certain period of time. Modelers try to interpret the results 

under different scenarios, then they prepare course of actions based on these circumstances 

and make decisions. 

Although both DES and SD are simulation tools, SD approach provides a wide point of 

view to catch system as a combination of inner and outer dynamics of system. However in 

DES studies, research focuses on specific problems generated by service delays and tries to 

eliminating these problems. In other words, SD approach provides not only the reflections 
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of factors influences on objective(s) all together but also exposes the behaviors of factors 

on each other. 

If the concerned problems are in operational or a tactical level, the system can be fully 

interpreted in discrete event simulation. SD is applicable for strategic level of concerns. In 

SD, models reflect the causal interactions and feedback effects in closed-loops where in 

DES models are in open loop structures and the effects of feedback is considerably low. 

The modeling philosophy is the main issue in system representation. DES has an analytical 

approach to a specified part of the system. As a result of this, the concerned problem is 

handled in a great concentration and detail.  The inputs and results of these approaches are 

also different. In DES, system input and output data have to be quantitative whereas in SD 

the input and output data could be quantitative or qualitative. These two approaches also 

diverge in validation phase of modeling. In DES, a specified given input should be 

transformed into a certain output. There is no need to understand inner dynamics of this 

transformation process. On the other hand, SD validation phase concern is slipped from 

“what” the modeler gets from system to “how” it gets this output from the system. In 

addition to these seven dimensions, the purposes of these two studies also differ from each 

other. While DES models aim to make “decisions” like optimization, prediction and/or 

comparison of alternatives, the goal of SD models is to understand the relations and 

generate policies based on these interactions [31].  Hence, SD is applied in this research. 

While if the modeler needs to design a complex system or who wants to get long-term 

consequences of his solution, SD should be a better choice.  The following table illustrates 

the summary of aspects compared above between DES and SD simulation techniques 

namely; nature of problem, feedback effects, representation of system, complexity and 

results handled from the model. 

 

Table 1.2. Comparison for DES and SD (Revised version from [32]) 

 

Aspects 

Compared 

DESES SD Author(s) 

 

Nature of 

problem 

 

Tactical/operational 

 

Strategic 

 

[33, 34] 
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Feedback effects 

 

Open loop structure 

 

Closed-loop structure 

 

[31, 33] 

 

System 

representation 

 

Analytic view 

 

Holistic view 

 

[34] 

 

Complexity 

 

Great complexity 

& detail 

 

General & abstract 

systems 

 

[34] 

 

 

Model results 

 

Statistically valid 

estimates of system 

performance 

 

Full picture 

(qualitative & 

quantitative) of 

system performance 

 

[32] 

 

Based on literature review, researchers concern various departments and sides of 

healthcare services. Hence, the core critical issue in healthcare problems is managing the 

resources while meeting the demand in service within specified objectives. As mentioned 

in previous paragraphs, boundaries of the handled problems in some cases are extended by 

using the advantage of applied method. For this case, the SD approach creates an 

opportunity to model and simulate the system as various case studies to analyze the 

longitudinal effects among variables. As mentioned, system-thinking is utilized for strategy 

development phase for any system to overcome the problems caused by factor relations in 

the long run.  

Tailoring multilevel healthcare problems by DES is generally problematic.  Therefore, 

DES is preferred for short-term decisions and analysis on specific processes. As a result, 

short-term problems in patient flow and resource management problems are modeled using 

this technique. If the modeler needs to understand causes of a phenomena or wants to get 

long-term consequences of his decisions, SD could be a better choice. Thus, forecasting, 

causal relations and long-term consequences of actions could be represented better with 

this technique. Recalling the research objectives and questions, to analyze the CL 

performance with time, cost, resource, and quality indicators, and relation among these 
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indicators, SD modeling generates a great opportunity. Hence, SD modeling technique is 

preferred to develop a simulation model for CL performance analysis in this research.  

1.7.  ORGANIZATION OF THESIS 

The thesis consists of six chapters; first chapter is introduction to research. Literature 

background of SD, why SD is preferred for this thesis, and resource management issues are 

presented in Chapter 2. Chapter 3 explains the methodological basis and procedures of SD 

and ANP. Actual system development is conducted in Chapter 4. Credibility of developed 

model is checked with verification and validation analysis in Chapter 5. SD simulation 

results, sensitivity analysis, and lessons learned from the model are located in Chapter 6. 

Final chapter includes conclusion of the study and proposes future research issues. 
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2. LITERATURE REVIEW 

 

Healthcare systems are considered part of service systems, and are considered as complex 

systems [35-38]. Complex healthcare systems are defined as independently operable [35].  

Wickramasinghe et al. (2007) considers healthcare as a complex system that is a collection 

of general and dispersed systems. Such systems have many components that are self-

organizing, and adapt to their environment as they grow [37].  Faezipour and Ferreira 

(2011) add that healthcare systems can be managed within their own subsystems.   

Healthcare as a complex systems include interacted elements. Thus, the most frequently 

used approach for healthcare systems is simulation for more than four decades [3]. 

Managing the system with regarding all stakeholders is main purpose of all healthcare 

services. Many applications in healthcare literature, proposed models propose solutions to 

chronic problems by altering some parameters and variables. However, this solution may 

generate a new bottleneck on analyzed process or generate a new or unknown problem. In 

many cases, analyzing the influences of proposed solutions in real systems may be 

expensive, time consuming and inefficient [39-41]. Thus, to overcome such problems, 

simulation models are preferred.   

The healthcare simulation models have large spectrum from mental models to 

mathematical models [42-44]. These models propose many solutions for design 

improvements. DES modeling technique has significant dominance over the SD method in 

healthcare applications. DES is a stochastic modeling approach used for queuing models. It 

is a flexible modeling approach and has been used to improve healthcare services [45-47]. 

DES has been used for scheduling systems [47-50], patient waiting time reduction [51-54], 

operational performance improvement [55-64] and critical resource and capacity 

management problems [55, 56, 65-71]. 

Despite these examples of DES applications in healthcare, some researchers claim that 

there is a significant difficulty to study complex or multistage systems with DES [44, 72]. 

The limitations of DES as its inability to show the feedback dynamics which is related with 

full picture representation, and detail data requirements [44]. It concludes to simulate such 

models multiple replications need to be run with long runtimes [44].  Gönül-Sezer and 
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Ocak (2016) concludes that due to the nature of the method, altering the scope requires 

new restrictions in data analysis stage, thus generating additional challenges to the process.    

On the other hand, SD offers a simulation modeling methodology that can assist decision 

makers develop and analyze strategies by modeling feedback systems, and manage multi 

stage, complex systems.  

There are some studies that compared DES and SD modeling techniques [31-33, 72-74]. 

One of these studies conducted a comparison between SD and DES by using key concepts 

of SD [33]. Another one compared SD and DES in terms of modeling process steps [72]. 

They used problem definition, model design, data collection and model validation as 

criteria for comparison. Additionally they compared two methods based on nature of 

problems they handle. They concluded that DES is preferred to analyze systems with great 

detail of process flows whereas analysis on forecasting, causal relationships, and long-term 

consequences are easily represented in SD.  

In another study two healthcare problems are illustrated using both SD and DES 

techniques [31]. The study concluded that the advantage of SD is in data collection 

procedure, and both quantitative and qualitative data can be used in SD modeling without 

any restriction which is not possible in DES modeling. 

Morecroft and Robinson (2005) used SD and DES techniques for the same fishery problem 

and compared these models based on dissimilarities between representation and 

interpretation approaches. They concluded that DES is more suitable to model ‘constrained 

randomness’ and SD is better to model ‘deterministic complexity’. The key differences 

between these two methods were investigated under three dimensions; methodology, 

concerned system, and problem in this specific system [75-76]. They concluded that SD is 

more suitable when long-term scenarios are investigated.  

It is suggested that both DES and SD serve to mimic a real system [74]. However, level of 

the system is the distinctive factor in modeling with these methods. They conclude SD is 

more suitable in tactical level, whereas DES is preferred for operational level problems.   

As indicated before, although DES applications on healthcare have significant dominance 

over the SD method [31], however researchers support SD models in addressing the 

dynamic complexity in healthcare issues [31, 77-80]. The  extensive characteristics of 
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healthcare systems can be generated with accumulation, delay and feedback loops. These 

generate dynamic complexity due to fact that various elements interact and have impact on 

each other, and such interactions are often difficult to capture, and to measure. The 

existence of nonlinear relationships makes it difficult to predict healthcare systems' 

behavior accurately. Thus, complicating the decision-making processes. Therefore, system 

dynamics methodology is supported as a framework to be used in various healthcare 

studies. SD literature for healthcare includes both quantitative (hard) and qualitative (soft) 

approaches to modeling.  

A soft perspective, which is based on qualitative perspective, involves the use of CLD’s to 

describe the system in detail to understand the feedback structure of the system [81-82]. 

For this method, input data is obtained through interviews, focus group meetings or review 

of reports and theories for the main output. On the other hand the objective of the hard 

perspective (quantitative perspective) is to test hypothesis about the model structure, to 

confirm that the structure is able to replicate system behavior, and provide time series 

showing performance over time. Additionally, models are employed for testing policy 

alternatives [83, 84].  

In the remaining of this section, SD developments in healthcare will be evaluated under the 

areas of: resource planning, process analysis and improvement, and capacity management.  

Stochastic systems and queuing models could be interpreted as DES models with a 

preliminary condition. Under these circumstances, entities should be represented by 

discrete states over time [73, 85, 86]. In this technique, modeler needs a clear event list of 

the system and input data must be collected. The data must be statistically appropriate. 

These requirements are generally seen as weaknesses of DES method [87]. The strength of 

DES is the ability to incorporate system details, time dependent behavior, and system 

constraints. DES generates various outputs about system performance parameters by 

considering altered conditions [88]. DES models are appropriate to manage resources 

efficiently while reducing the waiting times and costs. Hence, the method convinces 

decision makers who are involved in healthcare systems [89]. 
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2.1. SD STUDIES IN HEALTHCARE 

Based on the literature, healthcare problems that have solved by using SD approach are 

divided into three sections in this study. These are resource planning, capacity planning, 

and process improvement and analysis. 

2.1.1. SD and Resource Planning 

Resource planning with SD can be divided into two groups:  workforce (human resources) 

planning, and materials and equipment planning including facilities. Both are evaluated for 

short term and long term strategies.   

SD is rarely used for managing the workforce. An interactive system dynamics simulation 

model has been developed for workforce planning in healthcare [90]. SD modeling is 

applied to understand clinical workforce requirements. Their model helped management to 

improve their decision-making process [91].  

Grössler and Zock (2010) developed an SD model to understand the recruitment and 

training period of new hires for healthcare decision makers. They evaluated the impact of 

hiring, and training in healthcare services.  

Kunc (2008) built an SD model to determine the requirements of workforce skills, the 

results indicated that the volume and complexity of workload must be captured correctly. 

His objective was to determine policies for organizations to manage unbalanced workforce 

strategies.  

In another study, researchers try to portrait differentiating pediatric workforce as a reaction 

to altering demand [93]. The study proposes projections for short-term demand and supply 

changes.  

As shown in given examples, SD models are used for resource management problems. 

However, nature of method encourages the modelers to make further analysis on capacity 

management problems as well. 
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2.1.2. SD and Capacity Management 

Geranmayeh and Iyer (2008) analyze the capacity planning for critical resources such as 

critical services and procedures, required equipment in an emergency department. They try 

to develop an economic justification for investment on laboratory and diagnostic facilities, 

and physicians.  

In another study, a model for chronic disease prevention is developed and projections for 

this disease are given for 50 simulated years by using population health and healthcare 

delivery system. The model policies helped decision makers on long term capacity 

planning for disease prevention [95]. Chen (2003) handled the non-acute care, home-based 

health services for elders, and built a dynamic model on patient actions as a supplementary 

study to plan longitudinal budget and capacity strategies in Norway. In another study to 

estimate the medical specialist demand and resource capacity requirements in Spain, SD 

modeling approach is chosen [97]. Another model is developed to execute policies on 

electronic health information exchange reports for a regional health information 

department. SD model policies are used to overcome the gap between resulted demand and 

supply. Finally, model results are used to estimations on demand analysis and capacity 

management [98]. 

2.1.3. SD and Process Improvement and Analysis 

System dynamics has been also used to map patient flows, and test alternative policies for 

process improvements such as cycle time reduction, patient waiting time reduction, etc. 

For example; Lane and Husemann (2007) used the method to suggest alternative 

improvements for patient check-out time reduction.  In another study a waiting list 

dynamics model for cardiac surgery process is developed [100]. The main objective of this 

study was to understand dynamics of waiting list process and to reduce patient waiting 

times. Quinn et al. (2005) develop a causal model for delays on laboratory cycle time and 

captured operational monetary burdens for the hospital. In a recent study to reduce waiting 

times in segment elevation myocardial infarction (STEMI) patients care unit, a SD model 

is developed [102]. The researchers suggest that the bureaucratic system should be 
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transformed into a much more pleasing procedure for STEMI patients to minimize the 

waiting times.  

Maliapen and Dangerfield (2010) developed a model to study clinical pathways in a 

hospital based on an empiric data. The SD model assisted decision makers by testing 

various scenarios to improve bottlenecks in hospital process flow. Smits (2010) proposed a 

model to support policy makers to solve and process management problems in the 

treatment process during work process redesign by using SD approach. 

There are multiple SD studies conducted for emergency departments as well. Lane, 

Monefeldt, and Rosenhead (2000) applied an SD model to examine bottleneck in an 

emergency department workflow. Another study was conducted by [34] for an emergency 

department in United Kingdom.  They utilized a dynamic model to analyze the reasons of 

delays in the department [34]. Also in another study, a system dynamics model has been 

developed for the emergency department to evaluate proposed design improvements for 

emergency service [106].  

In a more recent study the urgent care unit is modeled with SD, and five alternatives are 

proposed to eliminate bottleneck of the process [107]. 

In summary, resource planning, capacity management issues in healthcare systems require 

an approach to manage complexity to improve process performance and patient 

satisfaction. SD method helps decision makers design strategies, assess the performance of 

these strategies over time, and determine the required actions to improve system 

performance.  Thus, although SD is rather an underutilized methodology in healthcare 

systems research, literature supports SD models to be used to manage the issues in 

healthcare research. However, most of the models in health context are found to be at unit 

and/or hospital operations and are managed by including limited number of dimensions of 

the problem rather than managing multiple dimensions simultaneously.  Thus, our study 

contributes to the literature in this aspect. In our study, CL performance is managed 

covering all critical performance indicators, and our model will be accounted for the 

demand and critical resources such as consumables and workforce and their respective 

costs. 
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2.2. ANALYTIC NETWORK PROCESS 

Multi-Criteria Decision Making (MCDM) is a commonly used approach in literature. 

Many researchers from different fields have used multi objective decision making methods 

to determine which alternative is the most suitable for their goal or problem. MCDM has 

various approaches for prioritizing multiple factors to make decisions. Analytic Network 

Process (ANP) is a known technique in MCDM.  

The healthcare systems are classified as organizations with distributed decision making 

structures [108]. Also, there are various studies that used ANP approach for decision 

making in healthcare systems.  

To find the most appropriate location for health center considering the population density, 

parcel area, distance to other hospital and arterial roads in Shiraz, ANP method is applied 

[109].  Another ANP model is constructed to analyze and predict the negative effects of 

information technologies applications on healthcare management system at implementation 

stage [110]. Also hospital service quality is measured using ANP according to service 

quality model (SERVQUAL) dimensions (tangibility, responsiveness, reliability, assurance 

and empathy) in İstanbul [111]. Five most frequently used approach in hospital waste 

treatment alternatives in Turkey are compared based on risks, costs and benefits using the 

same approach [112]. Jamalizadeh et al (2013) suggested a fuzzy ANP model to find the 

factors that are effective on satisfaction of dialysis patients in an Iranian hospital. They 

handled patient satisfaction under four major branches; employee, management, 

physicians, and nurses. A hybrid method is developed using Interpretive Structural 

Modeling and ANP to find key performance indicators in healthcare system [114]. These 

indicators assisted financial analysis on their research. 

Using SD and MCDM methodologies together is rarely used in literature. Also, these 

models are not classified as combination of methods because the methods are used 

independently and for their classical aims mainly in these studies. For example, a fuzzy 

logic MCDM method and an SD model are proposed together to generate solutions for 

sustainable supplier selection for manufacturing industry [115]. SD model in that study 

was utilized to check the reliability of MCDM method results in the long-run. Another 

study combined SD with ANP. Here, researchers developed an ANP model to find out the 
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most important criteria to evaluate business processes and activities on a re-engineering 

process. Based on the model results, four criteria were found as significantly important 

among twelve variables. After that, an SD model was developed that covers only these four 

most important factors [116].  



24 

 

 
 

3. METHODOLOGY 

 

In this research, a multi-methodology approach using SD and ANP is employed to develop 

a dynamic model. Therefore, the methodology section consists of these two parts: 

methodology of SD modeling and methodology of ANP. 

3.1. OVERVIEW 

In this research, SD method is used to model performance management system indicators 

of CL. The main purpose of using SD is that we can simulate all the variables in a 

laboratory and analyze the results based on the relationship among the variables. Also, 

developed model can be used to discuss different scenarios with new strategies. 

Modelers can interpret a system in various ways. These ways are summarized by 

expressions. If these expressions are composition of words, it is called qualitative model. If 

the modeler creates a prototype at the end, this would be a physical model. If mathematical 

equations are used widely; such models are called as quantitative models. Problems 

analyzed by engineering aspects are mostly generated by quantitative models. These 

models are classified by system characteristics. Thus, a system could be classified as (a) 

static vs. dynamic, (b) descriptive vs. prescriptive, (c) continuous vs. discrete [117]. 

In static systems, behaviors maintain same values due to the fact that variables are 

assumed to be constant over time.  However, variables in dynamic systems change over 

time and generate new system behaviors [118]. 

If the focus of a study is to reflect the interactions among variables, descriptive models are 

suitable for modeling technique. But if a specific objective is chosen and analyses are 

employed to optimize the focused objective, in this case, prescriptive models are needed 

[118]. 

Change of time is an important factor to classify a system. In continuous systems, variables 

of the model can change at any instant in time [118]. If changes in states are occurred at 

pre-defined time intervals, these are called discrete models [118]. 
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Revisiting the main purposes of this study, the problem could be modeled as a dynamic, 

descriptive and continuous system. In literature, the problems on quality, productivity, and 

cost in healthcare system are handled by modeling the specific sub-systems using DES or 

some other optimization techniques. However, analysis could only solve the problems in a 

limited scope, and are weak for complex systems. In this manner, solutions may create new 

and unpredictable problems in the long-run. To overcome such struggles, a system must be 

handled with systems thinking approach. The policy resistance may diminish and policy 

makers can create efficient and effective solutions for organizations and/or communities. 

The ability to see long-term behavior of the internal dynamics that underlie system 

thinking plays an important role in ensuring compliance with the goals and objectives of 

decision makers [119]. 

By using the iterative complexities, SD creates a chance to modelers to understand the 

problems in a holistic view. It enables the modeler to capture the effects of complex 

feedbacks, delays and non-linearity. As expected, it is difficult to understand and solve by 

using straight techniques. It is stated that for SD approach, alternative scenarios can be 

easily generated in a simulation model, so it can be used to visualize the results so that they 

can be used to test and explain the effects of various policies developed to share the results 

with decision makers and cope with the problem [96]. 

3.2. METHODOLOGY OF SYSTEM DYNAMICS 

System Dynamics (SD) methodology has mainly six stages initiated with originating the 

problem, and finalized to implement the suggested ways into the real system. First, the 

modeler should choose a problem which is dynamic and eligible to feedback nature. Next 

step is a clear definition of problem including statements, time units, beneficial aspects of 

the problem, and a list of the key variables as components of the model. A thorough 

literature survey would be considerably conducive to handle the problem. This step is 

tracked by developing a list of variables that affect the dynamic behavior of the problem. 

To verify the model boundary, modelers should control key variables and behavior of these 

variables over time. The behaviors of key variables are generally obtained by data 

collection.  
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Based on these variables, initial and crude cause and effect diagram is constructed. In the 

long-run, some of these initial variables can be discarded and new ones can be added to the 

model. Relationships among key variables are identified in that stage, and these 

relationships are called as dynamics hypothesis. After dynamic hypothesis are built, main 

variables in dynamics hypothesis are classified as stock and flow variables. Stock and flow 

variables are the main building blocks of an SD simulation model. Using these variables, 

the formal simulation model is constructed. In addition, mathematical relationships of 

stock and flow variables are identified at that stage. Another matter on formal model 

construction process is designating the initial conditions for parameters and stocks. Before 

running the model, initial conditions and values of parameters must be set. If initial 

conditions of stock variables and parameter involved in any type of simulation (DES, SD 

etc.) are not similar to the real system’s nature, the simulation model cannot reveal the 

expected solutions. Sometimes, such a problem can cause initialization bias or obtain 

totally different state of the system. The model credibility is one of the most important 

issues in simulation modeling. When simulation model is compared with real system, if the 

model did not generate similar behaviors, the model cannot be accepted as a mimic of 

reality. To model credibility, verification and validation is required. In verification and 

validation phase, model must satisfy two main objectives; structural and behavioral 

validity. In other words, dynamic relations that are included in the model must be 

meaningful in real world situations. Next, model behavior and real system must be suiting 

each other over time. The model must mimic the real problem. After ensuring the validity 

of the model, various scenarios and policies will be tested to eliminate the potential 

problems. Hence, policies must be reasonable and robust. If policies do not have these 

properties, it could not be applicable to the real system. Eventually, implementation of 

suggested policies/scenarios to generate a strategy is the last step of SD modeling. The 

main concern of that stage is providing a roadmap for managers to analyze the dynamics 

affecting their business. It captures the range of possibilities and organizes them for future 

actions and decisions. Policies and scenarios help decision makers obtain the results of 

alternatives that are developed by them. In Figure 3.1, the steps of SD modeling technique 

is explained in detail.  
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Figure 3.1. Steps of SD modeling [30] 

 

1. Problem Identification and Definition 

 choosing dynamic and feedback natured problem 

 developing a statement about problem 

 defining the basic time interval of the problem 

 proposing contribution of study as behavioral findings 

 expressing the behavior of key variables overtime about problem 

2. Dynamic Hypothesis and Model Conceptualization 

 defining the system variables 

 developing the causal loop diagrams 

 

3. Formal Model Construction 

 identifying the stock and flow variables 

 deriving the mathematical relations among system variables 

 designating the initial conditions 

 verification of model 

4. Model Validity Testing 

 structural validity 

 behavioral validity 

5. Analysis of the Model 

 identification of system states 

 conducting sensitivity analysis 

6. Design Improvement 

 conducting policy analysis 

 scenario planning and strategy development 
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3.2.1. Problem Identification and Definition 

Problem definition and identification stage has five main processes. These are: choosing 

dynamic and feedback natured problem, and developing problem statement, defining the 

basic time unit of developed problem, proposing how the study will contribute to the 

solution of problem, and expressing the behavior pattern of key variables in the future by 

using historical data or hypothesize pattern. 

Defining a problem in a suitable structure is the first issue in modeling. The model 

structure should be created as an illustration of determined aspects of the real system based 

on defined problem [118]. When the model is operated with a common scientific method, 

it produces behavior of the model [118]. Due to the fact that nature of systems thinking, 

one of the aims of an SD study will be observing the system within a given time period. 

Thus, the basic time unit of the problem must be determined in problem identification 

stage. Accordingly, behavioral findings from solution within this time period can be 

interpreted as proposing contribution of the study. 

Finally, determining the preliminary key variables is essential to control and verify the 

scope of the study. Also, the behavior of key variables over time should be obtained by 

using the historical data about these variables. If there is no available data on the key 

variables, the modeler should conduct hypothesis about the patterns of them over time by 

using his opinions.  

3.2.2. Dynamic Hypothesis and Model Conceptualization 

Making an extended literature survey is accepted as one of the milestones for any type of 

research. Also, in SD approach, strong literature survey background is crucial to enrich the 

knowledge about problem and evaluate it widely. By conducting this background, the 

variables which are effective on dynamic behavior of the system are determined and listed. 

After the definition of system variables, causal relations among these variables are 

identified. Later, main causal loop or influence diagrams for variables are constructed. This 

section continues with presenting the methodology and constructing a causal loop diagram 

(CLD). 
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 Causal Loop Diagram Construction: A causal loop is a mental representation of a 

system’s inner dynamics which is developed corresponding to interactions with external 

system [120].   

In other words, causal loop is a diagramming approach that helps to draw the relationships 

among various variables. This technique creates an opportunity to illustrate the interacting 

feedback loop structures before deriving the mathematical equations of the system. It 

should be noted that, CLD has a great impact on SD modeling. In introductory level, the 

diagrams could be named as preliminary causal hypotheses. Modelers can easily adapt and 

comprehend the model using CLDs. In CLD, variables are related by “causal links” that 

are shown by arrows. Then, to each causal link a polarity is assigned, either positive (+) or 

negative (-) to show how a change in affected variable when the influencer variable 

changes. Link polarities describe the structure of a system. There are two types of feedback 

structures in a system: 

 Positive Feedback: “Vicious” or “virtous” circles are alternative expressions for 

positive feedback structure. In such a structure, increase in one variable continually feeds 

itself to strengthen grow its own progress [121]. In other words, the variables in a positive 

feedback loop create a mutual effect and stimulate each other in same direction. 

For example, there is a relation between productivity and average test time in laboratory. If 

the test time for each test is decreased, productivity will increase. This chain is followed by 

the average test time increase, thus the productivity of the CL will decrease. Due to the fact 

that, each variable encourages the other one in the same direction, relation between 

productivity and average test time can be interpreted as a positive feedback loop. Figure 5 

illustrates the both CLD for productivity and average test time. 

 
 

 

Figure 3.2. A sample causal loop and stock-flow diagram for positive feedback 

 

Productiv ity

Lab Test Time -

-
Accomplished Test

Accomplish rate

Request Fraction



30 

 

 
 

As illustrated in Figure 3.2, request fraction and number of accomplished tests affect 

accomplish rate and this rate feeds into the accomplished test number. In this relation, 

accomplish rate reinforces accomplished tests. As expected, accomplish rate creates an 

escalation in number of accomplished tests over time. Following figure shows the system 

behavior of a positive feedback loop. 

 

 

Figure 3.3. Behavior over time for a sample positive feedback system 

 

In positive feedback loops, dependent variables display an exponential growth over time as 

shown in the figure. The number of accomplished tests increases from the stated initial 

condition exponentially as seen in the graphical output. 

 Negative Feedback: “Self-regulating” and “adaptive” terms are frequently used for 

negative feedback systems or balancing loops. Negative feedback systems focus on a 

specified value, point or behavior. This means that such systems always seek the definite 

target. Taking an action to achieve the target, system continually needs its present output, 

position or situation. Hence, negative feedback brings stability or stubbornness to a system. 

Test kits and one-time use materials are commonly used in laboratory testing. Stocked 

level of these materials in a laboratory will decrease when the tests are completed, but as 

we complete more tests, the stock level of specified resources will decrease. While these 

resources are decreasing, until new orders arrive to laboratory, managers may stop testing. 
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The following figure is obtained by using the above mention narrative. On the left hand 

side, relationship between variables is illustrated by using the CLD. Based on the given 

events; there is a negative feedback structure in this system.   

 

 

 

Figure 3.4. A sample causal loop and stock-flow diagram for negative feedback 

 

Figure 3.5 is obtained from the simulation model of the given negative feedback loop 

system. As expected, consumption creates a reduction in resource level over time. 

 

 

Figure 3.5. Behavior over time of a sample negative feedback system 

 

In negative feedback loops, dependent variable displays an exponential reduction over 

time. As shown in the figure, the resource level in stock decreases exponentially over time, 

and it will come to an end. 
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3.2.3. Formal Model Construction 

SD modeling is a simulation approach that conducts feedback mechanisms and relationship 

diagramming for both exogenous and endogenous variables. This modeling technique 

encourages the researchers to understand a complex system’s inner dynamics [122].  

In this stage, the variables on CLD of the model are classified as stock and flow variables.  

Stocks show accumulations over time in a system. They represent the state of the system at 

any time interval. Flows directly manipulate the stocks and change their values. They 

indicate the speed of change of stocks and its quantity is regulated. 

Another matter on formal model construction process is designating the initial conditions 

for parameters and stocks. As known, every differential equation has a homogenous and 

particular solution. And, the particular solution could be acquired only by information of 

initial condition. Initial conditions are directly affecting the system behavior over time. 

Thus, determining the initial conditions is critical.  

The last part of the constructing a formal model is verification. Before analyzing the 

outputs, modeler should focus his concern to verification of the model. In verification, the 

first issue which must be handled is to establish a correlation between requirements and 

problem statement. The next analysis must be done on model proposed deliverables that 

should correspond to all questions of problem statement. After checking the proposed 

deliverables, the conceptual model must be reviewed according to the system 

requirements. Hence, modeler can ensure that the simulation model is correct [123].  

Overall, formal model construction phase starts with developing the stock-flow diagrams, 

and it is followed by deriving the mathematical model. Modeler should check and 

determine the values of initial conditions. After designating the initial conditions, 

verification of the model should be done. 

3.2.4. Model Validity Testing 

Validation of an SD model is complicated because estimating the validity of the model 

structure is philosophically and technically difficult [124]. Hence the literature suggests 
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that ensuring structural validity and behavioral validity [29, 30, 118]. Validation procedure 

of SD models is differentiating from other simulation techniques. In addition, there are 

various studies on validation of such systems.  

Checking the structural credibility of the model is the first part of the validation in SD 

approach. In other words, the general structure and parameters of real system must be 

correctly transferred to the model. Additionally, units of parameters, stocks, and flows 

must be reviewed for dimensional consistency. If modeler can ensure that structure of 

developed model is valid, the next phase starts; behavioral credibility of the model. In 

behavioral validity, the values that are produced from the model output should be realistic 

and reasonable.  

In structural validity, model is subjected to some specific tests. At first, model is analyzed 

for its conceptual boundary under boundary adequacy test. In this test, model is checked 

whether the model covers all relevant aspects for the handled problem or not. Next phase is 

structure assessment of the model. In this test, each relation that place in conceptual model 

should be checked and verified. Parameter assessment is also another important structural 

validity test. In this test, modelers examine all model parameters in terms of descriptive 

and numerical basis. After parameters are found reasonable, the next issue is dimensional 

consistency. Units of variables on the right-hand side of the equation should be equal to the 

dimensions on the left-hand side of the equation [30]. Final test under structural validity is 

extreme conditions test. In this test, model inputs are subjected to extreme values to check 

whether the model equations make sense under these extreme conditions. 

The concern of behavioral validity test is accuracy of the model behavior. This test is 

conducted only after the modeler has confidence in model structure. To ensure the 

behavioral validity of the model, behavior reproduction test and behavior anomaly test are 

applied. Model results are compared with real system results in behavior reproduction test. 

For anomaly analysis, main purpose is to see whether the model generates anomalous 

behavior when a certain relation is neglected or modified. Model consistency and 

confidence will increase if it is not affected by parameter variations. Thus, parameters are 

subjected to small changes (±10 per cent) in sensitivity analysis, and model results are 

examined for these slight changes. If changes generate dramatic outcomes to a parameter, 

more effort is needed to estimate the value of it. Sensitivity analysis is the most critical part 
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of this stage. The purpose is to design a model which minimizes sensitivity on parameters. 

Designing robust systems generally is not possible especially in social systems. Therefore, 

sensitivity analysis gives advice on how to monitor them carefully [30]. 

3.2.5. Analysis of the Model 

In this phase, the main objective is observing the behaviors of validated model under initial 

conditions. It is called identification of system states. States of a system could be described 

as the representation of system according to conditions of inputs and inner dynamics. The 

modeler interprets the simulation results by referring the initial conditions and given 

inputs.  

3.2.6. Design Improvement 

Design improvement phase includes scenario planning. Scenario planning provides a 

framework for managers to determine the forces affecting their business. It captures the 

range of possibilities and organizes them for future actions and decisions. They help 

decision makers develop their own feel for the future of the system. In scenario planning, 

the model is subjected to various conditions using policies and strategies. ‘Policy’ means 

changing single model variable. Strategy on the other hand deals with combination of set 

of policies and controlling their changes.   

Schoemaker (1995) suggested that scenarios should be selected to represent either 

optimistic or pessimistic outcomes, or the potential theme of the future environment. 

According to him, key drivers of change together with uncertainties and factors that may 

have an impact on the decisions should be evaluated. Then optimistic and pessimistic 

scenarios should be created to check the internal consistency of the model. Finally, these 

scenarios should be modified to design the final scenarios. 
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3.3. METHODOLOGY OF ANALYTIC NETWORK PROCESS 

Many researchers in different fields have used decision making methods to clarify which 

alternative is the best for their goal or problem. Multi-criteria decision making has various 

approaches utilized for divergent decision problems prioritizing multiple factors. Analytic 

Hierarchy Process (AHP) can be named as the most famous decision making approach, 

invented by Saaty [126, 127]. Although this method is well known and frequently used, for 

some cases it is not sufficient. AHP approach generates solutions for goals by comparing 

criteria for alternatives. Based on the method’s nature, criteria relations are not considered. 

To overcome this problem, Saaty invented a modified process called as Analytic Network 

Process (ANP). In contrast with AHP, ANP approach utilizes relations among various 

criteria in the model. Additionally, ANP enables the researchers find the weights of 

variables for any objective utilizing expert opinion [128, 129].  

 

 

Figure 3.6. The relations among elements in AHP 

 

ANP gives an advantage to identify inner and outer relations among criteria and this 

property is expressed as ‘feedback’ relation. This feedback relation eliminates the one-way 

relation between criteria. Thinking relation among elements generates a more efficient and 

realistic way for problems.    
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Figure 3.7. The relations among elements in ANP 

 

ANP was developed at the beginning of 2000’s, and it is accepted as a tool for both 

qualitative and quantitative decision analysis as a generalization of Analytic Hierarchy 

Process (AHP) [126, 130]. The technique aims to analyze the influence of variables 

(criteria) with pairwise comparison matrices judged by the experts. Similar to AHP 

method, the scale of judgment in pairwise comparison matrix has nine decision points for 

linguistic values. The corresponded numbers for these linguistic judgments are given in 

Table 3.1. 

 

Table 3.1. Values of linguistic judgments [130] 

 

Scale Value Meaning 

1 Equal Importance 

3 Moderate Importance 

5 Strong Importance 

7 Very Strong Importance 

9 Extreme Importance 

Even Numbers 

(2,4,6,8) 

Intermediate Values 

 

The generalization property of ANP comes from pairwise relation matrix. This matrix 

enables decision maker to capture inner and outer relations between the clusters and among 

the criteria (variables). Thus, networks and links are accepted as important elements in 

ANP approach. In this study, ANP process is examined under three stages:  
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 Stage 1 (Model construction): All variables that affect the laboratory performance 

are determined and grouped into clusters for the network. These variables are 

defined under Chapter 4. These influential variables are named as criteria and 

grouped based on their similarities to form a cluster. 

 Stage 2 (Pairwise relation and comparison among key variables): In the network, 

the outer dependencies (between clusters) and inner dependencies (among 

variables) are indicated by links. To do so, the following paired comparisons are 

performed, and supermatrix is formed. 

i. Cluster comparison: Paired comparisons are performed on the clusters 

with respect to the goal. Weights found in analysis are used to calculate 

values of factors in the columns. 

ii. Comparison of variables: Paired comparisons are performed on the 

variables within the clusters. Each variable in a cluster is compared 

based on its influence on a variable in its own cluster or on another 

variable in another cluster. The geometric means is calculated by using 

all paired-comparison judgments to find out the overall group 

judgments. For further analysis, all necessary calculations are done on 

Super Decisions (developed by Saaty). 

 Stage 3 (Overall weights of key variables): Stage 2 generates an unweighted super-

matrix, where its columns contain pairwise comparison results. In order to obtain a 

weighted super-matrix, the blocks of the unweighted super-matrix and the 

corresponding cluster priority are used.  

Networks and links are the preliminary elements used in this approach. In ANP, the 

networks are used to define affective elements about the problem. Karpak and Topcu 

(2010) states that the influence networks indicate the factors of and these networks are 

decomposed into clusters. The linkages are used to illustrate relations or dependencies 

among networks or within a network. These dependencies are classified as ‘inner’ and 

‘outer’ dependencies. If the link indicates a relation between the elements under same 

parent, it is called as ‘inner dependency’. If this link is used to reflect a relation between 

elements of different parents, it is named as ‘outer dependency’. The feedback relation can 

be examined under the condition of outer dependency. According to literature, ANP 

approach is accomplished by four main steps. However, in this study, the aim of choosing 
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this method is not comparing the alternatives for a goal. The aim is found out elements that 

have an effect on the problem. Thus, first three steps will be completed. 

 Problem must be defined for a general goal. Then the factors assumed as effective 

on goal are determined, and decomposed into sub-items. These main items are 

named as criteria and sub-items are sub-criteria.  

 The dependencies (outer and inner) are indicated by links. The comparisons of 

clusters, and elements should be done, respectively. Constructed model is utilized 

for creating pairwise comparison matrix between the criteria.  

 Utilizing the pairwise comparisons, a super-matrix is generated. After some 

mathematical arrangements, the priority matrix could be handled and interpreted 

for the problem. To express the mathematical background of ANP approach, the 

following figure is given. In Figure 3.8, the clusters of a decision system is denoted 

by Ch, h = 1, 2, . . . , n, and each cluster h has nh elements, denoted ch1, ch2, . . . , 

chnh, then the super-matrix of such a network will be like Figure 3.8 [131, 132]. 

 
 

Figure 3.8. A super-matrix of a network [132] 

 

The weights given to each relation is combined in a single matrix that is named as super-

matrix. A super-matrix is developed by the eigenvectors of each cluster under the 

objective. Figure 3.9 illustrates a sample super-matrix network among clusters. 

 

 

Figure 3.9. i, j block of a network's super-matrix [132] 
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4. MODEL DEVELOPMENT 

 

4.1. CLINICAL LABORATORY PERFORMANCE 

4.1.1. Process 

Laboratory operations are divided into three sections [133-136]. These are:  

 Pre-analytic Phase 

 Analytic Phase 

 Post-analytic Phase 

 

 

Figure 4.1. Steps of CL process 

 

The pre-analytic phase begins with a test order request and ends with registration of the 

sample for analysis.  

The analytic phase involves performing the required tests. In this case, well-defined steps 

are necessary to fully complete a test. Additionally, these steps are prerequisites for 

accurate reporting.  

During the post-analytic phase, the results are summarized and recorded in a report by 

clinicians. This phase is closed by saving the results to a laboratory database and sharing a 

Pre-analytic Phase Analytic Phase Post-analytic 

Phase 

1. Preparation for 

analysis 

2. Conducting 

analysis on the 

sample 

3. Results  

 

 

1. Test order 

2. Sample 

collection 

3. Test order 

registration   
 
 

1. Reporting the 

results  

2. Recording 

report 

deliverables to 

database 

3. Sending test 

report  
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hard or soft copy of the report with the patient. Reporting, archiving, and delivering the test 

results are the main deliverables of the post-analytic phase in a CL.  

4.1.2. Performance Measurement 

In literature, CL performance is measured under two main indicators; effectiveness and 

efficiency [137].  

 

 

Figure 4.2. Main indicators of CL performance 

 

Effectiveness of a laboratory service is defined as delivering the accurate information in a 

given time period. Effectiveness of the health care service is expressed as accomplishing 

planned outcome by following correct procedures accurately [138, 139]. This accuracy 

does not mean test results’ reliability; it means meeting the specific purposes of patients 

and conducting the right procedure to attain the service [23, 27, 140]. The main goal of 

effectiveness is performing requested tests and delivering the results according to standards 

and correct process [141, 142]. Based on this definition, rework and test turnaround time 

are the major indicators of effectiveness.  

In general, efficiency is targeting to get necessary output with minimum input. Efficiency 

is the level of resources to satisfy the healthcare service objectives [141]. Correspondingly, 

efficiency in a CL is completing maximum number of tests within a specified time interval 

while utilizing minimum resources. Therefore, resource utilization should be interpreted as 

Efficiency

Effectiveness

CL

Performance 
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indicators of efficiency. Indicators of efficiency are determined as; labor, equipment, 

supplied materials, and their related costs [141, 143].  

In this thesis, a dynamics model is constructed to analyze CL performance management 

system. The performance indicators included in the model are: labor and overtime level, 

test turnaround time, accomplished test request, and cost.  

4.2.  PROPOSED FRAMEWORK for MODEL CONSTRUCTION 

In this research, a multi-methodology approach is employed to develop a dynamic model. 

Collaboration with experts and decision makers will create more realistic solutions and 

group decision making is a commonly used method during SD model development. To 

ensure this collaboration, ANP provides a structured approach to collect expert opinions 

and to ensure all given inputs are considered and weighted properly.  

Additionally, the use of the ANP method creates an opportunity to reflect interrelations 

among various criteria (variables) and can accommodate to ensure complex 

interdependencies, and feedbacks among system variables for conceptual model validation 

are captured. Thus, ANP provides completeness and deeper insights to the SD simulation 

validation.  

Therefore, a framework is proposed to capture the benefits of ANP and SD modeling 

methodologies (Figure 4.3). This framework generates an opportunity to enrich and 

validate the model. The strength of this combination is that proposed framework presents 

ANP approach to be used to validate conceptual model in an SD simulation model. ANP 

method is used to ensure boundary adequacy, structure and parameter verification of the 

model by capturing the judgments/viewpoints of different stakeholders about the system 

indicators.  

This is a pioneer study that utilized ANP approach to conduct structural validity for an SD 

model, to prioritize CL performance indicators, and capture their relations. Also, 

prioritized indicators are utilized for policy analysis and strategy development purposes. 

  



42 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Problem articulation 

(Determination of key 
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Boundary adequacy test 
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Figure 4.3. Proposed framework for model construction 
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4.3.  PROBLEM ARTICULATION 

Cost, test turnaround time, resource shortages, and quality defects are generally observed 

problems in a typical CL process [27, 144-149]. These problems generate drawbacks on 

performance of CLs. Performance degradation impairs the value of institution and causes a 

decline in the number of clients (patients) in the long run. To survive in healthcare 

industry, each institution must create a valuable and sustainable performance. Thus, 

performance management is essential in CL. 

4.3.1. Key Variables 

Based on the problem definition, the concepts represents the key variables are identified 

influential on CL performance. The following four variables are used as key concepts to 

develop overall model. These are the performance indicators for the CL performance 

management. 

4.3.1.1. Cost 

Estimation of total monetary burden of testing process is essential to make a judgment 

about cost efficiency in CL. Cost of testing is handled under variable and fixed cost 

accounting approach. These costs can be analyzed in four levels. These are: workstation 

prime cost (depreciation costs, maintenance, cost of time and errors), direct labor cost, test 

material cost (cost of used reagents, kits and other instruments), and overhead costs [144].  

As part of the workstation cost, cost of exceeding the tolerable cycle time per test, and 

rework cost can be considered. Overhead costs (rent of building, cost of heating, legal fees, 

taxes, utilities, etc.) vary depending on the country; even CLs in different cities in the same 

country may have different overhead costs.   Since the aim of this research is to develop a 

general model for CL performance, overhead costs are not included in this study.  
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4.3.1.2. Quality 

CLs are an integrated part of healthcare organizations. Produced test results in CLs are 

used in pre-diagnose, diagnose, monitoring and controlling phases of health problems. 

Thus, errors occurred in any stage may lead to wrong decisions on patients’ health 

problem. Quality indicators are needed to assess the gap between delivered service and 

stakeholders’ needs [145]. Therefore, detected and undetected errors during pre-analytic, 

analytic, and post analytic stages, accidents during testing, late delivery of test results are 

listed as the indicators for CLs quality measurement [146].  

4.3.1.3. Resource management 

Based on the specifications of Joint Commission on Accreditation of HealthCare 

Organizations (JCAHO), laboratory managers are responsible for planning and providing 

that the resource utilization is properly arranged and meet the goals of the organization 

[26]. These specifications also include providing available and trained staff, and materials 

(reagents, equipment, consumables and all analytic systems) for testing procedure. 

Therefore, deciding on the staff level, type and duration of training program for new hires, 

ordering consumables for testing equipment, and equipment maintenance periods are 

variables of resource utilization in a CL. Inventory control: ordering and consumption of 

reagents and kits, mean time between failures (MTBF), maintenance and workload on 

machines (equipment), and workload on staff are selected as resource management 

performance indicators. 

4.3.1.4. Time 

Total elapsed time required to complete a test request, from the time that the test is 

received until the time the test result is reported, is called test turnaround time (TAT) 

[147]. Each type of test has different but standard cycle time, and patients are informed 

about expected report delivery time based on the testing procedure’s standard time. In 

many CLs, having a delay on test delivery time is a major issue [148]. Delay in 

required/standard TAT is accepted as a major issue leading performance inadequacy [149]. 
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Bottlenecks must be found to overcome this performance problem. Time related variables 

in this part  are listed as order entry process time, specimen collection and delivery time, 

testing process time, reporting process time, and accession (recording of report 

deliverables) time. 

4.3.2. Data Collection 

Two different data sets are collected for this study. The first set of data was from ANP 

study. In ANP study expert opinions are collected. In ANP study, expert opinions are 

collected from five different CL experts. One of these experts works as a private pathology 

laboratory. The second expert is a documentation expert, and another works as laboratory 

quality manager in the same private hospital.  The last two experts are bio-chemical 

laboratory experts in two different private hospitals. 

The second set of data is base case parameters to run and analyze simulation model. This 

data is collected from a bio-chemical laboratory of a private hospital in Haznedar, İstanbul. 

Interviewed expert from this hospital, is a medical specialist on bio-chemical laboratory 

analysis. In addition to collecting the base case data, the expert was also consulted for 

assessing the revised conceptual model. 

4.3.3. Assumptions of the model 

The following assumptions were made to avoid unnecessary complexity. It should be noted 

that all assumptions are discussed and upon with the experts during the modeling sessions. 

 In bio-chemical laboratories, due to the fact that no medium or high severity 

accidents occur, accidents are omitted in the simulation model. However, low 

severity accidents are taken into consideration in reference quality variable. 

 Outsourcing is not defined as part of the system. 

 Layoff decision is not part of the model. 

 If resource for work is available, requested test is pushed through the testing 

procedure.  

 The staff level changes in discrete numbers. 
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 Utility (electric, water supply, etc.) costs are omitted. 

4.4.  CONCEPTUAL MODEL DEVELOPMENT 

A strong and correct conceptual model will generate the basis of a reliable model. Many 

researchers emphasize the importance of conceptual model development on validation of 

SD simulation models [150]. Conceptual models formalize a system designer’s idea as a 

step to generate final dynamic model. It helps stakeholders to understand how objectives 

can be achieved based on strategically linked measures (variables). Conceptual models 

should include all main factors that have an effect on system performance [151]. 

Therefore, verification of boundary and validity of the conceptual model are critical issues 

before it is used any further. Especially, conceptual model has a great impact on structure 

assessment, parameter assessment, and boundary adequacy tests involved under structural 

validity.  

The indicators that are mentioned in problem articulation stage are used for initial 

conceptual model development. Initial conceptual model of a CL performance 

management system is shown in Figure 4.4.  

 
 

Figure 4.4. Initial conceptual model of CL performance system 
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In this initial conceptual model, test production is analyzed for three phases (pre-analytic, 

analytic, and post-analytic phases). Test requests accumulate the tests in backlog and these 

tests in backlog increase the pre-analytic phase completion rate if it is less than the 

laboratory machine and labor capacity. If pre-analytic phase completion rate increases, 

tests in backlog in pre-analytic phase will decrease while analytic phase backlog increases. 

This backlog value is reduced through the analytic phase completion rate. After analytic 

phase is completed, tests will wait for post-analytic phase in backlog of post-analytic 

phase. When post-analytic phase is completed, the number of completed tests will increase. 

It should be noted that, similar to pre-analytic phase completion rate, analytic and post-

analytic phase completion rates increase if machine and labor capacity of CL is more than 

or equal to their individual backlog levels. When tests are performed, resource 

consumption will increase, and it reduces the inventory. To satisfy the level of inventory, 

new order of material is needed. This order will generate cost. The inspection (level of 

calibration) may decrease due to the fact that resource cost when cost of CL increase. In 

this case, errors will increase and it accumulates the tests in backlog.  

The main variables that are influential on CL performance were defined in previous section 

as cost, quality, time, and resource management. These variables are captured as clusters 

for ANP model. Each one of these clusters is broken down into criteria (variable) to 

develop a network for our goal. The list and definition of variables under each cluster are 

given in Table 4.1. ANP survey questions are given in APPENDIX A. 

To generate the network, relations between clusters and between variables are identified by 

the experts. These refined relations are transformed into a pairwise relation matrix 

(combined pairwise relation matrix) to obtain cluster and criteria weights and then into a 

network model in SuperDecisions Software. Refined relations among criteria are shown in 

Table 4.2.  In order to develop the network model, each cluster and criterion under these 

clusters are created. Then, relation paths are mapped for each criterion, and finally overall 

network of the model is generated. Figure 4.5 illustrates the generic network view of the 

study. 
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Table 4.1. Names and explanations of criteria 

Purpose Main Performance Objectives 

(Clusters) 

Sub-items for Each Main Objective 

(Criteria) 

Explanation 

 

P
e
r
fo

r
m

a
n

ce
 o

f 
a

 C
L

 

 

 
 

COST 

Cost of consumables (C1) The monetary value of consumables such as test kits, injectors, 

and other components that have to use in testing procedure. 

Cost of quality (C2) The total amount of expenses to procure quality management 

strategies. 

Cost of labor (C3) Self explanatory 

Cost of equipment (C4) The expenses related with maintainability, utilization and 

availability of test machineries. 

Penalty cost (C5) Intangible or tangible cost of late or wrong test result delivery to 

the patients. 

 

 

 

QUALITY 

Accidents (Q1) Self explanatory 

Inspection (Q2) The method used to satisfy quality control of tests 

TAT (Q3) The cycle times of tests exceed feasible test time determined by 
laboratory management. 

Errors during testing procedure (Q4) Errors occurred pre-analytic, analytic or post-analytic phases, for 

instance; writing wrong name or code on sample, wrong test 
applications, wrong result explanation in reporting, etc. 

 

 

 

 

RESOURCE MANAGEMENT 

Inventory Control (RM1) Accepted inventory or stock management strategy for all 

components used in any phase of testing procedure. 

Ordering (RM2) Accepted ordering strategy for consumables that used in CL. 

Consumption (RM3) Accepted consumption strategy of consumables and components 
needed in any phase of testing procedure 

MTBF (RM4) Mean time between failures of testing equipment 

Workload of machine (RM5) Capacity rate of equipment or testing machines 

Workload of staff (RM6) Capacity rate of labor 

Maintenance of machine (RM7) Accepted maintainability standards for testing machines 

 

 

 

 

TIME 

Order entry process time (T1) The spent time identify new test request to laboratory 

management system. 

Specimen collection and delivery time (T2) The spent time to collect sample from patient and deliver 
laboratory. 

Testing process time (T3) The spent time to accomplish a test based on the procedures 

Reporting process time (T4) The spent time to prepare the folder or report about findings 

based on the test results. 

Accession time (T5) The spent to deliver a report to the patient. 
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Table 4.2. Pairwise relation matrix 

 

 
C1 C2 C3 C4 C5 Q1 Q2 Q3 Q4 RM1 RM2 RM3 RM4 RM5 RM6 RM7 T1 T2 T3 T4 T5 

C1 
 

* 
       

* * 
          

C2 * 

 

* * * 

 

* 

  

* 

 

* * 

 

* *      

C3 

    

* 

                
C4 * * 

    

* * * 

   

* * 

 

* 

     
C5 * * 

 

* 

  

* * * 

    

* * 

  

    

Q1 * * 
 

* * 
  

* * 
   

* * * * 
     

Q2 * * 
 

* * 
  

* * 
     

* * 
 

* * * * 

Q3      

 

* 

     

* * * 

  

* * * * 

Q4 

    

    

    

  * 

    

* * 

RM1 * * 

        

*       

 

*   

RM2 * * 

       

* 

 

* 

      

* 

  
RM3 *         * * 

 
       

  
RM4 * * 

 
* * 

  
* 

 
   

 
  * 

  
* * * 

RM5 *    

   

*    * * 

 

* * 

  

* * * 

RM6 * * * 

    

* * 

   

* 

    

* * * * 

RM7 

 

* 

 

  * * * * 

   

*   

   

*   

T1            

       

* * 

 
T2 * 

  

           *   

 

*   

T3 * * 
 

* * * * * * 
 

* 
   

* * 
 

* 
 

* * 

T4 

 

      *     

 

* 

   

* * 

 

* 

T5 

 

                 * * 
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SuperDecisions software permits the modelers to define only one pairwise comparison 

matrix. In this case, opinions of different experts are aggregated in one comparison matrix 

which is developed by taking the geometric mean of each judgment point given in pairwise 

relation matrix (pairwise relation and comparison matrix answers of each expert are given 

in APPENDIX B).  

 

 

Figure 4.5. Obtained model view on SuperDecisions 

 

Combined pairwise relation matrix and aggregated pairwise comparison matrix are utilized 

and un-weighted, weighted, and limiting matrices are calculated (see APPENDIX C). 

Table 4.3 shows the relative importance results on clusters (cost, quality, resource 

management, and time) for CL performance. 

 

Table 4.3. Importance weights of clusters 

 

Criterion Name 

Importance 

Weights  

Quality 0.459 

Time 0.219 

Cost 0.200 

Resource Management 0.119 

 

The results of Table 4.3 show that quality and time are the most influential variables on CL 

performance. Although cost and resource management are effective, their weights are less 
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than quality and time as main indicators. The impact of each criterion is important to 

prioritize the CL performance indicators. The overall importance of influential variables 

(criteria) on the goal can be calculated by normalizing the overall importance of clusters 

and importance of each criterion under these clusters. Individual weights of these variables 

are not needed for structural validity of the simulation model. Therefore, they are not 

included in this paper. However, they would be useful to generate strategies on an SD 

simulation model. The output of pairwise relation matrix verifies causal relations among 

the CL performance variables. 

In Figure 4.6, CL procedure is again divided into three phases; pre-analytic, analytic, and 

post-analytic phases. Resource, quality and time indicators are also included. During the 

ANP study, experts emphasize on the importance of labor especially in pre-analytic and 

post-analytic phases. Based on their feedbacks, conceptual model is revised. In first prior 

design, quality was only associated with errors during the testing procedure. However, 

experts state that qualified sample rate is also an important variable during the procedures. 

Although the rate and severity of accidents are very low, experts state that it can be used as 

an exogenous variable for the analysis. Another concern of experts was about inventory. 

They stated that the desired level of inventory should be set by the CL management. While 

one-month stock level was accepted as adequate for private CLs, public CLs preferred two-

month stock level. In our case, developed model is used to analyze the dynamics of a 

biochemical laboratory, and coagulation tests, blood tests, and urinalysis are applied in this 

CL. Thus, each test type needs different desired level of inventory based on their test 

request characteristics which was included in the revised model. In addition, experts 

emphasized the importance of a training period for new hires, which is nearly three 

months. Although each new hire has a license to perform tests, they are not permitted to be 

involved in the testing process until their training time is over. Initial conceptual model 

was enriched and revised including this information.  

Based on the results of ANP model and modelers’ observations in the CLs the initial 

conceptual model is enriched and revised. Following figure shows the final conceptual 

model of our study. 
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Figure 4.6. Finalized conceptual model
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4.5. FORMULATION OF SIMULATION MODEL 

4.5.1. Overall Model  

Since data is gathered from a bio-chemical laboratory, blood, urine, and coagulation tests 

are considered in the model. The section covering blood, urine, and coagulation testing 

procedures are called as “test production sector”. The aim of this sector is to represent a 

typical test procedure seen in any type of CL by covering the pre-analytic phase, the 

analytic phase, and the post-analytic phases. This sector gives the process flow of the CL. 

Similarly, other key variables and interrelations among these variables are identified. To 

develop the model based on these key variables some other sections are generated. These 

sections are called as “inventory control”, “overtime”, “hiring”, and “cost” sectors. The 

aim of “inventory control” sector is to regulate actual inventory levels based on desired 

inventory levels. In “overtime” and “hiring” sectors, labor level is managed and controlled 

by considering the backlog levels. The “cost” sector is used to calculate the total cost of 

CL regarding regular labor cost, overtime cost of labor, cost of inventory, and penalty cost. 

Penalty cost is generated if percentage completed (total number of completed tests over 

total number of test request) is less than one for daily basis. To analyze individual test 

types (blood, urine, and coagulation tests) behavior for inventory, cost, these variables are 

defined as one-dimensional arrays. Likewise, TAT and percentage completed (PC) 

variables are calculated dynamically, using array defined for each test type. For simulation 

modeling, STELLA® version 9.1.2 was used as an interface to interpret the problem and as 

a tool of solution. Figure 4.7 illustrates overall simulation model to analyze CL 

performance, and each equation of the model is given in APPENDIX D. The sections 

(sectors of the simulation model) involved in the model are explained in Section 4.4.2. 
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Figure 4.7. Simulation model overview on Stella
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4.5.2. Sectors in the Model 

Overall model is introduced under five sectors. CL performance SD model is composed of 

test production, inventory control, hiring, overtime, and cost sectors.  

4.5.2.1. Test Production Sector 

This sector represents a typical test procedure seen in any type of CL. The CL work 

process is divided into three phases: the pre-analytic phase, the analytic phase, and the 

post-analytic phase, as explained in Section 4.1.1. In addition, three different types of tests 

are examined in the model; coagulation, blood, and urine test. Test orders arrive according 

to demand behavior defined in ‘test request coag’, ‘test request blood test (bt)’, and ‘test 

request urinalysis’ variables. Arriving orders accumulate in their backlog variables. The 

processes are serially connected. Work should not be released to the following phase 

unless the previous phase has been completed. Different test types have different time 

requirements. Thus, each of these phases is modeled with different completion rates rather 

than a total test completion rate. The completion rate variables of a given phase and test 

type are restricted by the minimum value of ‘Capacity rate’ or ‘Tests in Backlog’. The 

‘Capacity rate’ for the laboratory is calculated as the regular productive hours per labor 

resource plus overtime hours (if utilized). These variables generate the total number of 

productive hours available per labor resource for pre-analytic and post-analytic phases of 

the tests. This total available time is divided by the ‘Feasible test time’ (the expected time 

to complete a test under normal conditions) to calculate the total number of tests completed 

daily by technicians. If all waiting tests can be completed with the current capacity, there is 

no need to increase the work force in the CL. However, ‘analytic phase completion rate’ 

variables are not related with labor force in the CL. These variables only depend on the 

capacity and the number of the testing machines. In the model, the analytic and pre-

analytic phases are defined separately for each test type. However, in the post analytic 

phase, the machine test results are transmitted to the computer they are connected to and 

are checked by the laboratory officer and approved by the doctor or reprocessed according 

to the error type. For this reason, it is not needed to define the post-analytic phase 

separately for each test type. 
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Errors can occur during any of the three phases, and they must be considered when 

calculating the value of ‘Tests in Backlog’ variables for each test type. The number of 

errors and their type is taken from the CL reports prepared for the hospital quality 

department. ‘Reference quality’ is defined as the percentage of tests with errors, i.e., not 

conforming to test specifications. If an error occurs during the pre-analytic or the analytic 

phase, rework is called the ‘Operational return rate’; it increases the number of tests in 

backlog. If an error occurs during the post-analytic phase, it is referred to as the 

‘Documental return rate’, and it affects the number of tests waiting in the post-analytic 

phase. ‘Completed test with or without error’ is a level variable that indicates the total 

number of tests accomplished and delivered to the patient with or without error. 

 

 

Figure 4.8. Test production sector 

 



57 

 

 
 

The test arrival rate directly affects the backlog level, which regulates one of the main 

performance parameters in the CL, test turnaround time (TAT). The model generates TAT 

for urine, blood, and coagulation tests separately because machine capacities and analysis 

times spent for tests are different.  

4.5.2.2. Inventory Control Sector 

Main building block to generate dynamic behavior in inventory control sector is a negative 

feedback loop. In this loop, ‘Desired inventory level’ which is determined level of 

resources for coagulation, blood test, and urinalysis, are compared with ‘Inventory’ real-

time level of resources for each test type. Levels of ‘Inventory’ change over time with 

‘analytic phase completion rates of coagulation, blood test, and urinalysis. The materials 

used during calibration are also spent on ‘Inventory’. Samples with known results are re-

analyzed for calibration. Equipment used in coagulation, blood test, and urinalysis should 

be calibrated every day. Calibration is applied for each test type under coagulation, blood 

test and urinalysis. The number of repetition of analysis during calibration is ‘level of 

calibration’, and this is an exogenous variable given by quality department of the hospital. 

If there is a ‘gap in inventory’, the rate of ‘ordering volume’ is calculated considering 

delivery time of ordered material which is labeled as ‘time to dispatch’ and difference 

between actual and desired inventory levels. 

 

 

Figure 4.9. Inventory control sector 
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4.5.2.3. Overtime Sector 

 

 

Figure 4.10. Overtime sector 

 

The ‘Overtime’ decision is made if the number of ‘tests in backlog’ exceeds the ‘critical 

backlog value’ (the maximum number of tests allowed in backlog), which is determined 

exogenously. This means that if the number of tests waiting reaches the critical backlog 

value, and if ‘Overtime hours needed’ is smaller than the ‘maximum allowable overtime’ 

(defined by law), then technicians will work overtime to decrease the number of tests in 

backlog until this number falls below the critical backlog value. However, as indicated in 

the section on the hiring sector, if the value of ‘overtime hours needed’ exceeds the 

‘maximum allowable overtime’ (defined by law), hiring is performed. Detection of 

overtime hours exceeding the legal limits is achieved using a decision variable.  
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4.5.2.4. Hiring Sector 

 

 

Figure 4.11. Hiring sector 

 

When the backlog levels of tests increase (‘tests in backlog’ in Figure 4.11), management 

must make a tactical decision with regard to the labor force: whether to allow technicians 

to work overtime or hire new technicians. The decision is strategic, because when a 

technician is hired, he or she will receive permanent employment and cannot be laid off if 

the backlog level is reduced. Therefore, the costs associated with hiring a new technician 

over the long-term must be considered when making this decision. New hires cannot 

involve testing process during their training period. Thus, labor level is captured 

individually for effective labor who can involve testing process and total labor level (total 

number of workers hired and effective ones). In contrast, there are some restrictions in 

opting to allow overtime work. One restriction is the law that limits overtime hours per 

labor resource. Additionally, there are costs associated with staff working overtime. Thus, 
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managers should select a solution that does not infringe on labor rights or jeopardize 

productivity and cost.  

‘Effective Labor’ is the total number of clinical staff (technicians) involved in any part of 

the testing procedure (including the pre-analytic and post-analytic phases of blood, urine, 

and coagulation tests). ‘Labor’ shows the total number of clinical staff omitting the 

training restriction. This stock variable is controlled by the ‘Hiring rate’ and is restricted 

by a constraint on the maximum number of technicians, ‘Max labor’. In other words, a CL 

manager cannot hire more technicians than the ‘Max labor’. A labor resource will be hired 

if the organization exceeds the legal limits of overtime, and overtime hours are calculated 

in the overtime sector. 

4.5.2.5. Cost Sector 

 

 

Figure 4.12. Cost sector 

 

Cost analysis of CL is done under this sector. Total cost is calculated with regular labor 

cost, overtime cost of labor, cost of inventory, and penalty cost. Penalty cost is included in 

‘under capacity cost’ and it is generated if the daily test demand is not met.  To detect the 

days on which the test demand is not met, ‘Percentage completed’ variable is used. It 
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calculates percentage difference between ‘Total test request’ and ‘Completed tests without 

error’. Cost of inventory is detected with ‘ordering volume’ inventory rate of coagulation, 

blood test, and urinalysis. 

In the model, ‘Revenue’ is directly associated with the number of ‘completed tests’ and the 

‘price of test’. 'Completed tests' are not calculated separately for each test type (blood tests, 

urinalysis, and coagulation tests), although there are different average selling prices of each 

type of test. For this reason, analytic phase completion ratios are used to calculate the 

‘Total revenue’ of CL. 
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5. VERIFICATION AND VALIDATION 

 

Validation of an SD model is complicated because estimating the validity of the model 

structure is philosophically and technically difficult [124]. To a valid SD model, both 

structure of the model and behavior of model outputs should close to real system structure 

and behaviors. To ensure the model validity, a set of tests should be applied to SD models.  

5.1. BASE CASE 

The simulation was run with the following initial values. These values are specific to the 

bio-chemical laboratory where base case and performance parameters are gathered. In 

addition, some of them are defined based on governmental regulations, and opinions of CL 

experts. Listed below are the base case parameters.  

 

Table 5.1. Base case simulation parameter values 

 

Name of Parameter Value (unit) 

bt_return_rate 0.33 (percentage) 

coagulation_return_rate 0.33 (percentage) 

Critical_backlog__value 710 tests 

Delay_in_hiring 45 days 

Desired_inventory_level[1] 4200 units 

Desired_inventory_level[2] 12480 units 

Desired_inventory_level[3] 7680 units 

Documental_return__percentage 0.90 

Feasible_test_time 4.5 hours 

Impact_of_overtime 0.75 percentage 

Inventory_used_for_calibration[1] 17 units 

Inventory_used_for_calibration[2] 22 units 

Inventory_used_for_calibration[3] 10 units 

Level_of_calibration 2 (unitless) 

Max_labor 12 employee 
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Labor 6 employee 

Operational_return_percentage 0.10 percentage 

Overtime_unit_cost 12 ($/(employee.day)) 

Price_of_tests[1] 2 ($/test) 

Price_of_tests[2] 3.5 ($/test) 

Price_of_tests[3] 5  ($/test) 

Productive_hours_per_labor 6.8 (hours/(employee.day) 

Reference_quality 0.0006 (percentage) 

Test_productivity_per_labor[1] 75 (tests/hour.employee) 

Test_productivity_per_labor[2] 150 (tests/(hour.employee)) 

Time_to_discover_retest 3 days 

Time_to_dispatch 7 days 

Time_to_overtime__decision 1 day 

Time_to_training 90 days 

Unit_labor_cost 45 ($/employee.day) 

 

The system initiated in the equilibrium with 6 technicians, no backlog, and new test 

requests arriving, and run for one year. The analysis are done by using base case 

parameters and explore three strategies: (1) working overtime only (OT only), (2) hiring 

new staff (hiring only), and (3) hiring new staff and working overtime (hiring with OT). 

The effects of these strategies are analyzed for PC, TAT, cost, overtime hours spent (OT) 

and the total number of technicians (labor) in the CL, In Table 5.2, simulation results for 

each strategy (‘OT only’, ‘Hiring only’, and ‘Hiring with OT’) are summarized. 

 

Table 5.2. Comparison of the impact of the strategies on performance (year-end results) 

 

 

OT only 

 

Hiring only 

 

Hiring with OT 

OT (hrs.) 292 OT (hrs.) 0 OT (hrs.) 292 

Labor(emp.) 6 Labor 

(emp.) 

11 Labor 

(emp.) 

6 

PC (%) 100% PC (%) 100% PC (%) 100% 

TAT (coag.) 

(hours) 

1.408 TAT (coag.) 

(hours) 

1.408 TAT (coag.) 

(hours) 

1.408 
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TAT (bt) 

(hours) 

4.072 TAT (bt) 

(hours) 

4.072 TAT (bt) 

(hours) 

4.072 

TAT (urine) 

(hours) 

2.512 TAT (urine) 

(hours) 

2.512 TAT (urine) 

(hours) 

2.512 

Cost ($) 469.397 Cost ($) 622.187 Cost ($) 469.397 

 

When the model is run for three different strategies using base case parameters, it is seen 

that TAT and PC values are satisfied for end of year-end results. ‘Hiring with OT’ and ‘OT 

only’ strategies can be chosen for base case conditions because the values of all 

performance indicators are same, and within acceptable range for the decision makers. 

5.2. STRUCTURAL VALIDITY OF THE MODEL 

SD simulation models are often used for developing system operating policies and to 

understand system behaviors. However before a model is used for analysis or any other 

use, the decision makers would like to have sufficient confidence in the model, that is they 

can rely on the model (output). There is not one single test that validates an SD model. 

Rather, the model must pass various tests before confidence is built. The process to 

generate confidence is called validation. There are two types of validation in SD: structural 

validation and behavioral validation. Structural validation includes verifications tests, 

which are conducted to verify that the key variables of the real system have been properly 

transferred into developed model. Thus, in this research structure verification and 

parameter verification tests are conducted for structural validation. Additionally, boundary 

adequacy and dimensional consistency checks are also performed to validate the structure. 

5.2.1. Boundary Adequacy Test 

The constructed model should be checked for its boundary. One of the major concerns in 

this stage is to confirm that the model covers all relevant aspects for the handled problem. 

The modelers should think whether there are any important issues that are not included in 

the model, and they seek if any changes (especially extending) on boundary assumptions 

can generate dramatic changes on model behavior. If any additional important concept 
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(issue) is captured for the model, the model should be revised and these issues should be 

added to the model. 

In our study, boundary of the model is determined by literature review on CL performance 

and during ANP study. Main key concepts (resource, time, quality and cost management) 

are found to be acceptable by the experts for the model purpose. These main concepts are 

decomposed into sub-items in ANP study. During pairwise relation and comparison matrix 

preparations, experts had a chance to evaluate each sub-item of the main instruments. The 

results of the pairwise comparison matrix show which individual items are more important 

than the others.  

5.2.2. Structure Verification of the Model 

To conduct the structure verification of an SD model, each individual relation in the model 

should be verified whether they are applicable in the real system. After relations are 

accepted, it must be ensured that these relations are converted into mathematical equations 

accordingly. In other words, the level of aggregation should be checked for 

appropriateness.   

Main concern in structure verification is to confirm whether the model structure and real-

world system correspond to each other or not. This descriptive knowledge should cover 

interrelations among the key variables proposed in conceptual model. In our study, 

consistency and adequacy of the model structure is ensured by ANP model results. Our 

initial conceptual model is also shown to the experts and their opinions are used to enrich 

and modify our model as mentioned in Proposed Framework section. 

During the ANP study, experts emphasized the importance of labor especially in pre-

analytic and post-analytic phases. Based on their feedbacks, conceptual model is revised. 

In the prior design, quality was only associated with errors during the testing procedure. 

However, experts stated that qualified sample rate is also an important variable for 

completing testing procedures. Although the rate and severity of accidents are very low, 

experts stated that they can be used as exogenous variables for the analysis and should be 

included. Thus, the initial conceptual model is enriched and revised by using the results of 
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ANP model and modelers’ observations in the CLs (see section 4.4 Conceptual Model 

Development). 

5.2.3. Parameter Verification of the Model 

In parameter assessment stage, main concern of the modeler is that whether the parameter 

values are consistent and realistic or not. In other words, parameters included in the model 

should be controlled whether or not they are consistent with real life and their values 

should represent reality.  

In our study, each of the parameter values is gathered from the CL that we are in contact 

with. During ANP model development, conceptual model is also shown to the experts and 

procedures are explained in detail.  

5.2.4. Dimensional Consistency Test 

All model equations should be checked for dimensional consistency. In other words, unit 

of each variable in the mathematical model of the simulation should be checked for 

consistency with the derived equations. The balance between units of right and left-hand 

side of the equations is checked [122]. But this is just a part of dimensional consistency. 

Parameters utilized in the equations must be reasonable for real world meaning. To be 

reasonable, the model should not have dummy parameters that have used to satisfy unit 

consistency of the equations [152]. In our model, unit consistency checks are performed 

with the dimensional analysis tool of the software. Also units of variables are analyzed to 

confirm that they are meaningful in real world. 

5.2.5. Extreme Conditions Test for the Model 

Some critical equation in the simulation model should be checked with inputs that have 

extreme values. It is expected that model generates reasonable responses and confirm basic 

physical laws when it is subjected to extreme conditions [30]. The extreme conditions that 
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are generally applied in SD models are: no available input, no production, and no available 

resource [30]. 

In that stage, model inputs are subjected to extreme values to test whether the model 

equations make sense for these extreme conditions or not. In some cases, model should 

generate a plausibility response to extreme conditions and shocks. It is expected that model 

and real-world system generates the same behavior for designated extreme-condition [30]. 

In our study, the model is observed for a set of extreme conditions. These conditions can 

be listed as no available inventory, no available labor, and no available test request. 

5.2.5.1. Extreme Condition Case I: No available inventory 

The model is subjected to “no available inventory” case to observe the model behavior 

under this condition. The expected behavior for such a condition is that model cannot 

respond to the test demand of CL. When running this case, ‘time to dispatch’ parameter 

must be also taken into consideration because model will generate a response to close the 

gap, and after a while inventory will be available. To do so, ‘time to dispatch’ is taken as a 

sufficiently greater number (1000 days).  

As expected, no test could be accomplished without available test kits inventory. Due to 

the fact that test requests are in normal parameter values, analytic phase backlog values for 

each test (coagulation tests, blood test, and urine analysis) are accumulated as shown in 

Figure 5.1. However, number of ‘completed tests with/out error’, ‘backlog of first 

approval’, and ‘backlog of final approval’ values are found to be zero throughout the year 

(Figure 5.2). 
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Figure 5.1. Analytic phase backlog values for three test types 

 

 

 

Figure 5.2. Post analytic and total number of completed tests values 

5.2.5.2. Extreme Condition Case II: No available labor 

In this case, CL will be simulated with no available labor. This means CL has no labor 

initially and ‘maximum labor’ number is set as zero. It should be noted that ‘level of 

calibration’ is set as zero in this case, because calibration cannot be done without labor 

force. The behavior of ‘labor’ stock variable is as shown in Figure 5.3 throughout 

simulation runtime. 
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Figure 5.3. Number of available workforce for extreme case II 

 

The technicians are involved to work from pre-analytic phase to post-analytic phase in a 

CL. Thus, it is expected that backlog of pre-analytic phases are accumulated, and there is 

no waiting work on analytic and post-analytic phase due to this bottleneck. Following 

figures show us the behavior of backlog stocks for pre-analytic phases, analytic, and post-

analytic phases respectively for coagulation test, blood test, and urine analysis.  

 

 

Figure 5.4. Backlog in pre-analytic phase values for three test types 

 

Labor 
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Figure 5.5. Analytic phase backlog values for extreme case II 

 

 

 

Figure 5.6. Post-analytic phase backlog values for extreme cases II 

 

As seen in given figures above, tests cannot be processed without labor force. Thus, 

inventory consumption is also expected and found to be zero under this condition. . In 

Figure 5.7, Consumption [1], Consumption [2], and Consumption [3] are the consumed 

inventory for coagulation tests, blood tests, and urinalysis, respectively.  
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Figure 5.7. Inventory consumption rates for three test types under extreme case II 

5.2.5.3. Extreme Condition Case III: No test request 

In a CL with no test request, technicians have no workload. It means total number of tests 

processed and completed will be zero. Thus, CL will only generate cost of labor and 

inventory for calibration while there will be no revenue for CL.  

 

 

Figure 5.8. Revenue and cost behavior under extreme case III 

 

Figure 5.8 shows the simulation model behavior under no test request extreme case. As 

expected, CL has no revenue but cost of labor and inventory cost for calibration is 

generated. Likewise, absence of test request does not generate any test production. Thus, 
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number of tests in backlog and completed tests will be zero throughout the year. Figure 5.9 

shows that the model generates the expected behavior. 

 

 

Figure 5.9. Tests in backlog behavior for three test types under extreme case III 

5.3. BEHAVIORAL VALIDITY OF THE MODEL 

Even if a model is structurally accepted, its validity cannot be fully proven without 

behavioral validity. Thus, the model should be subjected to behavioral analysis. Although 

structural validity tests are essential, they have a common disadvantage of being qualitative 

by their nature [124]. Thus, modelers need some quantifiable and numerical methods to 

complete the model validation procedure. In this study, behavior reproduction test and 

behavior anomaly are conducted on the model. 

5.3.1. Behavior Reproduction Test for the Model 

It is expected that the model reproduce real-life system behavior both qualitatively and 

quantitatively. Statistical methods should be preferred to compute statistical measures to 

compare the model with real-life results. There are multiple ways to measure the fit of 

simulation output to historical data. The analysis can include trend, period and mean 

comparisons [153]. In trend analysis, the model output will be compared with historical 

data, and type of trend is estimated. To compare the periods, generally autocorrelation tests 

are applied. In mean comparison method, percent errors in means of the outputs are 
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calculated. The comparison results will show whether model is overlapping with reality or 

not. 

In this study, due to lack of data for trend and period comparison methods cannot be 

carried out. Instead of these methods, comparison of means is used. Following table shows 

real mean values of some key outputs and simulation results for these outputs. These 

outputs are total number of overtime hours within a year, total number of completed tests 

within a year, average turnaround time (TAT) for coagulation test, average TAT for blood 

tests, average TAT for urine analysis. 

 

Table 5.3. Summary of analyzed simulation outputs 

 

Analyzed Variable Real Output Simulation Output Percentage Error 

overtime hours 300 hours/year 292 hours/year 0.026 

completed tests 300,000 tests/year 286,740 tests/year 0.042 

TAT for coagulation 1.5 hours 1.408 hours 0.061 

TAT for blood test 4 hours 4.072 hours 0.018 

TAT for urine test 2.5 hours 2.512 hours 0.004 

Labor 6 employees 6 employees 0.000 

 

In this study, tolerable percentage error is taken as 0.05 [154]. Based on the results on 

given table above, percentage errors of the outputs are less than the tolerable percentage 

error, except TAT for coagulation. However, when the unit of TAT for coagulation 

parameter is considered in terms of minutes, the difference between real and simulation 

outputs is nearly five minutes which the experts find it to be negligible. Thus, all of the 

analyzed simulation outputs are acceptable when they are compared with real data taken 

from the CL.  

5.3.2. Behavior Anomaly Test for the Model 

In some cases, conducting statistical tests are not due to the fact that data limitations. 

Behavior anomaly tests offer a chance to examine such cases. The main purpose is to see 

whether the model generates anomalous behavior when a certain relation is neglected or 
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modified. When a modeler neglects a relation among variables, it is expected that new 

behavior clearly shows the effect of this relation in the model, thus the importance of the 

relation. To detect behavior anomaly, loop knockout analysis is used as a common 

method in literature [30].  

A negative feedback relation loop is selected to zero out the target relation in ‘loop 

knockout analysis’. Due to the fact that negative feedback loops always try to reach a 

target value, the adjustment time in the loop is set at a very greater value [30].  

5.3.2.1. Inventory dispatched time 

In behavior anomaly test, inventory loop is the first loop that is examined. ‘Time to 

dispatch’ variable is set as an infinite number, and then model is run under this condition. 

Until the initial inventory is emptied, the model generates test production. After initial 

inventory value reached to zero for each of three test types, consumption and backlog 

values of first and final approval became zero as well (Figure 5.10). However, waiting tests 

in analytic phase backlog for three test types were accumulated (Figure 5.11).  

 

 

Figure 5.10. Consumption rates under infinite dispatching time condition 
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Figure 5.11. Backlog behaviors under infinite dispatching time condition 

5.3.2.2. Time to Decide Overtime 

Model detects overtime decision with a gap analysis. If ‘maximum allowable overtime 

hours’ is greater than ‘overtime hours needed’, then needed overtime hours are satisfied 

with overtime decision. In the loop, adjustment time to this corrective action is named as 

‘time to overtime decision’. This variable is set to an infinite value, and model is run for 

this case.  

Without allowable overtime, it is expected that model is pushed to make hiring decision. 

Although the same behavior is observed in our simulation model, it should be noted that 

hiring only 2 new employees is a bizarre decision for 292 overtime hours in a year. For 

such conditions (bizarre or physically impossible behavior) in behavior anomaly tests, 

modelers realize that examined relation is important for the model, and it must be included 

[30]. Figure 5.12 shows that without overtime decision, model needs more two technicians 

to hire.  
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Figure 5.12. Number of employees under infinite time to decide overtime condition 
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6. ANALYSIS OF MODEL 

 

Most of real systems are stable. When some small changes are made in a model parameter 

value, it is expected that model behavior does not response to these changes with dramatic 

outcomes. Thus, model consistency and confidence will increase if it is not affected by 

parameter variations. The purpose of sensitivity analysis is to determine the changes in 

model behavior if certain parameter values are altered in a definite range [124]. If changes 

in some parameter generate great changes in model behavior, then modelers conclude that 

more effort is needed to estimate the value of such parameters. 

In this study, we changed some critical model parameters and model outputs are examined 

for these changes. Here, effect of changes in critical backlog, test productivity, and test 

request on TAT, percentage completed (PC), overtime (OT), cost, and labor are analyzed. 

6.1.   SENSITIVITY ANALYSIS FOR ‘CRITICAL BACKLOG VALUE’  

In the first sensitivity analysis, ‘critical backlog value’ is decreased and increased by per 

cent. Table 6.1 illustrates the summary of sensitivity analysis results of CL performance 

parameters under ‘OT only’, ‘Hiring only’, and ‘Hiring with OT’ strategies for different 

critical backlog values. 

 

Table 6.1. Effect of 'critical backlog value' on performance outputs  

 

 

OT only Hiring only Hiring with OT 

Critical 

Backlog 

Cost 

($K) 

Change 

in Cost 

(%) 

OT 

(hours) 

Cost 

($K) 

Change 

in Cost 

(%) 

Effective

/ Labor 

Cost 

($K) 

Change 

in Cost 

(%) 

OT 

(hours) 

Effective

/ Labor 

710 492  2184 622  11/12 492  2184 6/6 

790 469 -4 292 622 0 11/12 469 -4 292 6/6 

870 465 < -1 0 622 0 11/12 465 < -1 0 6/6 

 

Decreasing the ‘critical backlog value’ leads to a more repressive working system in the 

CL. For this reason, the model is pushed to more overtime and hiring conditions. Thus, in 

all strategies, ‘cost’ increases as ‘critical backlog value’ decreases (Table 6.1). The results 

suggest that for the ‘OT only’ and ‘OT with hiring’ strategies, TAT and PC are insensitive, 
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where cost values generate a slight sensitivity to changes in the ‘critical backlog value’. 

Conversely, for the ‘hiring only’ strategy, ‘cost’ is sensitive to variations in the ‘critical 

backlog value’.  

6.2.   SENSITIVITY ANALYSIS FOR ‘TEST PRODUCTIVITY’ 

In this research, test productivity is defined as a one-dimensional array. ‘Test productivity 

1’ defines technicians’ productivity during pre-analytic phase, and ‘test productivity 2’ is 

used for productivity of doctor and supervisor during post-analytic phase. In base case, 

pre-analytic phase productivity per technician is set as 75 (tests/hour) and post-analytic 

phase productivity is set as 150 (tests/hour).  Again, parameter values are decreased and 

increased by 10 per cent for sensitivity analysis. Simulation results for different 

productivity levels under ‘OT only’, ‘Hiring only’, and ‘Hiring with OT’ strategies are 

given in Table 6.2. 

 

Table 6.2. Effect of 'test productivity per labor' on system performance outputs 

 

 

OT only Hiring only Hiring with OT 

Test 

Productivity 

PC 

(%) 

Cost 

($K) 

OT 

(hours) 

PC 

(%) 

Cost 

($K) 

Effective/ 

Labor 

PC 

(%) 

Cost 

($K) 

OT 

(hours) 

Effective/ 

Labor 

-10 

(%) 
100 469 292 100 622 11/12 100 469 292 6 

Base 

case 
100 469 292 100 622 11/12 100 469 292 6 

+10 

(%) 
100 469 292 100 622 11/12 100 469 292 6 

 

Although the number of technicians and overtime hours are same for ‘OT only’ and 

‘Hiring with OT’ strategies, ‘cost’ of these strategies are different. The reason of the 

difference is delays in daily assessments. When strategies are examined within themselves, 

the altered parameter does not change the year-end simulation results. It means model 

performance outputs have no sensitivity to ‘test productivity’ when it is changed in a 

reasonable range.  
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Despite the test productivity is an important indicator for the model, a change in ten per 

cents of the number of tests accomplished by the labor during pre-analytic phase did not 

generate a significant difference. The reason behind this is probably the bottleneck that 

exists in post-analytic phase. As mentioned in CL process (section 4.1.1), post-analytic 

phase consists of two serial processes in which, a supervisor and a laboratory doctor 

execute first approval and final approval of the test results respectively. To eliminate the 

existing bottleneck, one would have to increase productivity however this would cause 

lack of awareness detecting errors during the process. Moreover if we tried to overcome 

this bottleneck, we would be forced to employ an additional supervisor and laboratory 

doctor, then again this would cause a new problem for the hospital management since these 

positions require people with special set of skills meaning that the cost of wage would 

increase dramatically. 

6.3. SENSITIVITY ANALYSIS FOR ‘TEST REQUEST’ 

The parameter value, test request, is decreased and increased by 10 per cent for sensitivity 

analysis. Table 6.3 summarizes the sensitivity analysis results for altering ‘test request’ 

values.  

 

Table 6.3. Effect of 'test request' on system performance outputs 
 

 

 

OT only Hiring only Hiring with OT 

Test 

Request 
Cost 

($K) 

Change 

in Cost 

(%) 

OT 

(hours) 

Cost 

($K) 

Change 

in Cost 

(%) 

Effective

/ Labor 

Cost 

($K) 

Change 

in Cost 

(%) 

OT 

(hours) 

Effective/

Labor 

-10 

(%) 
442  0 566  10/11 442  0 6/6 

Base 

case 
469 6 292 622 10 11/12 469 6 292 6/6 

+10 

(%) 
494 5 331 661 6 12/12 494 5 331 6/6 

 

In all strategies, an increase in ‘test request’ (demand) generates more ‘cost’, while ‘PC’ 

and ‘TAT’ are not affected in the year-end values. In addition, the results show that, in 

terms of ‘cost’, ‘Hiring only’ strategies are more sensitive than ‘OT only’ and ‘Hiring with 

OT’ strategies. It is obvious that the model can satisfy yearly test demand without using all 
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available overtime hours. Consequently, model does not need to increase labor level in 

‘OT only’ and ‘Hiring with OT’ strategies. Whilst the process, this method offers stable 

functioning features even if we are to face a change of ten per cents in test demand. The 

reason behind that the machine capacity is never utilized fully.  
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7. DESIGN IMPROVEMENT 

 

7.1.  POLICY DEVELOPMENT 

To make further analysis, a number of structural changes will be undertaken to the policies 

in the base case. The changes to be made are found from importance weights of key 

performance variables gathered from ANP study. The first policy is selected as “increasing 

machine capacity” and second policy is “increasing training period after hiring”. 

Additionally, desired workforce is also considered as a policy to satisfy time requirement 

in this study. Then, these policies are introduced to three scenarios: “base case” scenario, 

“increase in test demand” scenario, and “redesigned labor workforce” scenario. Applied 

policies are summarized in the following table. 

 

Table 7.1. Descriptions of policy interventions 

 

Policy Policy Type Description 

 

 

 

 

 

Policy 1 

 

 

 

 

 

 

 

Flow 

Intervention 

In base case, centrifuge capacity is 192 tests/hour, 

coagulation is 40 tests/hour, blood test machine 100 

tests/hour, and urine analyzer capacity is taken as 200 

tests/hour. In this policy analysis, CL decision makers 

could change by renting their machines with higher 

capacity ones or duplicate their machines. In the case 

of duplicating the machines, if test demand is under 

50.000 tests/year, it generates a cost of renting for 

each machine. Otherwise, CL only pays the test kit 

demand cost. When yearly test demands are analyzed 

for base case, only blood test analyzer can be 

duplicated without rent cost. 

 

 

Policy 2 

 

 

 

Flow 

Intervention 

This policy intervention is focused on labor force of 

CL. Every new staff should be subjected to a training 

period, and during this period they do not involved in 

any testing procedure as workforce. In base case, this 

training period is three months. In this policy, training 
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period is extended to 4.5 months. It is implemented in 

the model by altering time to training parameter. 

 

Policy 3 

 

 

Stock & Flow 

Intervention 

 

In base case, desired workforce is found based on 

tests in backlog and available overtime hours of labor. 

In this policy, desired workforce is calculated based 

on test requests directly. 

 

 

Policy 4 

 

 

Flow 

Intervention 

 

A Combination of Policy 1 & 2 

 

Policy 5 

 

 

Stock & Flow 

Intervention 

 

A Combination of Policy 1, 2 & 3 

 

Developed policies are analyzed for base strategy (BS) and two different scenarios 

(Scenario 1 and Scenario 2). New scenarios are explained in the following section in detail. 

7.1.1. Scenario 1: Base Strategy 

Above mentioned policies are examined for base case strategy. The model is run for one 

year, and the year-end results of each policy are given in the following table. 

 

Table 7.2. Policy analysis results for scenario 1 

 

 OT 

(hrs.) 

Labor 

(emp.) 

PC 

(%) 

TAT 

(coag.) 

(hrs.) 

TAT 

(bt) 

(hrs.) 

TAT 

(urine) 

(hrs.) 

Cost 

($K) 

Hired Effective 

Policy 1 
(increasing 

machine 

capacity) 

292 0 6 100 1.408 4.072 2.512 469.397 

Policy 2 
(increasing 

training 

period) 

292 0 6 100 1.408 4.072 2.512 473.004 
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Policy 3 
(changing 

labor level 

based on 

daily test 

requests) 

3594 6 12 100 1.408 4.072 2.512 693.845 

Policy 4 
(Policy1&2) 

292 0 6 100 1.408 4.072 2.512 469.397 

Policy 5 
(Policy 

1,2&3) 

3403 6 12 100 1.408 4.072 2.512 691.553 

 

Table 7.3. Cost indicator values for policies under scenario 1 

 

 Labor Cost 

 ($K) 

Inventory Cost 

($K) 

OT Cost 

($K) 

Penalty Cost 

($) 

Total Cost 

($K) 

Policy 1 
(increasing 

machine capacity) 
188.856 275.773 3518 1250 469.397 

Policy 2 
(increasing 

training period) 

189.372 278.613 3518 1500 473.004 

Policy 3 
(changing labor 

level based on 

daily test 

requests) 

373.564 275.773 43.257 1250 693.845 

Policy 4 
(Policy1&2) 

188.856 275.773 3518 1250 469.397 

Policy 5 
(Policy 1,2&3) 373.564 275.773 40.965 1250 691.553 

 

Due to the fact that demand behavior did not change, in Policy 1, 2, and 4, the model 

performance data (overtime, labor, percentage completed, test turnaround time (TAT), and 

cost did not generate difference from the base case results given in the previous chapter. In 

Policy 3, desired workforce is redesigned based on daily test demand. If overtime limit is 

fulfilled, hiring decision is done based on daily test demand in CL. Based on this policy; 

number of employees increase from 6 to 12. Thus, total allowable overtime hours are 

increased to 3594 hours/year. As mentioned before daily test demand is not changed, so 

there is no difference in terms of TAT and cost of CL. However, due to new hires and 

increased overtime hours, and cost of CL increases under this policy. In Policy 5, blood 

test machine capacity and training period of new hires are increased, and desired workforce 

level in hiring decision is calculated based on daily test demand instead of daily backlog 
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level. In this case, labor need increases to 12 employees and overtime hours reach 3403 

hours/year. Due to these reactions, cost of CL increases to $691.553.  

It should be noted that Policy 1 and Policy 4 generate exactly the same behavior although 

Policy 4 also covers increasing the machine capacity condition. Accordingly, when the 

machine utilizations were checked; it is observed that duplicated blood analyzer is idle for 

90 per cent of process time. For base case scenario, Policy 1, 2, and 4 should be chosen by 

the decision makers rather than Policy 3 and 5 because same performance can be achieved 

with less cost. 

7.1.2. Scenario 2: Increase in Demand Environment 

In scenario 2, test demand is increased by 20 per cent for each test type after sixth month, 

and each policy is run for this changing demand environment. Such an increase can be 

examined in simulation model by altering the demands of each test type based on the 

following equations. 

 

Table 7.4. Altered equations for scenario 2 

 

Variable name in simulation Equation for the variable 

Test request coag (144+Step(30,180))*Qualified_sample_fraction 

Test request bt (416+STEP(84,180))*Qualified_sample_fraction_bt 

Test request urinalysis (256+Step(51,180))*Qualified_sample_fraction_urinalysis 

 

Again, simulation time period is taken as one year, and Table 7.4 shows year-end results of 

performance parameters. 
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Table 7.5. Policy analysis results for scenario 2 

 

 OT 

(hrs.) 

Labor 

(emp.) 

PC 

(%) 

TAT 

(coag.) 

(hrs.) 

TAT 

(bt) 

(hrs.) 

TAT 

(urine) 

(hrs.) 

Cost 

($K) 

Hired Effective 

Policy 1 
(increasing 

machine 

capacity) 

2485 6 11 100 1.408 4.072 2.512 610.129 

Policy 2 
(increasing 

training 

period) 

2377 6 10 100 1.408 4.072 2.512 608.821 

Policy 3 
(changing 

labor level 

based on 

daily test 

requests) 

3622 6 12 100 1.408 4.072 2.512 729.114 

Policy 4 
(Policy1&2) 

2377 6 10 100 1.408 4.072 2.512 608.821 

Policy 5 
(Policy 

1,2&3) 
3436 6 12 100 1.408 4.072 2.512 726.870 

 

 

Table 7.6. Cost indicator values for policies under scenario 2 

 

 Labor Cost 

($K) 

Inventory Cost 

($K) 

OT Cost 

($K) 

Penalty Cost 

($) 

Total Cost 

($K) 

Policy 1 
(increasing 

machine 

capacity) 

272.942 304.735 29.952 2500 610.129 

Policy 2 
(increasing 

training period) 

272.942 304.735 28.644 2500 608.821 

Policy 3 
(changing labor 

level based on 

daily test 

requests) 

378.268 304.735 43.611 2500 729.114 

Policy 4 
(Policy1&2) 

272.942 304.735 28.644 2500 608.821 

Policy 5 
(Policy 1,2&3) 

378.268 304.735 41.367 2500 726.870 
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In Policy 2 and 4, need of labor reaches to maximum number and effective labor level 

reaches 10, and overtime hours are also affected from this change in labor level.  

 

 

Figure 7.1. Labor and effective labor behavior under Scenario 2 for Policy 1 

 

 
 

Figure 7.2. Labor and effective labor behavior under Scenario 2 for Policy 2 

 

Cost of CL increases due to the fact that these changes (labor and overtime cost). Although 

TAT of blood test decreases, TAT of coagulation and urine analysis increase to 1.480 and 

2.536 hours on the average, however, these values are still within feasible test times. Policy 

analysis results show that Policy 2, increased training time, and Policy 4, extending 

training period of new hires and increasing blood test machine capacity, yield the same 

performance results. It should be noted that Policy 4 is a combination of Policy 1 and 2, the 
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results show that if decision makers faced a demand increase in the second half of the year, 

only increasing the blood test machine capacity generates more cost than increasing 

machine capacity and training period of new hires. The difference between Policy 1 and 

Policy 2 or 4 is that they generate different overtime levels. Actually, increasing only 

machine capacity in an increased demand environment cannot capture all performance 

indicators directly. Consequently, increased machine capacity generates bottleneck in pre 

and post-analytic phases and it generates more overtime. 

 

 

Figure 7.3. Labor and effective labor behavior under Scenario 2 for Policy 4 

 

Although labor level reaches the maximum level in all policies, the cost of labor and 

overtime hours in Policy 3 and Policy 5 are greater than the others. Changing hiring and 

overtime decision technique based on the daily test requests, in Policy 3 and 5, this is 

because the rate of hiring more rapidly (Figure 7.4 and Figure 7.5). 
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Figure 7.4. Labor and effective labor behavior under Scenario 2 for Policy 3 

 

 

 

Figure 7.5. Labor and effective labor behavior under Scenario 2 for Policy 5 

 

In other words, in Policy 3 and 5, model decides hiring decision earlier than other polices. 

Due to the fact that all test requests are satisfied, time related performance parameters do 

not change for any policies under this scenario. Thus, decision makers can make a 

judgment based on cost. In this case, it can be concluded that Policy 2, or 4 should be 

chosen by the decision makers. 
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7.1.3. Scenario 3: Rapid Market Shrinkage and Boost 

In this scenario, for the first three quarters of the year, test demands drop 20 per cent from 

the previous year’s demand, and a sudden increase occur after third quarter of the year by 

30 per cent from the last year’s demand. Simulation model is again run for one year, and 

year-end results of performance parameters are summarized for each policy. 

 

Table 7.7. Policy analysis results for scenario 3 

 

 OT 

(hrs.) 

Labor 

(emp.) 

PC 

(%) 

TAT 

(coag.) 

(hrs.) 

TAT 

(bt) 

(hrs.) 

TAT 

(urine) 

(hrs.) 

Cost 

($K) 

Hired Effective 

Policy 1 
(increasing 

machine 

capacity) 

668 6 9 100 1.432 4.062 2.5 495.839 

Policy 2 
(increasing 

training 

period) 

630 6 8 100 1.432 4.062 2.5 495.371 

Policy 3 
(changing 

labor level 

based on 

daily test 

requests) 

3597 6 12 100 1.432 4.062 2.5 678.775 

Policy 4 
(Policy1&2) 

630 6 8 100 1.432 4.062 2.5 495.371 

Policy 5 
(Policy 

1,2&3) 

3413 6 12 100 1.432 4.062 2.5 676.567 

 

Table 7.8. Cost indicator values for policies under scenario 3 

 

 Labor 

Cost 

 ($K) 

Inventory Cost 

($K) 

OT Cost 

($K) 

Penalty Cost 

($) 

Total Cost 

($K) 

Policy 1 
(increasing 

machine capacity) 
227.653 257.561 8124 2500 495.839 
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Policy 2 
(increasing 

training period) 

227.653 257.561 7656 2500 495.371 

Policy 3 
(changing labor 

level based on 

daily test 

requests) 

375.417 257.561 43296 2500 678.775 

Policy 4 
(Policy1&2) 

227.653 257.561 7656 2500 495.371 

Policy 5 
(Policy 1,2&3) 

375.417 257.561 41088 2500 676.567 

 

In case of a sharp decrease and increase, the change in penalty costs show that although 

average value of percentage completed (PC) is 100 per cent; model cannot perform the 

total test requests for 10 days in a year thus under capacity cost (penalty cost) is generated. 

Also, blood test TAT increases, but still is within feasible test time. Policy analysis results 

show that Policy 2, increased training time, and Policy 4, extending training period of new 

hires and increasing blood test machine capacity, yield the same performance results. 

Accordingly, when the machine utilizations were checked; it is observed that duplicated 

blood analyzer is idle for nearly 50 per cent of process time. The total number of labor 

behaviors of all policies under a market shrinkage and boost are given in the following 

figures. 

 

 

Figure 7.6. Labor and effective labor behavior under Scenario 3 Policy 1 
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Figure 7.7. Labor and effective labor behavior under Scenario 3 Policy 2 

 

 
 

Figure 7.8. Labor and effective labor behavior under Scenario 3 Policy 4 

 

Figure 7.6, 7.7, and 7.8 show that model hires new labor to catch up with the new demand 

behavior. End of the year, effective labor number is 9 for Policy 1 and 8 for Policy 2 and 

Policy 4. 

 

 

Figure 7.9. Labor and effective labor behavior under Scenario 3 Policy 3 
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Figure 7.10. Labor and effective labor behavior under Scenario 3 Policy 5 

 

As mentioned before, Policy 3 and Policy 5 have an aggressive hiring structure. This 

behavior is also shown in Figure 7.9 and 7.10, thus model starts to hiring in the first days 

of the simulation. Labor level reaches to maximum capacity when the CL faces a rapid 

increase in demand. 
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8. CONCLUSION 

 

In this research, a multi-methodology approach was used to present a framework for 

dynamic model construction and to support the conceptual model development and 

structural validation phases of SD modeling.  

In this study, first the working process of a CL was explained, and the performance 

indicators were outlined. Then, based on the definition of “performance” in Section 4.1.2, 

main variables of the conceptual model were determined. After that to illustrate the 

influence of variables on each other initial conceptual model was developed. At the same 

time, an ANP model was developed using pairwise relation and comparison matrices (see 

Section 4.2). Based on the ANP model results, initial conceptual model (CLD) was revised 

based. 

Revised conceptual model was used to develop the dynamic model. Developed model was 

run for base case parameters taken from a CL. The results of the simulation model were 

used for verification and validation.  

Structure verification, parameter verification, and boundary adequacy tests are conducted 

in a multi-methodology framework. In this framework, the results gathered from ANP 

method was used for structure and parameter verification, and boundary adequacy analysis. 

Thus, conceptual and simulation models were enriched to be more suitable for real-life 

conditions. Then, equations in the model were checked for dimensional consistency, and a 

set of extreme conditions tests were applied to the model for structural validity check. The 

results confirm the structural validity of the model. For behavioral validity; behavior 

reproduction and behavior anomaly tests were carried out. The model outputs: overtime 

hours, completed tests, TAT, and labor level were compared with real performance results 

for behavior reproduction test. Based on the compared results, all outputs were found to be 

within the tolerable error range. Additionally, inventory and overtime loops were subjected 

to ‘loop knockout analyses’ under behavior anomaly tests. Simulation model generated 

expected results for this analysis as well. Based on the results of examined tests (both 

structural and behavioral validity tests), the model credibility was found to be adequate. 

Thus, developed model to analyze CL performance management dynamics was verified 

and validated. 
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Sensitivity analysis was conducted to increase model consistency and confidence. ‘Critical 

backlog value’, ‘test productivity’, and ‘test request’ variables were selected for this 

analysis. The sensitivity analysis show that model performance outputs are sensitive to 

changes in ‘critical backlog value’ for ‘OT only’ and ‘Hiring only’ strategies. On the other 

hand, for ‘Hiring with OT’ strategy ‘cost’ was not sensitive to changes in ‘critical backlog 

value’. For both three strategies, ‘test productivity’ cannot generate sensitivity on model 

performance outputs. Last sensitivity analysis was done to analyze responses of model 

performance outputs for different ‘test request’ values. The results indicate that ‘cost’ was 

sensitive to ‘test request’ under all strategies. ‘OT only’ and ‘Hiring with OT’ strategies 

generated same results for different values of ‘test request’. Under ‘Hiring only’ strategy, 

‘cost’ variable behaved more sensitive than other two strategies. 

The overall results indicate that critical model parameters cannot generate dramatic 

changes in model behavior. This means that there was no more effort that had been needed 

to estimate the values of these critical parameters, and the model can be used for design 

improvement. 

In design improvement section, a set of policies were developed to make some structural 

changes in the model. In Policy 1, machine capacities were increased by renting additional 

machines or replacing current machines with higher capacity ones. In policy 2, training 

period of new hires was increased. ‘Desired workforce’ level was determined by ‘a test in 

backlog’ and ‘available overtime hours’, but in Policy 3, desired workforce was calculated 

based on test requests. Policy 4 is the combination of Policy 1 and 2, and Policy 5 is the 

combination of Policy 1, 2, and 3. Developed policies were applied for three scenarios; 

scenario 1: base strategy, scenario 2: increase in demand environment, and scenario 3: 

rapid market shrinkage and boost. For base strategy, Policy 1 and Policy 4 were found as 

the most applicable ones. This means if the managers faced with base case scenario, 

increasing the machine capacity or more training for new hires and increasing machine 

capacity increase the productivity of the CL. If decision makers faced with an increase in 

test requests or rapid changes in market demand, Policy 1, 2 or 4 should be chosen to 

increase CL performance. 
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A significant value of this research is that it provides a rich literature review about 

simulation application in healthcare studies and comparison between two important 

simulation techniques; System Dynamics and Discrete-event simulation. 

The major goal of this study  was  to constitute  a  system  dynamics  model  to understand 

and evaluate overall performance  of a clinical  laboratory  by considering the dynamics 

among cost, resource utilization,  labor, quality, and time constraints. This study improved 

on existing model structures in the literature. The endogenous focus of our model and its 

ability to simulate the factors involved with multiple sectors (hiring, test production, cost, 

inventory, and overtime) to examine the dynamic behavior of a system improves the more 

common single sector models driven by external data. 

In today’s fast moving world CL’s are facing a long term dynamic resource management 

problems that requires careful planning and decision making. System dynamics 

methodology attempts to address the structural root causes of continuing problems. Its 

“systems” perspective captures a holistic view, and aggregates various disciplines together. 

This approach of system dynamics is significant in handling multi-dimensional problems. 

This research provides a comprehensive outline of SD, including and suggesting a new 

conceptual framework, and capturing the technical aspects of SD analysis.  Thus, this study 

improves the existing SD model development methodology suggested in the literature by 

Sterman [30]. A new SD model development framework is created using multi-

methodology approach. This framework can be used to provide guidance to modelers 

during their model development process.  

SD simulation models are mostly used for developing system operating strategies, and to 

understand system behaviors. The main concern of stakeholders is the model and generated 

outputs are correct for real system. This concern is addressed through model validation and 

verification. However, verification and validation in SD is a complex process because it 

has the difficulty of formalizing and quantifying results. This study provides a structured 

and strategic conversation with stakeholder to address this difficulty. Model 

conceptualization is another crucial part of SD since all the concepts that are going to be 

worked on will be linked to causal relationships among variables. Collaboration with 

experts and decision makers will create more realistic solutions for model 

conceptualization and structural validity is carried out through group decision making in 
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literature. In proposed framework, to be able to ensure this collaboration, ANP 

methodology is suggested. ANP provides a structured approach to collect expert opinions 

and to ensure all given inputs are considered and weighted properly. This framework 

captures the benefits of both ANP and SD modeling methodologies and generates a more 

structured (formalized) conversation with experts to quantify structural confirmation and 

model development. Thus, this study will complement existing literature by providing a 

multi-methodology framework that presents ANP approach to be used to initially generate 

and then validate the conceptual model and to ensure boundary adequacy, structure and 

parameter verification of the dynamic model. This can be classified as another significant 

contribution of this research to the literature.  

Finally, the developed SD model can be used in CLs by designing an interface between 

model and the users. In this case, various conditions can be tested by the users, and what-if 

scenarios can be generated for managerial decisions and actions. The model can be altered 

with additional variables and scenarios if the conditions of a CL changes. Even though this 

study has not covered leave rate of labor, it is able to fully work out this case of 

implication in practice.  

In current model, late deliveries affect the model in terms of penalty cost, and demand 

behavior of the model is independent of this phenomenon. For future work, model can be 

extended to function with endogenous demand behavior. In order to accomplish this, TAT 

will affect test demand behavior of the patients in cases of late deliveries. This way, the 

change in market could be much more easily demonstrated in the model. Moreover, test 

demand behavior can be forecasted with a non-linear regression model. In this forecast, 

penalty cost and late delivery variables can be included.  

In conclusion, SD modeling technique has significant tools to offer as we enter the fast 

moving, complex new era. The problems in the real world cannot be isolated from social, 

economic, or technical aspects. They all interact in real world system. Thus, the 

interdisciplinary and systemic approach of SD is necessary to model complex problems 

that faced in reality.  
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APPENDIX A: ANP SURVEY 

 

Pairwise Comparison Questions 

1. Based on your own opinion, which indicator do you consider more influential on 

clinical laboratory performance? 

  

2. Based on your own opinion, which indicator do you consider more influential on 

cost of a clinical laboratory? 

C1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C2 

C1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C3 

C1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C4 

C1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C5 

C2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C3 

C2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C4 

C2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C5 

C3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C4 

C3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C5 

C4 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 C5 

 

3. Based on your own opinion, which indicator do you consider more influential on 

quality of a clinical laboratory? 

Q1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Q2 

Q1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Q3 

Q1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Q4 

Q2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Q3 

Q2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Q4 

Q3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Q4 

 

4. Based on your own opinion, which indicator do you consider more influential on 

resource management of a clinical laboratory? 

RM1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM2 

RM1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM3 

RM1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM4 

Cost 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Quality 

Cost 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Resource 
Management 

Cost 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Time 

Quality 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Resource 

Management 

Quality 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Time 

Resource 

Management 

9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Time 
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RM1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM5 

RM1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM6 

RM1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM7 

RM2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM3 

RM2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM4 

RM2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM5 

RM2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM6 

RM2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM7 

RM3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM4 

RM3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM5 

RM3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM6 

RM3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM7 

RM4 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM5 

RM4 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM6 

RM4 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM7 

RM5 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM6 

RM5 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM7 

RM6 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 RM7 

 

5. Based on your own opinion, which indicator do you consider more influential on 

time management of a clinical laboratory? 

 

  

T1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T2 

T1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T3 

T1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T4 

T1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T5 

T2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T3 

T2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T4 

T2 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T5 

T3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T4 

T3 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T5 

T4 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 T5 
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APPENDIX B: EXPERT OPINIONS  

 

 

 

 

 

 

Figure B. 1. ANP questionnaire results for Expert 1 
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Figure B. 2. Pairwise comparison results of Expert 1 
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Figure B. 3 ANP questionnaire results for Expert 2 
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Figure B. 4. Pairwise comparison results of Expert 2 
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Figure B. 5. ANP questionnaire results for Expert 3 
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Figure B. 6. Pairwise comparison results of Expert 3  
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Figure B. 7. ANP questionnaire results for Expert 4 
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Figure B. 8. Pairwise comparison results of Expert 4 
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Figure B. 9. ANP questionnaire results for Expert 5 
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Figure B.10. Pairwise comparison results of Expert 5 

 

 

 

 

 

 

 

  



 

 

              

   
 

 

 

   

Figure C. 1. Unweighted super-matrix 

 

Cost Quality Resource ManagementTime C1 C2 C3 C4 C5 Q1 Q2 Q3 Q4 RM1 RM2 RM3 RM4 RM5 RM6 RM7 T1 T2 T3 T4 T5

Cost 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

Quality 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

Resource Management0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

Time 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 1,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

C1 0,12 0,00 0,00 0,00 0,00 0,25 0,00 0,33 0,33 0,25 0,25 0,00 0,00 0,50 0,50 1,00 0,25 1,00 0,33 0,00 0,00 1,00 0,25 0,00 0,00

C2 0,19 0,00 0,00 0,00 1,00 0,00 0,00 0,33 0,33 0,25 0,25 0,00 0,00 0,50 0,50 0,00 0,25 0,00 0,33 0,00 0,00 0,00 0,25 0,00 0,00

C3 0,29 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,33 0,00 0,00 0,00 0,00 0,00 0,00

C4 0,34 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,33 0,25 0,25 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00

C5 0,07 0,00 0,00 0,00 0,00 0,25 1,00 0,33 0,00 0,25 0,25 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00

Q1 0,00 0,21 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,25 0,00 0,00

Q2 0,00 0,32 0,00 0,00 0,00 1,00 0,00 0,00 0,33 0,00 0,00 1,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,25 0,00 0,00

Q3 0,00 0,10 0,00 0,00 0,00 0,00 0,00 0,00 0,33 0,50 0,50 0,00 0,00 0,00 0,00 0,00 1,00 1,00 0,50 0,25 0,00 0,00 0,25 1,00 0,00

Q4 0,00 0,37 0,00 0,00 0,00 0,00 0,00 0,00 0,33 0,50 0,50 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,50 0,25 0,00 0,00 0,25 0,00 0,00

RM1 0,00 0,00 0,08 0,00 0,00 0,20 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,50 0,50 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

RM2 0,00 0,00 0,06 0,00 0,50 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 1,00 0,00 0,50 0,00 0,00 0,00 0,00 0,00 0,00 0,33 0,00 0,00

RM3 0,00 0,00 0,06 0,00 0,50 0,20 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,50 0,00 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,00

RM4 0,00 0,00 0,19 0,00 0,00 0,20 0,00 0,33 0,00 0,25 0,00 0,33 0,00 0,00 0,00 0,00 0,00 0,25 1,00 1,00 0,00 0,00 0,00 0,00 0,00

RM5 0,00 0,00 0,19 0,00 0,00 0,00 0,00 0,33 0,50 0,25 0,00 0,33 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

RM6 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,50 0,25 0,50 0,33 1,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,00 1,00 0,33 1,00 0,00

RM7 0,00 0,00 0,21 0,00 0,00 0,20 0,00 0,33 0,00 0,25 0,50 0,00 0,00 0,00 0,00 0,00 1,00 0,25 0,00 0,00 0,00 0,00 0,33 0,00 0,00

T1 0,00 0,00 0,00 0,09 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

T2 0,00 0,00 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,00 0,33 0,33 0,00

T3 0,00 0,00 0,00 0,24 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,25 0,00 1,00 1,00 0,00 0,33 0,33 0,25 1,00 0,50 1,00 0,00 0,33 0,50

T4 0,00 0,00 0,00 0,22 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,25 0,50 0,00 0,00 0,00 0,33 0,33 0,25 0,00 0,50 0,00 0,33 0,00 0,50

T5 0,00 0,00 0,00 0,20 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,25 0,50 0,00 0,00 0,00 0,33 0,33 0,25 0,00 0,00 0,00 0,33 0,33 0,00
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Time
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Figure C. 2. Weighted super-matrix 

Cost Quality Resource ManagementTime C1 C2 C3 C4 C5 Q1 Q2 Q3 Q4 RM1 RM2 RM3 RM4 RM5 RM6 RM7 T1 T2 T3 T4 T5

Cost 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

Quality 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

Resource Management 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

Time 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

C1 0,12 0,00 0,00 0,00 0,00 0,08 0,00 0,17 0,11 0,08 0,06 0,00 0,00 0,13 0,17 0,50 0,06 0,25 0,08 0,00 0,00 0,33 0,06 0,00 0,00

C2 0,19 0,00 0,00 0,00 0,50 0,00 0,00 0,17 0,11 0,08 0,06 0,00 0,00 0,13 0,17 0,00 0,06 0,00 0,08 0,00 0,00 0,00 0,06 0,00 0,00

C3 0,29 0,00 0,00 0,00 0,00 0,08 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,08 0,00 0,00 0,00 0,00 0,00 0,00

C4 0,34 0,00 0,00 0,00 0,00 0,08 0,00 0,00 0,11 0,08 0,06 0,00 0,00 0,00 0,00 0,00 0,06 0,00 0,00 0,00 0,00 0,00 0,06 0,00 0,00

C5 0,07 0,00 0,00 0,00 0,00 0,08 1,00 0,17 0,00 0,08 0,06 0,00 0,00 0,00 0,00 0,00 0,06 0,00 0,00 0,00 0,00 0,00 0,06 0,00 0,00

Q1 0,00 0,21 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,08 0,00 0,00 0,06 0,00 0,00

Q2 0,00 0,32 0,00 0,00 0,00 0,33 0,00 0,00 0,11 0,00 0,00 0,33 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,08 0,00 0,00 0,06 0,00 0,00

Q3 0,00 0,10 0,00 0,00 0,00 0,00 0,00 0,00 0,11 0,17 0,13 0,00 0,00 0,00 0,00 0,00 0,25 0,25 0,13 0,08 0,00 0,00 0,06 0,33 0,00

Q4 0,00 0,37 0,00 0,00 0,00 0,00 0,00 0,00 0,11 0,17 0,13 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,13 0,08 0,00 0,00 0,06 0,00 0,00

RM1 0,00 0,00 0,08 0,00 0,00 0,07 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,17 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

RM2 0,00 0,00 0,06 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,25 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,08 0,00 0,00

RM3 0,00 0,00 0,06 0,00 0,25 0,07 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,17 0,00 0,00 0,06 0,00 0,00 0,00 0,00 0,00 0,00 0,00

RM4 0,00 0,00 0,19 0,00 0,00 0,07 0,00 0,17 0,00 0,08 0,00 0,11 0,00 0,00 0,00 0,00 0,00 0,06 0,25 0,33 0,00 0,00 0,00 0,00 0,00

RM5 0,00 0,00 0,19 0,00 0,00 0,00 0,00 0,17 0,17 0,08 0,00 0,11 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

RM6 0,00 0,00 0,20 0,00 0,00 0,07 0,00 0,00 0,17 0,08 0,13 0,11 0,50 0,00 0,00 0,00 0,00 0,06 0,00 0,00 0,00 0,33 0,08 0,33 0,00

RM7 0,00 0,00 0,21 0,00 0,00 0,07 0,00 0,17 0,00 0,08 0,13 0,00 0,00 0,00 0,00 0,00 0,25 0,06 0,00 0,00 0,00 0,00 0,08 0,00 0,00

T1 0,00 0,00 0,00 0,09 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

T2 0,00 0,00 0,00 0,25 0,00 0,00 0,00 0,00 0,00 0,00 0,06 0,08 0,00 0,00 0,00 0,00 0,00 0,00 0,06 0,00 0,00 0,00 0,08 0,11 0,00

T3 0,00 0,00 0,00 0,24 0,00 0,00 0,00 0,00 0,00 0,00 0,06 0,08 0,00 0,25 0,33 0,00 0,08 0,08 0,06 0,33 0,50 0,33 0,00 0,11 0,50

T4 0,00 0,00 0,00 0,22 0,00 0,00 0,00 0,00 0,00 0,00 0,06 0,08 0,25 0,00 0,00 0,00 0,08 0,08 0,06 0,00 0,50 0,00 0,08 0,00 0,50

T5 0,00 0,00 0,00 0,20 0,00 0,00 0,00 0,00 0,00 0,00 0,06 0,08 0,25 0,00 0,00 0,00 0,08 0,08 0,06 0,00 0,00 0,00 0,08 0,11 0,00
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Figure C. 3. Limit matrix 

C1 C2 C3 C4 C5 Q1 Q2 Q3 Q4 RM1 RM2 RM3 RM4 RM5 RM6 RM7 T1 T2 T3 T4 T5

C1 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08

C2 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08

C3 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01

C4 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03

C5 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04

Q1 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01

Q2 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07

Q3 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08 0,08

Q4 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04

RM1 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02

RM2 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04

RM3 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03

RM4 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06 0,06

RM5 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02

RM6 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09 0,09

RM7 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04 0,04

T1 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00

T2 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03 0,03

T3 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10 0,10

T4 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07 0,07

T5 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05

Resource Management Time

Cost

Quality

Resource 

Management

Time

Cost Quality

1
2
7 
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APPENDIX D: SIMULATION MODEL EQUATIONS 

 

Backlog_of_analytic_phase(t) = Backlog_of_analytic_phase(t - dt) + 

(centrifuge_completion + Operational_return_rate - 

analytic_phase__completion_rate_coag) * dt 

INIT Backlog_of_analytic_phase = 0 

INFLOWS: 

centrifuge_completion = centrifuge_rate 

Operational_return_rate = coagulation_return_rate*Total_operational_return 

OUTFLOWS: 

analytic_phase__completion_rate_coag = IF Inventory[1]>=320 THEN 

MIN(Backlog_of_analytic_phase,320) ELSE 

MIN(Inventory[1],Backlog_of_analytic_phase) 

Backlog_of_analytic__phase_bt(t) = Backlog_of_analytic__phase_bt(t - dt) + 

(Pre_analytic_phase__completion_rate_bt + Operational_return_bt - 

analytic_phase__completion_rate_bt) * dt 

INIT Backlog_of_analytic__phase_bt = 0 

INFLOWS: 

Pre_analytic_phase__completion_rate_bt = 

MIN((Tests_in_backlog_bt/time_fraction),Capacity_rate[1]) 

Operational_return_bt = bt_return_rate*Total_operational_return 

OUTFLOWS: 

analytic_phase__completion_rate_bt = IF Inventory[2]>=800 THEN 

MIN(Backlog_of_analytic__phase_bt,800) ELSE 

MIN(Inventory[2],Backlog_of_analytic__phase_bt) 

Backlog_of_analytic__phase_urinalysis(t) = Backlog_of_analytic__phase_urinalysis(t 

- dt) + (Operational_return_urinalysis + 

Pre_analytic_phase__completion_rate_urinalysis - 

analytic_phase__completion_rate_urinalysis) * dt 

INIT Backlog_of_analytic__phase_urinalysis = 0 

INFLOWS: 

Operational_return_urinalysis = Total_operational_return*urinalysis_return_rate 
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Pre_analytic_phase__completion_rate_urinalysis = 

MIN((Tests_in_backlog_urinalysis/time_fraction),Capacity_rate[1]) 

OUTFLOWS: 

analytic_phase__completion_rate_urinalysis = IF Inventory[3]>=1600 THEN 

MIN(Backlog_of_analytic__phase_urinalysis,1600) ELSE 

MIN(Inventory[3],Backlog_of_analytic__phase_urinalysis) 

Backlog_of__final_approval(t) = Backlog_of__final_approval(t - dt) + 

(first_approval__completion_rate - final_approval__completion_rate) * dt 

INIT Backlog_of__final_approval = 0 

INFLOWS: 

first_approval__completion_rate = 

MIN((Backlog_of__first_approval/time_fraction),Capacity_rate[2]) 

OUTFLOWS: 

final_approval__completion_rate = 

MIN((Backlog_of__final_approval/time_fraction),Capacity_rate[2]) 

 TIMESTAMPED 

Backlog_of__first_approval(t) = Backlog_of__first_approval(t - dt) + 

(Post_analytic_phase - first_approval__completion_rate) * dt 

INIT Backlog_of__first_approval = 0 

INFLOWS: 

Post_analytic_phase = 

SUM(analytic_phase__completion_rate_bt,analytic_phase__completion_rate_coag,an

alytic_phase__completion_rate_urinalysis,(Retest_discovery_rate*Documental_retur

n__percentage)) 

OUTFLOWS: 

first_approval__completion_rate = 

MIN((Backlog_of__first_approval/time_fraction),Capacity_rate[2]) 

Completed_tests_with_or_without_error(t) = 

Completed_tests_with_or_without_error(t - dt) + (final_approval__completion_rate) 

* dt 

INIT Completed_tests_with_or_without_error = 0 

INFLOWS: 
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final_approval__completion_rate = 

MIN((Backlog_of__final_approval/time_fraction),Capacity_rate[2]) 

 TIMESTAMPED 

Effective_Labor(t) = Effective_Labor(t - dt) + (Training_period) * dt 

INIT Effective_Labor = 6 

INFLOWS: 

Training_period = New_hires/Time_to_training 

Inventory[1](t) = Inventory[1](t - dt) + (Ordering_volume[1] - Consumption[1]) * dt 

INIT Inventory[1] = 0 

Inventory[2](t) = Inventory[2](t - dt) + (Ordering_volume[2] - Consumption[2]) * dt 

INIT Inventory[2] = 0 

Inventory[3](t) = Inventory[3](t - dt) + (Ordering_volume[3] - Consumption[3]) * dt 

INIT Inventory[3] = 0 

INFLOWS: 

Ordering_volume[1] = Gap_in_inventory[1]/Time_to_dispatch 

Ordering_volume[2] = Gap_in_inventory[2]/Time_to_dispatch 

Ordering_volume[3] = Gap_in_inventory[3]/Time_to_dispatch 

OUTFLOWS: 

Consumption[1] = 

(Inventory_used_per_test[1]*analytic_phase__completion_rate_coag)+(Inventory_us

ed_for_calibration[1]*Level_of_calibration) 

Consumption[2] = 

(Inventory_used_per_test[2]*analytic_phase__completion_rate_bt)+(Inventory_used

_for_calibration[2]*Level_of_calibration) 

Consumption[3] = 

(Inventory_used_per_test[3]*analytic_phase__completion_rate_urinalysis)+(Inventor

y_used_for_calibration[3]*Level_of_calibration) 

New_hires(t) = New_hires(t - dt) + (Hiring - Training_period) * dt 

INIT New_hires = 0 

INFLOWS: 

Hiring = Gap_in_labor/Delay_in 

OUTFLOWS: 

Training_period = New_hires/Time_to_training 
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overtime(t) = overtime(t - dt) + (Overtime_rate) * dt 

INIT overtime = 0 

INFLOWS: 

Overtime_rate = gap/Time_to_overtime__decision 

Returned_tests(t) = Returned_tests(t - dt) + (Retest_discovery_rate) * dt 

INIT Returned_tests = 0 

INFLOWS: 

Retest_discovery_rate = Undiscovered_retest/Time_to_discover_retest 

Tests_in_backlog_bt(t) = Tests_in_backlog_bt(t - dt) + (test_request_bt - 

Pre_analytic_phase__completion_rate_bt) * dt 

INIT Tests_in_backlog_bt = 0 

INFLOWS: 

test_request_bt = MEAN(416)*Qualified_sample_fraction_bt 

 TIMESTAMPED 

OUTFLOWS: 

Pre_analytic_phase__completion_rate_bt = 

MIN((Tests_in_backlog_bt/time_fraction),Capacity_rate[1]) 

Tests_in_backlog_coag(t) = Tests_in_backlog_coag(t - dt) + (test_request_coag - 

Pre_analytic_phase__completion_rate) * dt 

INIT Tests_in_backlog_coag = 0 

INFLOWS: 

test_request_coag = MEAN(144)*Qualified_sample_fraction 

 TIMESTAMPED 

OUTFLOWS: 

Pre_analytic_phase__completion_rate = 

MIN((Tests_in_backlog_coag/time_fraction),Capacity_rate[1]) 

Tests_in_backlog_urinalysis(t) = Tests_in_backlog_urinalysis(t - dt) + 

(test_request_urinalysis - Pre_analytic_phase__completion_rate_urinalysis) * dt 

INIT Tests_in_backlog_urinalysis = 0 

INFLOWS: 

test_request_urinalysis = MEAN(256)*Qualified_sample_fraction_urinalysis 

 TIMESTAMPED 

OUTFLOWS: 
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Pre_analytic_phase__completion_rate_urinalysis = 

MIN((Tests_in_backlog_urinalysis/time_fraction),Capacity_rate[1]) 

Tests_wait_for_centrifuge(t) = Tests_wait_for_centrifuge(t - dt) + 

(Pre_analytic_phase__completion_rate - centrifuge_rate) * dt 

INIT Tests_wait_for_centrifuge = 0 

INFLOWS: 

Pre_analytic_phase__completion_rate = 

MIN((Tests_in_backlog_coag/time_fraction),Capacity_rate[1]) 

OUTFLOWS: 

centrifuge_rate = MIN(Tests_wait_for_centrifuge,1200) 

Total_Cost(t) = Total_Cost(t - dt) + (Cost_rate) * dt 

INIT Total_Cost = 0 

INFLOWS: 

Cost_rate = 

inventory_cost[1]+inventory_cost[2]+inventory_cost[3]+labor_cost+overtime_cost+u

nder_capacity_cost 

Total_requested_tests(t) = Total_requested_tests(t - dt) + (Total_test_request) * dt 

INIT Total_requested_tests = 0 

INFLOWS: 

Total_test_request = test_request_bt+test_request_coag+test_request_urinalysis 

Total_revenue(t) = Total_revenue(t - dt) + (Revenue_rate) * dt 

INIT Total_revenue = 0 

INFLOWS: 

Revenue_rate = 

SUM((Price_of_tests[1]*analytic_phase__completion_rate_coag),(Price_of_tests[2]*a

nalytic_phase__completion_rate_bt),(Price_of_tests[3]*analytic_phase__completion_

rate_urinalysis)) 

Undiscovered_retest(t) = Undiscovered_retest(t - dt) + (Test_defect_generation_rate - 

Retest_discovery_rate) * dt 

INIT Undiscovered_retest = 0 

INFLOWS: 

Test_defect_generation_rate = Reference_quality*final_approval__completion_rate 

OUTFLOWS: 
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Retest_discovery_rate = Undiscovered_retest/Time_to_discover_retest 

bt_return_rate = 1/3 

Capacity_rate[1] = IF Decision=0 THEN 

(0.7*Effective_Labor)*((Productive_hours_per_labor*Test_productivity_per_labor[1

])+ Overtime_productivity_per_labor[1]*(0.7*Effective_Labor)) ELSE 

(0.7*Effective_Labor)*(Productive_hours_per_labor*Test_productivity_per_labor[1]

)  

Capacity_rate[2] = IF Decision=0 THEN 

(0.3*Effective_Labor)*(Productive_hours_per_labor*Test_productivity_per_labor[2]

)+(Overtime_productivity_per_labor[2]*0.3*Effective_Labor) ELSE 

(0.3*Effective_Labor)*(Productive_hours_per_labor*Test_productivity_per_labor[2]

)  

coagulation_return_rate = 1/3 

Critical_backlog__value = 791 

Decision = IF Overtime_hours_needed >= Maximum_allowable_overtime_per_day  

THEN 1 ELSE 0 

Delay_in = 45 

Desired_inventory_level[1] = 4200 

Desired_inventory_level[2] = 12480 

Desired_inventory_level[3] = 7680 

Discrepancy = IF Critical_backlog__value<=Tests_in_backlog THEN 1 ELSE 0 

Documental_return__percentage = 0.90 

Feasible_labor_hour_per_test = 0.1 

Feasible_test_time = 4 

gap = IF Overtime_hours_needed<Maximum_allowable_overtime_per_day THEN 

Overtime_hours_needed ELSE Maximum_allowable_overtime_per_day 

Gap_in_inventory[1] = Desired_inventory_level[1]-Inventory[1] 

Gap_in_inventory[2] = Desired_inventory_level[2]-Inventory[2] 

Gap_in_inventory[3] = Desired_inventory_level[3]-Inventory[3] 

Gap_in_labor = IF Decision=1 AND ((Effective_Labor+New_hires)<Max_labor) 

THEN (Workforce_needed-(New_hires+Effective_Labor)) ELSE 0 

Impact_of_overtime = 0.75 

inventory_cost[1] = Ordering_volume[1]*Unit_test_kit_cost[1] 
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inventory_cost[2] = Ordering_volume[2]*Unit_test_kit_cost[2] 

inventory_cost[3] = Ordering_volume[3]*Unit_test_kit_cost[3] 

Inventory_used_for_calibration[1] = 17 

Inventory_used_for_calibration[2] = 22 

Inventory_used_for_calibration[3] = 10 

Inventory_used_per_test[1] = 1 

Inventory_used_per_test[2] = 1 

Inventory_used_per_test[3] = 1 

Labor = Effective_Labor+New_hires 

labor_cost = Labor*Unit_labor_cost 

legal_overtime__hour_per_labor = 1 

Level_of_calibration = 2 

Maximum_allowable_overtime_per_day = 

INT(legal_overtime__hour_per_labor*Effective_Labor) 

Max_labor = 12 

Operational_return_percentage = 0.10 

overtime_cost = Overtime_rate*Overtime_unit_cost 

Overtime_hours_needed = IF Discrepancy=1 THEN((Tests_in_backlog-

Critical_backlog__value)/Feasible_test_time) ELSE 0 

Overtime_productivity_per_labor[1] = 

Overtime_rate*Test_productivity_per_labor[1]*Impact_of_overtime 

Overtime_productivity_per_labor[2] = 

Overtime_rate*Test_productivity_per_labor[2]*Impact_of_overtime 

Overtime_unit_cost = 12 

Percentage_completed = ((final_approval__completion_rate-

Retest_discovery_rate)/Total_test_request) 

Price_of_tests[1] = 1 

Price_of_tests[2] = 3.5 

Price_of_tests[3] = 5 

Productive_hours_per_labor = 8*0.85 

Qualified_sample_fraction = 0.9733 

Qualified_sample_fraction_bt = 0.9733 

Qualified_sample_fraction_urinalysis = 0.9733 
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Reference_quality = 0.0006 

Tests_in_backlog = 

SUM(Tests_in_backlog_bt,Tests_in_backlog_coag,Tests_in_backlog_urinalysis) 

Test_productivity_per_labor[1] = 75 

Test_productivity_per_labor[2] = 150 

time_fraction = 1 

Time_to_discover_retest = 3 

Time_to_dispatch = 7 

Time_to_overtime__decision = 1 

Time_to_training = 90 

Total_operational_return = Retest_discovery_rate*Operational_return_percentage 

Turnarond_time[1] = 

Tests_in_backlog_coag/CTFLOW(test_request_coag,final_approval__completion_rat

e) 

Turnarond_time[2] = 

Tests_in_backlog_bt/CTFLOW(test_request_bt,final_approval__completion_rate) 

Turnarond_time[3] = 

Tests_in_backlog_urinalysis/CTFLOW(test_request_urinalysis,final_approval__com

pletion_rate) 

under_capacity_cost = IF Percentage_completed<0.99 THEN 250 ELSE 0 

Unit_labor_cost = 86 

Unit_test_kit_cost[1] = 0.3 

Unit_test_kit_cost[2] = 1 

Unit_test_kit_cost[3] = 0.8 

urinalysis_return_rate = 1/3 

Workforce_needed = 

Tests_in_backlog/(Productive_hours_per_labor/Feasible_labor_hour_per_test) 


