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ABSTRACT

STIMULUS FREQUENCY DEPENDENCY OF POST
STIMULUS UNDERSHOOT OF THE BOLD fMRI SIGNAL

The aim of this study is to investigate the e�ects of di�erent stimulation fre-

quencies on post stimulus undershoot of the blood oxygen level dependent functional

magnetic resonance imaging signal. A �ber optic light delivery system connected to a

black opaque sunglass is constructed to deliver visual stimuli to subjects during fMRI

scans. One static visual stimulus and eleven �ashing stimuli with frequencies ranging

from 4 to14Hz and 30 to 46Hz are applied one subject in one fMRI scan session.

The acquired data is analysed to obtain the BOLD fMRI parameters. Positive

blood oxygen level dependent and post stimulus undershoot signal changes in the pri-

mary visual cortex are determined for each frequency. The results suggest that the post

stimulus undershoot has a frequency dependency independent of cerebral blood volume

changes. Requirement of more data and additional measures for following possibly re-

lated phenomena such as cerebral blood �ow are discussed which might be investigated

in further studies.

Keywords: fMRI, BOLD, PSU, Visual Cortex
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ÖZET

BOLD fMRG S�NYAL�N�N UYARAN SONRASI
D�BEATIMININ FREKANS BA�IMLILI�I

Bu çal�³man�n amac�, farkl� uyaran frekanslar�n�n, kan oksijen seviyesine ba§�ml�

fonksiyonel manyetik rezonans görüntüleme sinyalinin uyaran sonras� dibeat�m�na etk-

ilerinin ara³t�r�lmas�d�r. fMRG çekimleri s�ras�nda deneklere görsel uyaranlar� iletmek

amac�yla siyah, opak bir güne³ gözlü§üne ba§l� �ber optik �³�k iletim sistemi kuruldu.

Bir statik, 4-14Hz ve 30-46Hz aral�§�nda 11 de§i³ik frekansta yan�p sönen görsel uyaran,

sa§l�kl� bir dene§e bir fMRG çekim oturumunda uyguland�.

Al�nan veriler analiz edilerek BOLD fMRG parametreleri elde edildi. Her frekans

için birincil görme alan�ndaki pozitif BOLD ve PSU sinyal de§i³imleri belirlendi. Elde

edilen sonuçlar PSU'nun serebral kan hacmindeki de§i³imlerden ba§�ms�z bir frekans

ba§�ml�l�§� oldu§unu i³aret etmektedir. Sonuçlar, daha fazla verinin gereklili§i ve sere-

bral kan ak�m� gibi muhtemelen konu ile alakal� de§i³kenlerin de hesaplanmas� için

at�labilecek ad�mlar tart�³�ld�.

Anahtar Sözcükler: fMRG, BOLD, PSU, birincil görme alan�.
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1. INTRODUCTION

1.1 Motivation and Objectives

The human brain is the most complex and yet the least understood organ of the

body. The main reason aside from it being complex, is probably because there were

not many noninvasive diagnostic approaches to assess the functions of the brain and

the anatomical locations in the brain which those functions took place.

Early studies for mapping brain functions non-invasively could only be done on

patients who had sustained severe injuries to the head. Based on the location and

severity of the injury, and comparing it to the loss of function, one could infer the

location of the brain that was responsible for the lost function. There were invasive

animal studies and even surgical operations on humans took place to cure "madness".

In spite of the advances in the medical and biomedical �elds, it was hard to

conduct experiments on healthy subjects to assess brain functions. However, with the

recent advances in neuroimaging modalities - which will be further discussed on the

next chapters- it is now possible to map the brain to an extent, diagnose illnesses and

maybe even help people bypass their disabilities by measuring and assessing the blood

oxygen level dependent (BOLD) functional magnetic resonance imaging (fMRI) signal.

BOLD fMRI is used to measure neuronal metabolic activity at high spatial res-

olution without the use of any contrast agent [16]. BOLD fMRI signal during the

neuronal activity is the combined e�ects of several physiological parameters such as:

cerebral blood �ow (CBF), cerebral blood volume (CBV) and cerebral metabolic rate

of oxygen (CMRO2) [17, 18]. E�ects of these physiological parameters, alone or in com-

bination, also with the type and speci�cs of the stimulus presented can be responsible
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for the �nal shapes of the three transients in the BOLD response. These transients are

namely an initial dip, positive BOLD and the post stimulus undershoot which is the

main concern of this thesis.

Intrasubject and intersubject di�erences in the amplitude and duration of these

transients are thought to be re�ecting di�erences in the hemodynamic coupling and/or

di�erences in neuronal activity [19, 20, 18]. Temporal frequency dependency of PBOLD

and CBF based fMRI has been well studied in previous researches [20, 21, 22, 23, 24].

It has been reported in such studies that an increase in PBOLD up to 8 Hz is followed

either by a decrease or a plateau with higher frequencies. These results are also in

agreement with early PET studies [25, 26].

So far, most of the studies related to stimulus rate response were based on

PBOLD. An interesting question that still remains unanswered is how PSU, which is

commonly observed in fMRI studies, e�ectively responds to di�erent stimulation rates.

This study tries to address this question by assessing the response of PSU to di�erent

stimulation frequencies by block design fMRI technique.

1.2 Outline of the Thesis

There are �ve chapters following this one in the thesis. In the next chapter

information and a literature survey about the history of neuroimaging, and brief in-

troductions to current neuroimaging modalities are given. The principles of magnetic

resonance imaging are discussed in chapter 3. Chapter 4 includes the physiological

basis of the BOLD signal and some of the hypotheses on the transients of the BOLD

signal, such as the post stimulus undershoot. The study design and fMRI data acqui-

sition and analysis are discussed in chapter 5 with the results of the study. Finally the

results are discussed with possible thoughts on future work are given in chapter 6.
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2. A BRIEF HISTORY OF NEUROIMAGING

2.1 Introduction

Brain, the most important yet the least understood part of the human body is

the counterpart of what central processing unit (CPU) is to a computer. The CPU

requires energy and other resources like cooling, which is provided by the control of

the main board via a wire based delivery system. As the function, the computer is

undertaking gets tougher, the energy demand of the CPU increases and the main board

provides.

Like its counterpart the brain requires energy and other resources to function.

Heart is the main board that pumps glucose and oxygen within the blood to the brain

via vessels to let it produce its energy. As the task, the brain is trying to accomplish

gets tougher, more supplies are delivered to the site of action with blood.

So it can be thought that as the task a speci�c part of the body undertakes gets

tougher, the amount of blood it receives at a time increases -and the brain gets the

priority for obvious reasons. However, this was not known nor accepted in the scienti�c

community until 1928 [27] and it took even more before a quantitative method for

measuring whole brain blood �ow and metabolism in humans was developed [28, 29, 30].

Still, there are many unanswered questions about the functioning of the human brain.

This chapter focuses on some of the neuroimaging modalities which have been

used to assess the brain structure and functions.
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2.2 Pneumoencephalography and Cerebral Angiography

The �rst "serious" step in the history of neuroimaging came with a technique

named pneumoencephalography in 1919. This technique was discovered by a neurosur-

geon, Walter Dandy. The procedure involved draining some of the cerebrospinal �uid

from around the brain via lumbar spinal puncture and replacing it with air, oxygen, or

helium to allow the structure of the brain to show up more clearly on X-ray images. It

is derived from ventriculography, an earlier and a more primitive modality where the

air is injected through holes drilled in the skull.

Pneumoencephalography had been used widely since its discovery, but its use

was abandoned in 1980s with the development of new neuroimaging techniques. The

actual procedure was extremely dangerous and came with common side e�ects like

headaches and vomiting. Also the replacement of the drained spinal �uid took a long

time resulting in a long recovery period of a few months.

Figure 2.1 Photograph of a roentgenogram of the head after an intraspinous injection of the air
(pneumoencephalography procedure). The brain sulci and cisterna are visible. Reproduced from [1].

In 1927, Egas Moniz who is one of the pioneers of leucotomy -later known as
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lobotomy- developed a technique to visualize arteries and veins in the brain. The

technique is called cerebral angiography and involves passing of a catheter through

a large artery and to the carotid artery. As the catheter is in place, a radio-opaque

contrast material is introduced into the cerebral blood stream followed by a series of

radiographs taken when the contrast agent is passing and after it has passed through

the tissues.

The result of these radiographs provides the visual map of cerebral blood vessels

in and around the brain which helps physicians to diagnose a variety of neurological

disorders such as arteriovenous malformations and tumors. This technique is still in

use today also with its less invasive counterparts like cerebral computed tomography

angiography and magnetic resonance angiography.

Figure 2.2 Cerebral angiography image. Reproduced from [2].

2.3 Electroencephalography and Magnetoencephalography

Another doctor, Hans Berger focusing on brain circulation was also interested

in the works of a British scientist, Richard Caton who reported to the British Medical

Association that he had used a galvanometer to observe electrical impulses from the
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surfaces of living brains in animal subjects [31]. Following the work of Caton in animals

and applying a similar method on humans, Berger made the �rst electroencephalogram

recording in humans and called it Electroenkephalogram (EEG) [32].

Using the EEG he was also the �rst to describe the di�erent waves which were

present in the normal and abnormal brain, such as the alpha wave rhythm (8-12 Hz).

Quoting from his article's translation: "Caton has already published experiments on

the brains of dogs and apes in which bare unipolar electrodes were placed either on the

cerebral cortex and the other on the surface of the skull. The currents were measured

by a sensitive galvanometer. There were found distinct variations in current, which in-

creased during sleep and with the onset of death strengthened, and after death became

weaker and then completely disappeared." [33].

Clinically EEG is recorded using silver coated with silver chloride electrodes at-

tached to the scalp and kept in good electrical contact with the help of conductive elec-

trode gel. One or more active sites may be monitored relative to a reference electrode

placed on an area of low response activity like the earlobe. The signals received are

in the order of microvolts so external interference, eye movements and muscle twitches

should be taken into consideration. Aside from Alpha waves, mainly beta, theta and

delta waves are also distinguished which are used in diagnosis and monitoring of the

brain.

The EEG has changed little since its �rst applications in humans, however

it is now also used in a more range of areas then to just providing a characteristic

tracing of life to demonstrating its absence. For example, the EEG can be measured

after a repeating visual stimulus or after memory exercises. The responses to the

stimuli collected by each electrode is recorded and averaged over a number of trials.

The latency of the peak of the signal from the stimulus presentation characterizes the

response. Now that an electrical signal of interest is found, the magnitude of the peak

is mapped across the scalp giving an idea of the source. However, since the signals are
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measured on the scalp, they may not be representing the activity in the underlying

cortex. In order to generate a signal that is detectable via EEG, around 50,000 active

neurons are needed [34]. This limitation is a major disadvantage to the use of EEG

however it has advantages like continuous monitoring during sleep, low cost and being

safe.

Figure 2.3 Some examples of EEG waves. Reproduced from [3].

The EEG signals derive from the net e�ect of ionic currents �owing in the

dendrites of neurons during synaptic transmission. Considering Maxwell's equations

[35], any electrical current will produce an orthogonally oriented magnetic �eld. And

that �eld produced in the brain was �rst measured by David Cohen in 1968 [36]. The

�rst measurements were made using only a copper induction coil as the detector, in

a magnetically shielded room which reduced magnetic background noise. The results

taken were still too noisy until superconducting quantum interference devices (SQUID)
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were used as the detector. Within a better shielded room and with the help of the

highly sensitive SQUID detector, Cohen was able to take measurements almost as

clear as EEG signals giving rise to magnetoencephalography [37].

MEG can be considered as a totally non-invasive modality and can help in the

measurement of time courses of activity and pinpointing sources in primary auditory,

somatosensory and motor areas [38, 39]. However its use is more limited in creating

functional maps of human cortex during more complex cognitive tasks. Also it is still

not possible to successfully detect and locate signals originating from the non-cortical

parts of the brain [40]. Its very high cost hits the �nal blow on limiting its clinical use

today.

Figure 2.4 Schematics of a MEG helmet array [4].
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As the EEG was discovered, scientists could understand more about the state

of the brain, however it was still a great desire in the scienti�c community to better

display and store the images of actual, living brain by imaging methods. The answer

to this question had its roots in the discovery of x-rays by Wilhelm Conrad Roentgen

in 1895.

2.4 Computed Tomography

Since standard radiographs were not able to give a clear picture of what was

inside the skull, Godfrey Newbold Houns�eld, using x-rays originating from di�erent

angles managed to acquire the image of his brain in slices. His work on this area had

begun in late 1960s, patented the �rst device in 1972 and noti�ed the world of his dis-

covery which would open a new era in diagnostic imaging in 1973 [41], the computerized

axial scanning, later to be known as Computed Tomography. The combination of a

moving x-ray gantry and the computing algorithms and power necessary to reconstruct

from projections made CT possible.

Tomography refers to the cross-sectional imaging of an object from either trans-

mission or re�ection data collected by illuminating the object from many di�erent

directions. The impact of this technique in diagnostic medicine has been revolution-

ary, since it has enabled doctors to view internal organs with unprecedented precision

and safety to the patient. [42].

Siemens was the �rst medical equipment manufacturer to produce a CT device,

SIRETOM in 1974. From then, the use of CT in hospitals grew exponentially and CT

is today one of the most important diagnostic tools in use.
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Figure 2.5 Computed tomography (CT) image of the brain (without contrast material) demonstrates
a 3x3x4 cm high-attenuation mass (arrows) within the right temporal lobe. Reproduced from [5].

2.5 Single Photon Emission Tomography and Positron Emis-

sion Tomography

About a few months after Roentgen's discovery of x-rays, Becquerel and the

Curies were discovering radioactivity and radium in 1896, resulting in the possibility

of the future development of nuclear medicine. About half a century later, Anger

discovered the Gamma camera in 1958. Gamma camera is a device used to view and

analyze images of the human body of the distribution of medically injected, inhaled, or

ingested gamma ray emitting radionuclides [6]. This �nally resulted in the discovery

of Single Photon Emission Computed Tomography (SPECT).

As its name suggests (single photon emission), gamma-ray emissions are the

source of information, rather than x-ray transmissions as used in conventional Com-

puted Tomography. The Gamma camera collects gamma rays that are emitted from
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within the patient by the decaying radioactive isotope, allowing the reconstruction of

a picture of where the gamma rays originated. In SPECT the gamma camera is not

stationary over the patient but is rotating around the patient allowing the reconstruc-

tion of 3D images. From this, one can determine how a particular organ or system is

functioning on a 3D display.

From the aspect of neuroimaging SPECT is mainly used for measuring regional

cerebral blood �ow which is tightly coupled to regional brain metabolism and energy

use. This accomplishes the task of Kety and Schmidt who back in 1948 used nitrous ox-

ide as an indicator to measure the di�erence between arterial input and venous out�ow

which could only account for the total -not regional- cerebral blood �ow. SPECT is

also used partly experimentally in the diagnosis and di�erential diagnosis of Alzheimer's

disease and other dementias with technetium-99m as the radioisotope of choice [43, 44].

Figure 2.6 Schematics of a gamma camera [6].

In 1975, just two years after Houns�eld's CT discovery, Ter-Pogossian and col-

leagues came up with Positron Emission Tomography (PET) [45]. Like in SPECT a

radioisotope is provided to the subject. But this short-lived radioisotope is chemically
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integrated into a metabolically active molecule like �uorodeoxyglucose (FDG) and is

injected to the patient. Instead of directly emitting gamma rays, the radioisotope used

in PET studies decays by emitting positrons which then annihilate with an electron

around. This annihilation results in a pair of photons traveling 180 degrees away from

each other. As the pairs reach the detector rings they are accounted for in a ring of

scintillators and photomultiplier tubes surrounding the gantry, the rest is handled by

the coincidence processors and computers to reconstruct images of metabolic activity

in space.

Cancer cells require a great deal of glucose, to have enough energy to grow.

PET scanning utilizes a radioactive molecule that is similar to glucose, called �uo-

rodeoxyglucose (FDG). FDG accumulates within malignant cells because of their high

rate of glucose metabolism. Once injected with this agent the patient is imaged on the

whole body PET scanner to reveal cancer growths which may have been overlooked or

di�cult to characterize by conventional CT, X-Ray, or MRI.

Although very much useful, PET's applications does not end with "only" cancer

detection or the research in dementias. Mainly beginning with a study published in

1984, where 15O-labeled water is injected to 8 subjects over a series of 56 measurements,

Fox and friends used an adaptation of the Kety autoradiographic model to the study

of functional-anatomical correlations within the human brain. They were able demon-

strate that quantitative functional brain mapping did not require the determination

of regional cerebral blood �ow (rCBF) from regional tissue radiotracer concentration

(Cr) when regional neuronal activation was expressed as the change in rCBF from an

initial, resting-state measurement [46].

Since then functional-anatomical correlations within the human brain are thor-

oughly investigated with the help of PET. For instance, it is used to quantify regional

cerebral glucose utilization which usually correlates with regional synaptic activity

[47, 48], also PET helps in measuring regional cerebral blood volume (rCBV) and re-
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gional cerebral blood �ow (rCBF) with the help of 15O-CO and 15O-H2O radiotracers.

However PET has some inherent disadvantages. Aside from the need of radio-

tracers which are basically metabolical compounds integrated with radionuclides, those

radionuclides must be produced in a cyclotron. The radionuclides have very short half

lives. So the cyclotron can not be very far from the PET facility, this alone adds more

cost to PET studies.

Table 2.1
Some radionuclides used in PET studies and their approximate half lives.

Radionuclide Approximate Half Life

Oxygen-15 2 minutes

Nitrogen-13 10 minutes

Carbon-11 20 minutes

Fluorine-18 110 minutes

Also, PET does not provide much useful information about the underlying

anatomical structure, so it is preferably used in combination with a CT or MRI scan.

Since co-registration of images taken at di�erent times due to patient and organ move-

ments are di�cult, hybrid PET/CT devices are manufactured. This added "anatomy

to PET's function" but did not help PET studies get cheaper, therefore did not make

them much more available for research and for the clinical use.

Seventies were important years for neuroimaging as the �rst solid applications

of CT and PET were introduced into the medical �eld, but it did not stop there.
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Figure 2.7 PET images of a dementia study (DAT: Dementia of the Alzheimer Type; MID: Multi-
Infarct Dementia). Reproduced from [7].

2.6 Magnetic Resonance Imaging and Functional MRI

In 1946 soon after the end of World War II, "Nuclear Induction" was discovered

by Purcell and Pound and independently by Bloch [49, 50]. What they discovered

was that it was possible to detect a signal -or a voltage in a coil- when a sample was

placed in a magnetic �eld and irradiated with radiofrequency (RF) energy of a certain

frequency. That certain frequency is the resonant or namely the Larmor frequency and

the signal is produced by the interaction of the sample's nuclei with the surrounding

magnetic �eld. Later on Hahn practically "stumbled upon" the spin echoes [51], which

is the basis of the spin echo pulse sequence currently being used in many of the clinical

investigations made with MRI.
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The research in nuclear magnetic resonance (NMR) continued throughout the

years, contributed by scientists of many di�erent �elds as NMR was de�nitely a multi-

disciplinary issue. But it wasn't until Ray Damadian's discovery in 1971, which the idea

of using NMR in imaging of human body popped up. Damadian's discovery showed

that certain tumors in rats displayed elevated relaxation times compared with normal

tissues in vitro [52]. He later submitted a proposal to the US Patent and Trademark

O�ce, the nuclear induction "Apparatus and method for detecting cancer in tissue"

which was issued in 1974 with US patent 3789832.

Figure 2.8 Raymond Damadian's "Apparatus and method for detecting cancer in tissue". US patent
3789832 �led 17 March 1972, issued 5 February 1974 [8].

Meanwhile, Paul Lauterbur proposed using magnetic �eld gradients to distin-

guish between NMR signals originating from di�erent locations in 1973 [53], which

became one of the fundamental roots of all modern MRI, the frequency encoding. He

termed his invention "zeugmatography" meaning imaging from a joining together -of

the main �eld and the gradients, but the name never became popular. Damadian

named his technique FONAR (Field fOcused Nuclear mAgnetic Resonance)[54] and

produced the �rst live whole body image in 1977 [55]. Later on the term "nuclear" was

dropped as it was wrongly associated with ionizing radiation and also the psychological

e�ects of World War II were still lingering.
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The �rst commercial magnetic resonance imagers were built in the early 1980s,

and the technique developed rapidly through the late 1980s to become the method of

choice for non-trauma neurological scanning. Due to problems of low signal and high

sensitivity to motion, whole body MR did not proceed much until the mid 1990s. The

key factors being, the development of faster imaging techniques, particularly gradient

echo and phased array coil technology [8].

Even if creation of a fully homogenous static magnetic �eld was practically pos-

sible, the heterogeneous nature of the human body would cause local inhomogeneities

in the magnetic �eld. These �eld inhomogeneities �rst appeared in MR images as

artifacts, like a distortion of the image or a reduction of the local MR signal. In the

early 1990s, Ogawa et al. proposed that the oxygenation state of hemoglobin had a

measurable e�ect on the signal measured by MR imaging [16]. Following this demon-

stration, Kwong et al. demonstrated the capability of mapping brain activity based

on blood oxygenation changes related to neuronal activation [20]. This opened a new

era of functional neuroimaging. This technique of functional magnetic resonance imag-

ing (fMRI) has become a standard tool for neuroimaging and is now widely used for

mapping the working human brain.

Now, MRI serves as a great tool to produce excellent anatomical detail and

accomplishes this without the need of ionizing radiation like CT does. This has made

MRI to become the method of choice for nontrauma neurological scanning and also

secured a part in clinical radiology. Also with the constant research done in the �eld

of fMRI, it has mostly replaced PET for studying the brain activation patterns with

another advantage of not needing to rely on any external contrast material or radio-

tracers. Also being relatively non-invasive, makes MRI a highly repeatable diagnostic

and research tool. NMR, MRI and fMRI concepts will be discussed further in the

following sections of this document.

All techniques mentioned above has some disadvantages on displaying anatom-
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ical details or in the measurement of hemodynamic, metabolic and electrical changes

that take place during neuronal activities. However, combining these techniques helps

in solving such problems, overcoming their limitations and sometimes con�rming each

other's results. For instance, as mentioned previously the PET/CT hybrid devices

add anatomy to PET's functional studies. Also multimodality approaches in overcom-

ing the spatial limitations of EEG and the temporal limitations of fMRI with their

combined usage seems promising [56].

Finally, mentioning a PhD study which was conducted by Uzay Emir from BU-

MIL on the multimodal investigation of fMRI and functional near infrared spectroscopy

(fNIRS) [57] would be another good example to stress how multimodality approaches

are advantageous and to emphasize the importance of fMRI in functional neuroimaging

studies.

Figure 2.9 A modern 3T MR system from Siemens medical.
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3. PRINCIPLES OF MAGNETIC RESONANCE IMAGING

3.1 Introduction

In this section, a brief overview will be given on the principles of NMR, followed

by the basic principles of MRI. More information can be found in the related reference

books [8, 15].

3.2 Nuclear Magnetic Resonance

3.2.1 Spin

The main particles, positively charged protons and uncharged neutrons held to-

gether by nuclear forces composing the nucleus of an atom possess an intrinsic quantum

mechanical property, the angular momentum called spin. All protons and neutrons have

the same magnitude of angular momentum which can not be increased or decreased.

Only their spin axis, the direction of their angular momentum can be changed.

When protons and neutrons combine to form a nucleus, they combine in pairs

with opposite spin directions. In a nucleus with an even number of protons, this

alignment of the same angular momentum in opposite directions would cancel out each

other resulting in no net spin. However, a nucleus with an odd number of protons

would have a net spin in one direction.

Almost all elements in the periodic table have an isotope with an odd number

of protons which possess a nonzero nuclear spin like 1H, 13C, 19F, 23Na or 31P. As it is

much more abundant in the human body than any other, the most important nucleus
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for MRI is Hydrogen (H) with only one proton as its nucleus. Due to this fact only H

will be considered as the nucleus of choice in the following sections.

3.2.2 Precession

Related to the spin of the proton is a magnetic dipole moment as the H nucleus

behaves like a magnet with its spin axis parallel to a north-south axis. When this proton

is placed in a static magnetic �eld, due to the proton's magnetic dipole moment, the

static �eld would exert a torque on the proton which could result in the rotation of the

dipole into alignment with the �eld. But since the proton also has angular momentum,

this alignment can not happen immediately and causes the spin axis of the proton to

precess around the �eld axis rather than getting in alignment with it.

The frequency of the precession of a proton in a magnetic �eld is the resonant

frequency of NMR, which is also called the Larmor frequency. The Larmor equation

provides the frequency of the precession for that proton with respect to the strength

of the magnetic �eld.

ω0 = γB0 (3.1)

In the Larmor equation ω0 is the angular velocity of precession, γ is the gy-

romagnetic ratio (MHz/T) and B0 is the strength of the external magnetic �eld in

Tesla (T). As can be seen from the equation, the angular velocity and so the precession

frequency is directly proportional to the strength of the magnetic �eld which applies

the torque on the proton. This equation is the fundamental basis of MRI, which uses

small manipulations of the resonant frequency to map the location of the NMR signal.
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Figure 3.1 The precession around an external magnetic �eld B0, at precession frequency ω0.

The gyromagnetic ratio is a constant di�erent for each nucleus. According to

Table 3.1 and the Larmor equation, the precession frequency of H would be 42.58 MHz

at 1 T, 63.87 MHz at 1.5 T, and 127.74 MHz at 3 T.

Table 3.1
Gyromagnetic ratios of some nuclei of biological interest.

Nucleus Gyromagnetic Ratio (MHz/T)
1H 42.58
13C 10.71
19F 40.08

23Na 11.27
31P 17.25

3.2.3 Relaxation

Relaxation is another important process that a�ects the orientation of the pro-

ton's spin. The precession of the dipole around the magnetic �eld gradually �nishes

with its alignment with the magnetic �eld. The time constant for this longitudinal
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relaxation process is called T1 and several times longer than T1 the dipole essentially

aligns with the magnetic �eld B0.

When a dipole is aligned with B0 it is at its lowest energy state, contrary to

this, it is at its highest energy state when it is aligned opposite to B0. With the dipole

changing its initial position at any angle to align with B0, it has to lose its orientational

magnetic energy as a form of another energy, due to energy equilibration. This loss is

partly dissipated as heat due to random thermal motions of the molecules. The time

necessary for this equilibration depends on how tightly coupled the random thermal

motions are to the orientation of the dipole. For H molecule in water, this coupling is

very weak resulting in a long T1.

3.2.4 The Radio Frequency Pulse

When a collection of magnetic dipoles such as a sample of water is placed in

a magnetic �eld, the oxygen nucleus would have neither net angular momentum nor

a net magnetic moment as it contains an even number of protons and neutrons. On

the other hand, the H nuclei with one proton will begin to precess around the �eld.

At equilibrium, the di�erence between the number of spins aligned with the �eld and

opposed to the �eld results in a weak equilibrium magnetization, M0, aligned with the

�eld. The magnitude of this equilibrium magnetization is directly proportional to the

local proton density.

The local equilibrium magnetization can not be directly observed since its mag-

nitude is very much weaker than the external �eld B0. However tipping over all of the

dipoles, which contribute to M0 by a degree -say 90◦- to the transverse plane, would

let all of them to precess around the �eld at the same rate. This would also mean

that M0 to tip over 90◦, and results in a measurable, transient signal. This tipping of

magnetization is accomplished by the radio frequency (RF) pulse originating from a
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transmitting coil.

The oscillating RF current in the transmitting coil, creates an oscillating mag-

netic �eld B1 perpendicular to B0. Although B1 is much smaller than B0, the vector

sum of those a�ects the magnetic �eld and the net magnetization begins to slightly

wobble around the B0 direction. M0 also begins to follow this wobbling. If the RF

frequency matches the precession frequency of the sample, a resonance phenomenon

occurs resulting in the dipoles to absorb energy from the RF pulse. With each preces-

sional rotation, M0 goes farther away from B0 until the RF pulse is stopped.

So the net e�ect of the RF pulse is to tip M0 from B0 by an angle, named the

�ip angle. The �ip angle can be increased either by increasing the amplitude of B1

generated by the RF pulse, or by leaving B1 on for a longer period of time.

Figure 3.2 Magnetization vector �ipped away from B0, with �ip angle α.

3.2.5 The Free Induction Decay Signal

With the help of the RF pulse, the equilibrium magnetization M0 was taken

away from B0 with a �ip angle α. This precessing macroscopic magnetization will

produce a magnetic �eld changing with time which in turn would induce a current in



23

a nearby receiving coil. This current is actually the measured NMR signal which is

proportional to the magnitude of the precessing magnetization. The detected signal is

called the free induction decay (FID) signal.

When the RF pulse is stopped, the dipoles which summed up to M0 will begin

to dephase. This is because the tiny random �elds generated by other dipoles -protons

of other H nuclei- e�ect other dipoles causing them to precess at di�erent speeds. This

dephasing increases with time and as a result they no longer add coherently. The net

precessing magnetization on the transverse plane then decays away exponentially, and

the time constant for this decay is called T2. As the transverse magnetization decays,

the longitudinal magnetization along B0 slowly reforms, so that after many T1 times,

the M0 realigns with B0.

Figure 3.3 The voltage measurement of a detector coil. The signal decays with time constant T2 in
a perfectly homogenous magnetic �eld.

However, if another RF pulse is applied before M0 realigns with B0, the longi-

tudinal magnetization will be less than M0. When this smaller magnetization is tipped

over, the magnitude of the transverse magnetization will be smaller resulting in the

detection of a smaller NMR signal in the receiving coil. Once again the longitudinal

magnetization will grow from zero, but if another RF pulse is applied in the same

interval, another FID will be created.
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If the RF pulse is sent in same intervals -the repetition time (TR)-, and if the

�ip angle is 90 degrees, each time the longitudinal magnetization will return to zero

after same amount of recovery. As the recovery of the longitudinal magnetization is

the same with each interval, the magnitude of the transverse magnetization will also be

the same. This will result in inducing the same NMR signal in the receiving coil for all

measurements made after the second RF pulse is sent. This signal, regenerated with

each RF pulse, is named as the steady-state signal. Almost all MRI applications involve

applying a series of RF pulses with the same TR thus resulting in the measurement of

the steady-state signal. It can be concluded that M0 de�nes the maximum signal that

can be generated unless TR is much longer than T1.

In the example mentioned above, the steady state was reached after one 90◦ RF

pulse, but for other �ip angles, several pulses are necessary to reach the steady state.

3.3 Magnetic Resonance Imaging

3.3.1 Image Contrast in MRI

The MR signal depends on several intrinsic properties of the tissue, such as

the proton density which e�ects the equilibrium magnetization M0 and like the tissue

relaxation times. The generated MR signal also depends on parameters of the pulse

sequence used such as the TR. With the combination of many parameters a variety of

pulse sequences are available. By adjusting those parameters, it is therefore possible

to adjust the sensitivity of the resulting MR signal to di�erent tissue parameters to

alter contrast in the image. This �exibility is one of the main aspects which make MRI

the imaging method of choice. For example, if the TR is longer than T1, the local

magnetization will not depend on T1 since the longitudinal magnetization will totally

recover between RF pulses. However, if TR is shorter than T1, an incomplete recovery

process will result in the local magnetization to depend strongly on T1, creating a
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T1-weighted signal and image.

A similar approach also works for T2-weighted images. Some characteristic

tissues in the human brain are the white matter, gray matter and cerebrospinal �uid

(CSF), which have approximate values of 70ms, 90ms and 400ms for T2 relaxation. By

delaying the measurement of the generated MR signal echo -the echo time (TE)- for

about 110ms, it is possible to bring the CSF signal to the front and produce an image

showing the CSF the brightest and the rest of the brain parenchyma darker, creating

a T2-weighted image.

Figure 3.4 The e�ects of only changing the echo time of a pulse sequence with TR=2500 for all
images, TEs=15, 60, 90, 120 from the top left to bottom right.
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3.3.2 Radiofrequency Coils

In an MRI scanner, an RF coil is used to detect the MR signal. Depending

on which area of the body is investigated, coils of di�erent shapes and sizes are used

around the particular area. In brain imaging studies with MRI, a cylindrical shaped

coil surrounds the head of the subject. Typically this coil both transmits the RF pulses

and receives the NMR signals generated. After a transmission of RF pulses, this coil

will receive signals originating from every tissue element in the head which received

the RF signal.

To reduce the area of interest, a di�erent type of coil system with separate trans-

mit and receive components are used. This typically consists of a large transmitter coil

and a smaller receiver coil which is placed near the part of the head being investigated.

This separate receiver coil is called the surface coil and helps in improving signal-to-

noise ratio (SNR) since it is nearer to the signal source being received and also provides

some volume localization as it receives signals mainly from the part it is imminent to.

3.3.3 Magnetic Field Gradients and Gradient Echoes

The type of volume localization achieved with surface coils is not much delicate

for imaging purposes. The spatial localization of the signal received in MRI does

not depend on the size or shape of the coils. The actual localization is based on the

fundamental relationship of NMR, the Larmor equation (Eq. 3.1) which states that

the resonant frequency is directly proportional to the magnetic �eld at the location of

the nucleus.

By applying magnetic �eld gradients, it is possible to control the local magnetic

�eld and thus the local resonant frequency. In addition to the static magnetic �eld

generated by the MR machine's magnet and the RF pulses generated by the coils,
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gradient �elds are applied in three dimensions originating from gradient coils in the

MR scanner. These gradient �elds are used for obtaining spatial information needed

for image construction. MRI takes full advantage of this to map locations of received

signals and �nally produce a meaningful image.

The three gradient coils produce �eld gradients along three orthogonal directions

(x, y, and z). Their combined use results in the application of a �eld gradient on any

direction. For example, an x-gradient produces a magnetic �eld that is zero at the

center of the magnet which becomes more positive at positions in the +x direction and

vice versa for the -x direction. Although much weaker, the generated gradient �elds

add to the main magnetic �eld B0, which in turn e�ects the spins that were previously

tipped from B0 by an RF pulse. This causes the magnetization vectors of the spins at

di�erent x locations to precess as di�erent rates, as the dephasing continues the net

signal received drops to near zero.

After turning o� the gradient, the spins begin to precess at the same rate since

B0 is not under the e�ect of the gradient pulse, but the phase di�erences caused by

the gradient pulse are carried on. If another gradient pulse with the same amplitude

and for the same period is applied with an opposite sign, the rate of spins' precession

again changes but they dephase in the other direction this time, rephasing. Finally the

e�ect of the opposite signed gradient pulse, undoes the e�ects of the �rst gradient pulse

bringing signals arising from di�erent x-positions -for this example- back into phase.

This results in the generation of a gradient echo at the end of the second gradient

pulse. A gradient echo can also occur with gradient pulses with di�erent amplitudes

and durations if the area under the two pulses is the same in opposite directions, which

causes the net area under the gradient waveform to be zero.
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3.3.4 Localization

In MRI, localization is done in three ways according to the three spatial di-

rections: slice selection, frequency encoding and phase encoding. Generally the slice

selection axis is termed as z, the frequency encoding axis as x, and the phase encod-

ing axis as y. However, the actual orientation of this coordinate system in space is

arbitrary.

3.3.4.1 Slice Selection. The z gradient (Gz) is typically used for slice selection.

A linear gradient �eld is applied so that the strength of the magnetic �eld, and conse-

quently the Larmor frequency, increases toward the +z direction and decreases toward

the -z direction. When the applied RF pulse's frequency is di�erent from the local

resonant frequency, the pulse will have little e�ect on the local longitudinal magneti-

zation.

Considering the di�erences in the main magnetic �eld due to the Gz pulse in

the +z and -z directions, a window of spins will be opened in between if an RF pulse

with a narrow range of frequencies, ∆ω, centered on frequency ω0 is applied. Thus

this slice selective RF pulse tips the magnetization to the transverse plane only in the

desired slice with spins whose Larmor frequencies are within the ∆ω band.

The location of the slice can be selected by varying the center frequency ω0,

of the RF pulse. Increasing the bandwidth of the RF pulse will increase the slice

thickness, and vice versa. But if the gradient strength is increased, its e�ect on resonant

frequencies along the z axis will become a steeper function, so the same RF pulse will

excite a thinner slice.
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Figure 3.5 Slice selection with the e�ect of Gz and an RF pulse with a range of frequencies, ∆ω.

3.3.4.2 Phase Encoding. With the help of slice selection, the e�ects of the RF

pulse are limited to one slice. However, the net signal is still received from all points

in the x-y plane. During the interval between the RF pulse and the data acquisition, a

phase encoding gradient (Gy) is applied to the currently excited slice along the y axis.

As long as Gy is on, the transverse magnetization at di�erent positions in the slice

will precess in di�erent rates. This will cause them to dephase. Once the y-gradient

is turned o�, they will once again begin to precess at the same rate but will also keep

their phase di�erences caused by the Gy. So each local precessing magnetization is

now signed with a phase o�set proportional to its y-position.

The step is repeated with increasing amplitudes of the y-gradient, with each run

of the pulse sequence. This will cause the phase of the magnetization at position y to

increase at a rate proportional to Gy.

3.3.4.3 Frequency Encoding. A negative �eld gradient pulse along the x-axis is

turned on after the RF pulse which excites the selected slice. After the negative �eld

gradient pulse, another gradient pulse along the x-axis is turned on, but this time with
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the opposite sign (+). Halfway through this second gradient pulse, a gradient echo oc-

curs which the data collection window is centered on. Since the second gradient pulse

was turned on during data collection, the precession frequency of the local magnetiza-

tion varies linearly along the x-axis. This causes the net signal to be transformed from

a sum of signals with the same frequency to a sum of signals of a variety of frequencies.

With the help of the Fourier Transform, the measured signal is mathematically

transformed. The frequency changes due to Gx, now corresponds to the spatial position

of the signal along the x-axis. A similar process takes place to de�ne the signal's

origination in the y plane with the Fourier Transform.

3.3.5 The k-Space

When a subject -a tissue sample- is placed in a main magnetic �eld, the protons

of the H nuclei act as magnetic dipoles and by aligning themselves according to the

direction of the main �eld, they create a net longitudinal magnetization. If this mag-

netization is knocked over to the x-y plane, a local transverse magnetization occurs

which can be detected by the receiver coils.

The transverse magnetization has a magnitude depending on local relaxation

times and the imaging parameters used. It also has a phase angle de�ning how much

it had precessed up to the detection time. With the application of gradient pulses,

the main �eld goes under a small but e�ective change. This change either speeds up

or slows down the precession depending on the position of the dipoles, resulting in an

alteration of the local phase di�erence. The x-position of a local signal is encoded in

the rate of change of the local phase of the signal with time during each data acquisition

window. Also the y-position is encoded in the rate of change of the local phase between

one phase-encoding step and the next. So, the Gx and Gy pulses both e�ect the phase

of the signal, however they do not interfere with each other.
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Using all of the three gradients (Gz, Gx, Gy), allows spatial encoding in three

dimensions. Combination of pixels from each slice in all three dimensions creates the

volume elements, voxels. By varying the duration and strength of the gradient �elds,

an entire volume can be pushed into a frequency-phase space, namely the k-space. A

time series can be represented as a sum of pure frequencies with di�erent amplitudes.

So, a distribution in space can also be represented in terms of amplitudes of di�erent

spatial frequencies, k. Thus, the conversion from k-space to an MR image is done

by calculation of the two dimensional Fourier Transform for each slice. And with the

combination and processing of these slices, a three dimensional image can be formed.

So it can be concluded that MR imaging directly maps the k-space. Thus to

enhance or modify the resolution of an MR image, the factors directly e�ecting the k-

space must be modi�ed. And this mainly can be done by modi�cation on the durations,

timing and magnitude of x and y gradients in the imaging sequence.

Figure 3.6 a. A k-space data set, with brighter areas indicating high signal intensities. b) MR image
generated through merely a 2D inverse Fourier transform of the data set in a.
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3.3.6 Pulse Sequences

Image acquisition in MRI depends on several factors like the RF pulses, tissue

properties and gradient pulses. The protocols determining the factors that can e�ect

an image acquisition such as pulse timings, durations and strength, are called the pulse

sequences.

The di�erence between pulse sequences, result in getting higher signal intensities

from speci�c tissues with speci�c relaxation times. Thus allows the imaging system

to produce di�erent images with di�erent contrasts of the same phenomenon being

investigated. Basically, if the local magnetization depends strongly on the local T1,

the produced image is a T1 weighted image. Similarly, if the local magnetization mainly

depends on the local T2 value, then the produced image is a T2 weighted image. Also

if a full relaxation of the longitudinal magnetization -which is de�ned by T1- is allowed

with a long TR and use of a short TE before T2 comes into play, proton density

weighted images can be acquired.

Figure 3.7 Cross sectional brain image. From left to right: proton density weighted, T1 weighted,
T2 weighted images. Reproduced from [9].

There are mainly 2 main families of pulse sequences in MRI. These are the spin

echo pulse sequence and the gradient echo pulse sequences.
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3.3.6.1 Spin Echo Pulse Sequence. As mentioned before, the interaction be-

tween spins causes dephasing, resulting in the decreasing of the net transverse magne-

tization over time. This was characterized with a time constant T2. However there is

one more e�ect in real life situations which causes the net transverse magnetization to

decay quicker. This is called the T2* e�ect.

No matter how advanced the super conducting magnet used in an MR scanner

is, there are still �eld inhomogeneities in the main �eld. As the magnetic �eld changes,

this causes spins under the e�ect of that magnetic �eld to precess at di�erent rates,

so this adds to the dephasing process and thus results in a quicker loss of transverse

magnetization. This enhanced decay is described in terms of an apparent transverse

relaxation time T2*.

The inhomogeneities of a magnetic �eld produced by a magnet are constant,

contrary to the random e�ects which result in T2 relaxation. So with a cleverly con-

structed pulse sequence the e�ects of T2* relaxation can be accounted for and thus

corrected.

The spin echo starts with a 90◦ RF pulse. With the slice selecting gradient Gz

in e�ect, only the protons in the selected part of the body are excited. At this point

the longitudinal magnetization drops to zero and all of the net magnetization vector

drops to the transverse plane with individual magnetization vectors in-phase. This

creates a signal, however it is too soon to measure it as the signal has to be phase and

frequency encoded with Gx and Gy. Also due to the mentioned T2* e�ect, some spins

precess at slightly di�erent rates. Spins precessing faster than the average rate begin

to rotate in one direction and the spins with slower precessing rates rotate in the other

direction. As time passes the individual vectors spread into a fan in the transverse

plane, reducing the net signal.

Applying a 180◦ pulse at this point will cause all vectors to rotate through
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180◦. The spins will keep moving on the same direction, however as they have rotated

through 180◦, they will realign at some point and form a spin echo at TE. This echo is

insensitive to T2* e�ects and the 180◦ pulse is also referred to as the refocusing pulse

as this is what it does to the dephased net magnetization vector.

The phase accumulated by a vector caused by the T2* e�ect is proportional to

the time passed after the �rst RF pulse. To negate this e�ect and thus produce a net

phase of 0, the same amount of time is needed. So the timing of the 180◦ pulse is

chosen as TE/2.

Image contrast is mainly controlled by the TR and TE manipulations since

mostly 90◦ and 180◦ �ip angles are used with the spin echo sequence. A short TR with

a short TE will result in a T1-weighted image. Using a long TR while keeping the TE

short results in a proton density-weighted image. Finally with a long TR and long TE,

the produced image will be a T2-weighted image. Spin echo is the choice of anatomical

imaging in the medical �eld as it eliminates the e�ects of the T2* inhomogeneities.

Figure 3.8 Spin echo pulse sequence diagram. Reproduced from [10].
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3.3.6.2 Gradient Echo Pulse Sequence. In gradient echo sequences, an RF

pulse with a �ip angle, α, is used. The �ip angle is typically less than 90 degrees.

In this type of sequence, a 180◦ refocusing pulse is not used. Instead, the dephasing

protons after the RF pulse are re-phased with the help of gradients of reverse polarity.

However this does not eliminate the T2* e�ects, thus true T2 weighted images can not

be acquired.

The repetition time and �ip angle constitutes an important place in this type

of pulse sequences. The combination of these values and intrinsic tissue parameters

de�nes the strength of the signal to be received. The �ip angle de�nes the percentage of

the longitudinal magnetization that will be tipped in to the transverse plane with sinα.

So a 90◦ pulse will tip all of the longitudinal magnetization to the transverse plane,

generating the strongest signal achievable with the same parameters. Thus, smaller

�ip angles result in the tipping of a smaller fraction of the longitudinal magnetization.

This, generates a weaker signal in the transverse plane, however it also reduces the

time in which the longitudinal magnetization fully recovers. As a result the sensitivity

of the resulting signal to di�erences in T1 is reduced, and also provides a faster pulse

sequence over classical spin echo techniques.

It is possible to acquire a T1 weighted image with a short TR and a large �ip

angle, whereas the combination of a short TR and a smaller �ip angle results in a proton

density-weighted image. A small �ip angle used with a longer TR and TE will produce

T2*-weighted images. But with modern magnets, such images have similar contrasts to

spin echo T2-weighted images, so they can be called gradient echo T2-weighted images

as well.

With the combination of many parameters and with many variations, it is pos-

sible to prepare many di�erent pulse sequences for speci�c tasks. For example Echo

Planar Imaging (EPI) technique does not require repeated RF pulses as gradients are

used to cover the whole k-space. For this reason it is pretty fast and this makes the
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Figure 3.9 Gradient echo pulse sequence diagram. Reproduced from [10].

GRE-EPI pulse sequence a useful tool in acquiring BOLD fMRI images. Also the spin

echo EPI is another pulse sequence used in fMRI studies, which is particularly useful in

fMRI studies at inhomogeneous areas such as the air/tissue interfaces. This versatility

and �exibility makes MRI even more powerful.
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4. BLOOD OXYGEN LEVEL DEPENDENT fMRI

4.1 Brain Energy Metabolism

Using electrodes placed on subjects' scalps provides information about the elec-

trical events taking place within the brain. With this information, the location of some

sources of those activities may be estimated; however it is not good enough to create

a detailed map of the activation patterns. Placing the electrodes directly in the brain

could improve the results, but its invasiveness makes it pretty useless in human stud-

ies. So instead of directly tracking neural activity, localizing the metabolic activity

which fallows neural activity is a more feasible approach in understanding the func-

tional organization of the human brain. This approach is thus followed in the most

active neuroimaging techniques used today, which are mainly the PET and fMRI, the

latter being the newer but also the more actively investigated one.

Brain generates around 11W/kg of heat as a consequence of its activities [15].

To support these activities, a continuous supply of blood which carries glucose and

oxygen is required. The average human heart pumps 3 to 6 liters of blood per minute,

and brain receives approximately 15% of that -around 700ml/min. Considering the

ratio of the human brain weight to the total body weight being about 1 to 50, the

importance of the brain can once again be seen easily.

Neurons, responsible for neural activity have an electric potential di�erence

across their cell membranes mainly depending on sodium and potassium levels. They

generate action potentials which is a transient disturbance of their membrane poten-

tials, the rapid depolarization of the membrane. The action potential runs down the

axon and reaches a synapse, a junction with another neuron. When the action potential

reaches a synapse, the membrane permeability to calcium decreases, resulting in the
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in�ow of Ca++ to the presynaptic terminal. The increase of Ca++ in the cell results in

the release of neurotransmitters to the synaptic gap. Glutamate is a common example

for excitatory, and gamma-aminobutyric acid (GABA) is one example for inhibitory

neurotransmitters. The neurotransmitter binds to the receptors of the postsynaptic

terminal. This connection either causes the next neuron to get closer or to inhibit the

�ring of its own action potential depending on the type of the synapse.

Either way the signal was passed from one neuron to another, starting with the

generation of an action potential, release of a neurotransmitter and its binding to the

postsynaptic receptors, altering the postsynaptic potential. The process mentioned so

far does not actually require a source of energy. However, returning the neurons to

their prior states in terms of ionic concentrations and the retraction of the released

neurotransmitters requires energy. Also keeping the intracellular and extracellular ion

concentrations in such a way that the neuron is kept ready to �re a new action potential

needs energy.

In biological systems, the free energy is stored in three phosporylated forms of

adenosine. These are adenosine triphosphate (ATP), adenosine diphosphate (ADP)

and adenosine monophosphate (AMP) [58]. The conversion of ATP to ADP releases

the energy that is needed for the processes mentioned before. For example, with the

utilization of one ATP molecule, the Na/K pump in neurons can transport 3 sodium

ions out and 2 potassium ions into the cell to maintain its membrane potential. This

process is pretty continuous as Na constantly leaks into the cell even at the resting

stage. The pumping out of the excess Ca at the presynaptic terminal can be another

example that requires the consumption of ATP. For each ATP molecule consumed, one

calcium ion is transported out of the cell. Also, transporting 3 sodium ions into the

cell in exchange of 1 calcium ion transported out of the cell is another way of getting

rid of excess calcium [59]. This exchange does not directly require the utilization of

ATP, however sodium excess is not also wanted in the cell so it is then transported out

with the Na/K pump using 1 ATP molecule.
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Conversion of ADP back to ATP requires the metabolism of glucose and oxygen

which are provided via the continuous �ow of blood to the brain. This metabolism

occurs in two stages; glycolysis and the citric acid (TCA) cycle. Glycolysis is an

anaerobic process which does not require oxygen. It starts with the uptake of glucose

from the blood and ends with the breakdown of one glucose molecule into two pyruvate

molecules and the net production of 2 ATP. The healthy brain requires more energy

so the pyruvate molecules are destined for the TCA cycle, the aerobic part of glucose

utilization. The TCA cycle takes place in the mitochondria, consists of many steps

and the involvement of di�erent enzymes �nally produces 36 ATP molecules ready to

be used. So the total metabolism of glucose with oxygen produces 38 ATP. Carbon

dioxide and water are also byproducts of the TCA cycle which are cleared from the

tissue via blood �ow.

In the healthy human brain, almost all of the pyruvate molecules produced

after glycolysis enters the TCA cycle. However, if they are not further metabolized by

the TCA cycle, they are reversibly converted to two lactate molecules. Lactate was

thought to be formed in abnormal situations such as hypoxia. But the current view

is that lactate is formed during most neuronal activation, without apparent oxygen

de�ciency [60].

The glucose delivered by the blood �ow passes into the interstitial space from

capillaries via facilitated di�usion. Only around 30% or less of the glucose in the

capillaries are extracted from the blood [61]. However, about half of the glucose di�uses

back to the blood stream [62], without �nding the chance to be metabolized. So only

around 15% of glucose delivered via the blood is used. Since this is enough to keep

the brain healthy, it can be concluded that glucose is delivered much more than it is

needed at rest.

Deoxyglucose (DG), is an analog of glucose with only one oxygen atom missing.

It can go under an incomplete glycolysis in the cell. As it is not completely metabolized,
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Figure 4.1 Schematic diagram of the major steps of glycolysis and the citric acid cycle. Glycolysis
results in the net production of 2 ATP, and TCA results in the production of an additional 36 ATP.
The byproducts of the TCA cycle -water and carbon dioxide- are removed from the tissue via blood
�ow. Reproduced from [11].
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and since its clearance from the tissue is slow, it accumulates in the tissue. The

development of the DG technique [63, 64] and marking the DG with a radiotracer made

it possible to map the pattern of glucose metabolism in the animal brain. Adaptation

of the technique to PET with FDG made it possible to study the cerebral metabolic

rate of glucose (CMRGlc) in humans.

Over the years, several animal studies have been conducted showing that there

is a relationship between local functional activity and local glucose metabolism in the

animal brain [65, 66, 67]. Following those, human studies with FDG and PET [68]also

showed close correspondence. Furthermore, high-resolution studies of the exact loca-

tion of increased CMRGlc with increased activation, point to areas of dense synaptic

connections having the largest increase in CMRGlc rather than neurons' bodies.

In those studies, areas with high CMRGlc also contain many astrocytes. As-

trocytes are part of a group of cells called glial cells or neuroglia, which surround

and protect neurons. Other types of glial cells are the microglias which act as the

macrophages of the brain and the oligodendrocytes that support and increase con-

ductivity of neurons by surrounding them. Astrocytes are located around the brain

capillaries, providing a possible bu�er between the vessels and neurons. So glucose

can be taken up from blood via astrocytes and passed down to the neurons. How-

ever a recent hypothesis suggests that astrocytes not only takes up the glucose, but

also preferentially conduct the anaerobic part of glucose metabolism stimulated by

neurotransmitters released by the neurons. This results in the release of lactate via

an astrocyte-neuron lactate shuttle, which is then taken up by neurons, converted to

pyruvate and goes under TCA [47, 69, 60].

To further couple the neural activity to CMRGlc this example can be given:

One glutamate is released at a synapse by a neuron following an action potential. An

astrocyte takes up the glutamate, converts it to glutamine. This causes the astrocyte

to consume 2 ATP, which is the exact amount of ATP produced by glycolysis which
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in turn was stimulated by the release of the glutamate. The astrocyte releases the

glutamine back to the extracellular space with the 2 lactate molecules produced with

glycolysis, which is taken up by a neuron.

Figure 4.2 An illustration of astrocyte-neuron lactate shuttle. Reproduced from [12].

4.2 Coupling of Brain Energy Metabolism to Blood Flow

Cerebral blood �ow (CBF) supplies the glucose and oxygen necessary for neural

activity. It can be de�ned as the delivery of arterial blood to the capillary beds in a

particular mass of tissue. The cerebral blood volume (CBV) is the percentage of the

tissue volume occupied by blood vessels. For the brain this is around 4%. Around 5%

of this value consists of the arterial volume, and the rest 95% is divided evenly between

capillaries and veins [70]. The velocity of blood in the vessels is another important

physiological parameter which varies mainly according to the diameters of vessels. In
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capillaries, the velocity can drop to 1mm/s in a rather irregular fashion than a constant

velocity [71]. This is probably because the red blood cells' diameters are about the

same as capillaries and are quite deformable.

CBF does not only provide the supplies necessary for ATP generation, but also

carries away the waste products of metabolism, being CO2, H2O and heat. Because

of this, a local increase in CBF following increased neuronal activity is not a surprise.

Measuring the rate of delivery of an agent carried to the tissue by �ow is a good

approach for estimating CBF. The radioactively labeled microspheres method used in

perfusion studies in animals [72], the nitrous oxide technique which helped in determin-

ing global blood �ow [28] that was discussed earlier, the radioactive inert gas technique

relying on the time constant of clearance of a radioactive inert gas such as 13Xe from

the tissue to estimate regional CBF [73, 74] the PET H2
15 bolus injection and the PET

C15O2 methods [75, 76] have been important approaches in measuring CBF.

Arterial spin labeling (ASL) used in MRI investigations is also a recent technique

to measure CBF, with better temporal and spatial resolution and the advantage of

being totally non-invasive. In the ASL technique, arterial water is used as an intrinsic

tracer. The blood is typically tagged with an RF inversion pulse prior to the entry

of imaged slice. As the tagged blood arrives at the tissue of interest, an exchange

occurs with the water molecules in the tissue which have a di�erent magnetization

state. Several tag and control -not tagged- images of the slice are acquired, and the

constructed average di�erence map from the di�erence of those images provides a

qualitative �ow image [77]. The ASL technique is still under heavy investigation and

development, however promising results shows that it will be pretty useful especially

in the domain of BOLD fMRI.

Flow, in arterioles and capillaries is controlled by the smooth muscles surround-

ing them. Contraction of the muscles constricts the vessel reducing the vessel diameter,

whereas relaxation of the muscles dilates the vessel thus increasing the vessel diameter.
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Figure 4.3 Pulsed Arterial Spin Labeling example tagging procedure. The blood's magnetization is
inversed before entering the imaging plane. Reproduced from [13].

The actions of those muscles are controlled by local metabolites named vasodilatory

agents. So, two mechanisms may control the blood �ow via those muscles: the energy

use caused by glucose and O2 metabolism, and the neural signaling to the local vascu-

lature. The vasodilatory agents resulting from metabolic actions are mainly thought

to be adenosine, positively charged ions (H+, K+) and blood gases (CO2 and O2).

CO2, the byproduct of the TCA cycle a�ects the blood pH; also it can di�use

into the vessel wall to the muscle. There it reacts with water to form bicarbonate

ions and H+. An increase in the hydrogen ions also causes a decrease in pH. A study

conducted in monkeys in which the arterial partial pressure of CO2 was raised from

40mmHg to 60mmHg almost doubled the global cerebral blood �ow [78]. Apparently,

the brain is highly sensitive to pH changes, and the increase in CBF may serve to

increase the clearance rate of CO2 and provide some control over pH changes.

Increased K+ and reduced Ca++ concentrations around the cerebral arterioles

also causes vasodilatation. Since neural activity causes increased K+, and reduced
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Figure 4.4 Cerebral vasodilator activity of CO2 and H+.Reproduced from [14].

Ca++ concentrations in the extracellular space, a natural mechanism for increasing

CBF with increased neural activity can be established. This is known as the cation hy-

pothesis for CBF regulation [79]. Also the generated energy by the dephosphorylation

of ATP causes an increase in adenosine in the cells and extracellular space. Adenosine

has a vasodilatory e�ect [80, 81]. So another mechanism to regulate CBF as a result

of neural activities can be seen.

Also nitric oxide (NO) has been found to be important in regulating CBF [82,

83]. It rapidly di�uses through the tissue, is short-lived and is a powerful vasodilator

[84]. NO is produced from neurons and astrocytes as a result of glutamate activity

that was mentioned before. It is suggested that NO controls the vasodilatory e�ects

of other mediators produced as a result of neural activity. So the control of CBF may

include sophisticated relationships between NO and other mediators such as adenosine,

CO2 and K+.
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CBF changes are partly linked to CBV changes, as the change in CBF results

from the change in the cerebrovascular resistance. The cerebrovascular resistance is

greater in arterioles. Dilation of the arterioles increases CBF, but since arterioles

constitute only about the 5% of CBV, the increase in CBV may be much smaller than

CBF. Also the distensibility of vessels may cause CBV to increase due to increased

CBF causing increased pressure. A study conducted to assess the dynamics of changes

in CBV showed that, CBV had longer time constants for reacting and returning to

baseline compared to the CBF response [19]. This suggests that the major part of the

volume change follows the �ow change rather than causing it.

4.3 The E�ect of Oxygen Metabolism

A PET study was conducted to measure the change in cerebral metabolic rate

of oxygen (CMRO2), which showed a 29% increase in local CBF while only a 5%

increase in the local CMRO2 [85]. A future study also demonstrated an uncoupling

between CBF and CMRO2, while a CMRGlc measurement was found comparable to

CBF. Investigations on the resting distribution of CMRO2 have shown a rather uniform

O2 extraction fraction of about 40% [86]. So if the �ow increases by 30% and the O2

metabolism increases by 5%, then the oxygen extraction fraction (E) drops to about

32%. This is what makes the blood oxygen level dependent signal in fMRI to change.

More details on this will be provided on the next section.

The large increase in CMRGlc compared to CMRO2 implies that most of the

glucose is consumed via glycolysis and the resulting pyruvate molecules are not passed

into the TCA cycle to go under oxidative metabolism requiring oxygen. The unused

pyruvate should be reversibly changed to lactate in that case, and this idea was sup-

ported with direct measurements of lactate accumulation in humans with the help of

spectroscopic NMR studies [87, 88].
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The impact of the CMRO2 on the BOLD e�ect makes it an important aspect

in interpreting BOLD responses. This impact was proven with a study design with

a sensory activation experiment and a paradigm that altered the CO2 content of the

subject's inhaled air. Both the activation experiment and the increased CO2, resulted

in an increased CBF, however in the increased CO2 paradigm there was no change

in CMRO2. Finally, the results showed that for the same amount of change in CBF,

the activation experiment showed a smaller BOLD signal change, caused by increased

CMRO2 [89]. Other studies conducted with PET and fMRI [25, 20, 90, 91] not only

demonstrated a close relationship between the CBF and CMRO2, but they also suggest

that CBF and CMRO2 increase in a graded fashion with increasing neural activity, like

in a block design experiment with stimuli presented at di�erent frequencies to the same

subject.

An alternative hypothesis is based on the limited oxygen delivery at rest, which

causes the imbalance between �ow and oxygen metabolism changes as they are tightly

coupled to each other [92]. According to this oxygen limitation model, O2 delivery

to the tissue is barrier limited [93]. This limitation which was demonstrated on a

canine model [94] sets the extraction fraction be dependent on capillary transit time

by explaining that only a fraction of the O2 delivered to the capillary bed reaches the

point of oxidative metabolism. The hypothesis also assumes that an increasing CBF is

accomplished by increasing the velocity of capillary blood without capillary recruitment

-the opening up of previously collapsed capillaries [95, 96]. Then an increase in CBF

causes a decreased capillary transit time a reduced oxygen extraction. So the CMRO2 is

proportional to the product of CBF and E. According to this, increased CBF decreases

E, so a large amount of CBF increase is necessary to produce a relatively small increase

CMRO2.

When this model is applied to a 40% E at rest, the �ow must increase by 30%

to cause a 5% increase in CMRO2. This is in compliance with the PET study of Fox

and Raichle [85]. According to this model, a substantial increase in CMRGlc does not
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need to be supported by a large increase in CBF, although the CBF and CMRGlc

changes are similar and large. This can be anticipated by considering the blood supply

of glucose being much larger then it is utilized at rest (15%), and most of the glucose

being consumed in glycolysis rather than full oxidative metabolism.

There is also another hypothesis suggesting that the uncoupling between CBF

and CMRO2 is caused by a laggy CMRO2 response compared to CBF. This is demon-

strated in bold transients of studies with sustained visual stimuli lasting several minutes

[97]. But same transients can also be explained with a CBV change lagging behind

the CBF change. The balloon model developed by Buxton et al [98] is a model which

tries to explain the dynamic changes in CBV following changes induced by the change

in arteriolar resistance by including the mechanical properties of the vessels in calcu-

lations.

4.4 The Big Picture

Mainly the CMRGlc, CBF, CBV, CMRO2 and E play important roles for the

better understanding of neuronal activations and for the recent functional imaging

modalities such as PET and fMRI. However there are still many unanswered questions

as to how these entities are related to each other, the coupling and uncoupling between

each other and such.

Although, with the light of the studies conducted, it can be suggested that the

cerebral blood �ow increases substantially, cerebral blood volume increases moderately,

the metabolic rate of oxygen increases slightly, the oxygen extraction fraction drops

substantially and the local blood velocity in the arterioles, capillaries and venules

increases with an accompanying drop in the blood transit time, while the capillary

density probably stays about the same [15].
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Figure 4.5 Physiological changes accompanying brain activation. Functional neuroimaging is largely
based on the metabolism and �ow changes in the lower three blocks. The drop in oxygen extraction is
the basis of the BOLD signal changes measured with fMRI, but the MR signal is potentially sensitive
to blood �ow, volume and velocity as well [15].
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4.5 Discovery and Basis of the BOLD Signal

Magnetic susceptibility is a measure of the degree to which a material becomes

magnetized when placed in a magnetic �eld. So it is the ability of a substance to

produce an internal magnetic �eld in response to an applied magnetic �eld. Each

substance has di�erent susceptibility values causing them to react di�erently to the

same external magnetic �eld. As far as BOLD fMRI is concerned, we can classify

materials as paramagnetic and diamagnetic.

In paramagnetic materials, there are permanent magnetic moments and when

they are placed in an external �eld their atomic moments line up with the �eld.

Whereas an external magnetic �eld applied to diamagnetic materials, a weak mag-

netic moment is induced in the opposite direction of the applied �eld. When materials

of di�erent susceptibility are around each other in the same external �eld applied, local

magnetic �eld distortions occur. This distortion causes the spins to precess at di�erent

rates and dephase quicker adding to the T2 and T2* e�ects.

In studies where brain activation is measured with MRI, external contrast agents

such as gadolinium can be used to modify the susceptibility of blood in the test subjects

[99]. However, there is an intrinsic physiological agent that alters the blood's magnetic

susceptibility, the hemoglobin.

Hemoglobin is a metalloprotein containing iron, which transports O2 from the

lungs to all parts of the body. It is named as oxyhemoglobin (HbO) when it is carrying

O2 molecules, and named deoxyhemoglobin (HbR) when it is free of the O2 molecules

it was carrying. HbR is paramagnetic causing magnetic �eld distortions, however when

O2 binds to HbR it becomes diamagnetic in the form of HbO.

The fact that HbR is paramagnetic and creates magnetic �eld gradients inside

and around red blood cells was well known [100]. However, it was not until 1990 that the
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Figure 4.6 Magnetic �eld distortions due to paramagnetic HbR and diamagnetic HbO. There is no
distortion around HbO. However, There is a dipole �eld distortion in the surroundings of HbR [9].

phenomenon of changes in blood oxygenation following a physiological manipulation

produced a measurable e�ect on MR images [101]. In this animal study conducted with

a 9T system, the experimenters modi�ed the levels of O2 in the subject's breathing

air. When 20% O2 was supplied, the brain image generated many dark lines caused by

signal loss, corresponding to the locations of blood vessels. The dark lines disappeared

when the subject again breathed 100% O2. The observed signal loss was interpreted to

be a result of the change in the magnetic susceptibility of the blood vessel compared

to its surroundings due to an increase in HbR concentration.

Further studies conducted on animals with respiratory challenges also demon-

strated that changes in brain oxygenation could be tracked with gradient echo imaging

(GRE) [102]. These suggested that natural processes altering the blood oxygenation

could also generate a signal detectable with MRI.

In 1992, by Kwong and co-workers reported a study; the demonstration of map-

ping activation in the human brain using gradient echo MR imaging during visual

stimulation and a simple motor task [20]. The study design was to acquire GRE-EPI

images, with experiments conducted in 1 minute stimulus period alternating with a

1 minute rest period. As a result the GRE-EPI signal was increased by 3-4% during

the visual stimulus and a similar increase was observed in the hand-motor area during
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a hand squeezing task. The results of this study and other studies published shortly

afterwards [103, 104, 105] marked the beginning of functional human brain mapping

based on the BOLD e�ect.

As discussed earlier, the BOLD signal changes measured with fMRI is a result

of the imbalance between blood �ow and the metabolism of oxygen. The physical basis

of the sensitivity of BOLD MRI signal is that HbR alters the magnetic susceptibility

of blood. So the concentration of HbR in a volume tends to reduce the MR signal mea-

sured. If �ow increases more than O2 metabolism, less O2 is extracted from the blood

and the venous blood oxygenation therefore increases, also increasing the measured

MR signal. This increase is caused by the reduced HbR concentration which shortened

the T2 and T2* times reducing the MR signal. So the T2* signal becomes longer with

reduced HbR concentration resulting in a stronger signal measured with T2 and T2*

weighted pulse sequences.

In the last decade, fMRI has been widely used to map the changes in the brain

hemodynamics produced by cognitive tasks. However, Due to its signal acquisitions,

it has some uncertainties. It is generally believed that signi�cant portion of the signal

arises from large veins with additional contribution from capillaries and parenchyma.

CBV, CBF and CMRO2 have di�erent e�ects on BOLD signal [18, 17]. These large

veins and physiological activities give rise to uncertainty in localization of fMRI signals

and hence make it di�cult to understand the underlying physiology of BOLD. In order

to suppress and eliminate these uncertainties, several methods have been proposed.

Di�usion weighted (DW) EPI [106, 107, 108, 109, 110] and Arterial Spin Labeling

(ASL) [111, 112, 113, 114, 115] o�ers more accurate information about the site of

activities and also the signal changes. [9].
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4.6 BOLD Transients

The BOLD fMRI does not directly measure neural activity, instead it is a result

of combined changes in CBF, CBV and CMRO2 based on metabolic changes following

a neural activity. Not any one of those changes can explain the BOLD response alone,

but a combination of them, although there are still controversial views as to their

coupling and timings can help in explaining the BOLD transients.

For instance, the oxygenation of blood following neural activation depends on

the balance of changes in CBF and CMRO2. If both increased at the same level after

a neural activity, the oxygen extraction fraction (E) would stay the same causing the

level of HbR to stay the same, thus cause no observable changes in the MR. However

the increase in CBF is much more than the increase in CMRO2, resulting in a reduced

E which in turn causes a more oxygenated venous blood, thus increasing the received

MR signal. Again this is not enough to account for all transients observed in BOLD

signal.

Since BOLD e�ect depends on the quantity of HbR in an imaging voxel, it

depends on CBV as well. An increase in CBV while E is constant, would increase

the total HbR concentration in the area of interest resulting in a reduction of the MR

signal, a negative BOLD e�ect.

Nevertheless, it has been shown that positive BOLD changes correlated with

Local Field Potentials (LFP) which suggests that the BOLD signal re�ects the synaptic

activity, which is directly related to stimulus processing [116]. Within the concept

of this correlation, following a neuronal activity, CBF increases dramatically, CBV

increases moderately, and CMRO2 increases by a much smaller amount. Therefore, all

these physiological activities result in a reduction in the amount of HbR within the

tissue so the MR signal increases.
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Figure 4.7 The combined changes in CMRO2, CBF and CBV following a neural activity results in
the BOLD signal [15].

When the stimuli are presented in a block design like the one in this study,

the temporal stimulus pattern is simply a square wave. To a �rst approximation, the

BOLD response in many areas of the brain looks like a delayed and smoothed version of

the stimulus pattern [15]. However, a number of transient patterns have been reported

to occur at the transitions between rest and active states. These are namely the initial

dip, the positive BOLD and the post stimulus undershoot (PSU) [17].

Figure 4.8 An illustration of the BOLD response with the three transients: the initial dip, positive
BOLD and the post stimulus undershoot.
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4.6.1 The Initial Dip

As the name implies, initial dip is an initial drop of the BOLD signal below the

baseline following the beginning of a stimulus. It is potentially accepted as one of the

most important aspects of BOLD, while being the most controversial. It was observed

in an animal optical intrinsic study (OIS) depending on signals that are sensitive to

HbR and HbO [117]. The results showed an increase in HbR peaking about 2 seconds

after the stimulus onset, followed by a later decrease of HbR a larger magnitude about

3 times. It was suggested that this fast response is a consequence of a rapid increase in

CMRO2 before an increase in CBF begins. As this early change in CMRO2 is better

localized to the activated area in the experiment, if true this would mean that the initial

dip could provide a much more accurate map of neural activity in fMRI experiments.

However, a similar observation of the initial dip could also arise from an initial increase

in CBV.

There were speculations as to the origin of the initial dip was an artifact caused

by keeping the interval between consequent stimuli short, thus blocking a full recovery

of the hemodynamic response [118]. However this idea was proven wrong by a study

conducted with longer stimulus intervals [119].

So there are mainly two hypotheses concerning the initial dip. A slight delay of

the CBF response compared to the CMRO2 response [120], and an initial increase of

CBV following a neural activity [98] (Figure 4.9). The initial dip is still an active area

of research so more controversial approaches may arise in the near future.

4.6.2 Positive BOLD

Postive BOLD plateau is the best identi�ed part of the BOLD response. After

an increased neural activity, the CBF increases much larger than CMRO2 resulting in
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Figure 4.9 (a) CBV based initial dip. (b) CMRO2 based initial dip [9].

Figure 4.10 An illustration of the postive BOLD transient. The increase in CBF following activation
exceeds the increase in CMRO2. This mismatch results in a decreased HbR concentration causing the
positive BOLD signal [9].
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a decrease of E. As a consequence the HbR concentration drops, generating a positive

BOLD signal change [85] (Figure 4.10).

4.6.3 Post Stimulus Undershoot

The origins and the signi�cance of the post stimulus undershoot is another

subject of debate since the �rst papers published on BOLD fMRI [20]. As discussed,

the concentration of HbR in the imaged volume is at the heart of the BOLD signal.

So a change in the BOLD signal towards negative polarity would mean an increase in

the HbR concentration. This idea is supported by optical imaging studies showing an

increased HbR concentration with a reduction in HbO concentration following the end

of the stimulus [121]. The pattern of a relatively long lasting undershoot is often seen

in experiments where the period of resting blocks are the same or greater than stimulus

periods [122].

The reason of the increase in HbR could be because of one of the changes,

or combined changes of or di�erences in time courses of the CBV, CMRO2 or CBV.

Several studies based on mainly three ideas have been conducted. A temporary fall of

CBF under the baseline [123]; a slower return of the CMRO2 to baseline than CBF

does [97, 124, 125] and the delayed return of CBV to baseline [108, 126, 17].

For the �rst hypothesis, if the CBF falls below baseline while CMRO2 holds

its position around the baseline, the oxygen extraction would increase. This increase

in E, would result as an increase in HbR thus causing the post stimulus undershoot.

This hypothesis was supported in several studies [127, 128, 129]. However, other studies

found that the post stimulus undershoot was not present in the CBF signal [98, 130]. A

study was conducted in 1.5T, in which the subject performed a motor task and viewed

a �ickering black and white checkerboard for 20 seconds and rested for 100 seconds.

An ASL pulse sequence (QUIPSS II) was used to measure �ow and BOLD changes
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simultaneously in both the visual and motor areas of the brain. Both areas showed a

pronounced post stimulus undershoot in the BOLD signal while there was no evidence

of an undershoot in �ow [131]. However, this does not exclude a CBF undershoot for

certain stimuli and baseline states. It has been proposed that a post-stimulus BOLD

undershoot can also be caused by a CBF undershoot following reduction of neuronal

activity [128] (Figure 4.11b).

According to the second hypothesis, a slower return of the CMRO2 to baseline

than CBF does, is the cause of the PSU. So if CBF returns to baseline quicker than

CMRO2, the elevated CMRO2 would increase the oxygen extraction thus increasing

the HbR concentration. And this causes the BOLD signal to drop under the baseline,

and gradually return to baseline as the CMRO2 slowly returns to basleline. Again

several studies reported this type of behavior in the hemodynamic responses [97, 132,

133, 134, 125] (Figure 4.11c).

Finally, the delayed return of CBV to baseline is hypothesized to be the rea-

son of the post stimulus undershoot observed in BOLD fMRI studies [98, 19]. In an

experiment where a long lasting intravascular contrast agent is used to monitor CBV

dynamics and laser doppler �owmetry to measure the CBF was conducted in an animal

study. A reasonable return of CBF to baseline, but an elevated CBV with a time lag

that matched well with the duration of the post stimulus undershoot was observed in

the results of this study. [19]. Furthermore a study was conducted by the same team

to address the e�ects of CMRO2 on PSU, with a variation of the calibrated BOLD

technique where the subject inhaled CO2. The estimated dynamic curve of CMRO2

was observed closely following the CBF curve, with a smaller fractional change [135].

These study results support the idea that CMRO2 is tightly coupled to CBF and that

CBV recovery after activation lags behind CBF recovery (Figure 4.11a).

Two similar biomechanical models have been proposed aiming to explain how

the post stimulus undershoot can be observed in the BOLD signal, and not present in
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�ow while CBV is slow to return to baseline [98, 136]. Namely the balloon model by

Buxton and the delayed compliance model by Mandeville.

The balloon model treats the capillary bed as a �xed set of pipes assumed to

be indispensable. However, post capillary veins are distensible and changes in blood

volume all occur on the venous side. The dilation of arterioles, which take up much

less of a volume percentage are assumed to be negligible as far as CBV changes are

concerned. The vascular bed within a small volume of tissue is then modeled as an

expandable venous compartment (balloon) that is fed by the output of the capillary

bed. The volume �ow rate into the tissue is an assumed function of time that drives

the system. The volume �ow rate out of the system is assumed to depend primarily

on the pressure in the venous compartment. This pressure depends on volume of the

balloon [9]. The balloon model is discussed in detail in the book by Richard B. Buxton,

"Introduction to functional magnetic resonance imaging - principles & techniques"

which I also used as a main reference in writing this thesis.

Functional neuroimaging with BOLD fMRI is promising to become the number

one tool in diagnostic radiology and perhaps will be a great help in understanding the

working human brain. However, the controversial results and opinions as to its origins

and behavior indicates that there is still time before it becomes a golden standard.
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Figure 4.11 An illustration of post stimulus undershoot due to (a) delayed return of CBV (b) CBF
undershoot below the baseline (c) CBF returns to baseline before CMRO2 following stimulus cessation
[9].
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5. METHODS

5.1 Subject and Study Design

One healthy male subject aged 29 was recruited for the study. A complete

description of the study prior to the experiment has been briefed to the subject and

his written consent was acquired. The subject lay in supine position, and was told

not to close his eyes during both the rest and active periods of each experiment. One

static and 11 �ash stimuli �ickering at frequencies 4, 6, 8, 10, 12, 14, 30, 34, 38, 42 and

46Hz were presented to the patient in the scanner room. The order of the stimuli was

generated randomly as static, 46, 6, 14, 12, 42, 34, 10, 4, 38, 8 and �nally 30Hz.

Each frequency run begun with a 30 second rest (ie: complete darkness) block,

followed by 90 seconds of stimulus, 120 seconds of complete darkness, and a repeat of

the 90 seconds stimulus fallowed by another 120 seconds of complete darkness. So the

total experiment time for each frequency was 450 seconds. To observe the post stimulus

undershoot e�ect, the rest block was chosen relatively longer than the stimulus block

[122]. Also the lights in the scanner room and the MR control room were switched o�

to avoid any external light viewable by the subject. The protocol timing diagram can

be seen in Figure 5.1.

Figure 5.1 Stimulus timing diagram. Each frequency run begins with 30 seconds of rest, followed
by a 90s active stimulus then by a 120s rest period. Same stimulus is applied for another 90 seconds
and the run for the selected frequency ends with a �nal 120 seconds of rest period. The subject was
told to keep his eyes open at all times, including the rest periods.
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The stimulus delivery system's schematic diagram can be seen in Figure 5.2.

Figure 5.2 The schematic diagram of the stimulus delivery system.

The DAQCard (NI DAQCard-6062E, PCMCI) is used to detect MR synchro-

nization output (60 microseconds width, 5V amplitude, square wave) which rises at

the beginning of each TR, to generate the desired frequency output. The DAQCard

is connected to a screw terminal (NI SCB-68, Shielded) with a 68 pin cable (NI SC

68-68, 1 m). A stimulus presentation software was coded in Visual C++ language,

receiving MR synchronization signals through a digital input line of the DAQCard

triggers a function in the software allowing the progress in block design. The method

of synchronization, stimulus frequencies and duration of active and rest blocks can be

de�ned through a guided user interface (GUI) as seen in Figure 5.3.

The output of the DAQCard (TTL) is sent to a LED driver circuit (Figure 5.4)

in which a 2N 3904 (NPN General Purpose Ampli�er) is used as a switch housing

6 parallel SML10CW2KZT-TR LEDs (1000mcd, Ledtronics Inc., Super Cool White,

PLCC Surface Mount LED). The LEDs are coupled to �ber bundles (5 pieces, 1mm

diameter with plastic closure). The �bers penetrate into the scanner room from a

shielded hole between the scanner and control rooms. 4 of the �bers are passed through

the glasses of a full black, opaque, plastic sunglass marking the end point for the
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delivered stimulus being the eyes of the subject.

Figure 5.3 Guided user interface (GUI) of the stimulus presentation software.

Figure 5.4 The LED driver circuit.

5.2 fMRI Data Acquisition and Analysis

The experiment with fMRI was performed on a Philips 1.5 Tesla MR system

using an 8 channel head coil (Sense Head 8, Philips Medical Systems, Eindhoven,

Netherlands) at the NPISTANBUL Neuropsychiatry Hospital, Istanbul. Following a
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localizer scan, a structural image of the subject was acquired with a standard MPRAGE

sequence for future studies. A single shot T2* weighted gradient echo (GE) echo

planar imaging (EPI) sequence was used for BOLD measurements. 32 transverse slices

covering the whole brain, over a �eld of view of 230 x 230 mm with 64 x 64 resolution

were acquired with a slice thickness of 4 mm. Other imaging parameters were TR 3000

ms; TE 50 ms and �ip angle 90 degrees. Thus, 150 BOLD-based volume images were

acquired within each frequency run.

For each measurement of each frequency, all of the volumes were registered to

the 5th volume in order to remove motion artifacts by using 3dvolreg function from the

AFNI (Analysis of Functional Neuro-Images [137]) program package. First level GLM

analysis was carried out using FEAT (FMRI Expert Analysis Tool) Version 5.63, part

of FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl) program package. The

following pre-statistical processes were applied: spatial smoothing using a Gaussian

kernel of FWHM 5mm; mean-based intensity normalization of all volumes by the same

factor; high-pass temporal �ltering (Gaussian-weighted least-squares straight line �t-

ting, with sigma=210s). Time-series statistical analysis was carried out using FILM

with local autocorrelation correction. This produced a fairly large region of activation

within the visual cortex. A �xed-e�ect group analysis was performed to combine sta-

tistical parametric maps of the �rst level analysis for the subject across all stimulation

frequencies. This resulted in a Z-score map of statistically signi�cant stimulus related

activity across all stimulation frequencies for the subject. Z (Gaussianised T/F) statis-

tic map was thresholded using clusters determined by Z>12.5 and a (corrected) cluster

signi�cance threshold of P=0.05. This extracted a mask that consisted of a most active

cluster including 40 voxels in the visual cortex for each frequency. For each stimulation

frequency of the subject, average BOLD signal time course was computed from all acti-

vated voxels within the mask. The results were carried to MATLAB (MATLAB 7, The

MathWorks Inc., Natick, Massachusetts) software, the BOLD percent change vs image

count graphs were acquired by discarding the last 10 images and averaging the two

trials (10 images at rest -baseline-, 30 images during stimulus and 30 images at the end
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of stimulus), of each frequency. Also the time course of the BOLD signal was averaged

across all frequencies for positive BOLD and PSU. The average percentage of PBOLD

over 20 images (60 seconds) was calculated 10 images (30 seconds) after the beginning

of stimulation. The PSU interval was de�ned as the 20 images (60 seconds) following

stimulus cessation. The percentage changes of the BOLD signal during PBOLD and

PSU response periods for each frequency were separately normalized to a maximum

change of 1. The resulting plots can be found on the next section.

5.3 Results

The functional map due to visual stimulation from one of the frequencies, over-

laid onto the anatomical image, is shown in Figure 5.5.

Figure 5.5 The most active voxels for the 6Hz stimulus data is superimposed on top of the subject's
structural scan. a: axial view, b: sagittal view. The most activate voxels de�ned by the mask are
primarily located in the primary visual cortex as expected.

All of the �ashing stimuli resulted in similar positive BOLD time courses com-

pared to the corresponding static stimulus' positive BOLD time courses. However,

following the end of the stimulus, the static stimuli caused no undershoot, while un-
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dershoots of varying degrees in all of the �ashing stimuli's existed. The recovery of the

�ashing stimuli BOLD signals to baseline took about 45 seconds (Figure 5.6, Figure

5.7, Figure 5.8).

Figure 5.6 Average time courses of BOLD response for �ickering stimuli (4, 6, 8, 10Hz) with static
stimuli. Similar positive BOLD time courses for the static and �ashing stimuli is visible. However only
�ashing stimuli display a post stimulus undershoot. x-axis: image number (x∗3=seconds) , y-axis:
%BOLD change. Gray bar denotes stimulus on time.
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Figure 5.7 Average time courses of BOLD response for �ickering stimuli (12, 14, 30, 34Hz) with static
stimuli. Similar positive BOLD time courses for the static and �ashing stimuli is visible. However only
�ashing stimuli display a post stimulus undershoot. x-axis: image number (x∗3=seconds) , y-axis:
%BOLD change. Gray bar denotes stimulus on time.
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Figure 5.8 Average time courses of BOLD response for �ickering stimuli (38, 42, 46Hz) with static
stimuli. Similar positive BOLD time courses for the static and �ashing stimuli is visible. However only
�ashing stimuli display a post stimulus undershoot. x-axis: image number (x∗3=seconds) , y-axis:
%BOLD change. Gray bar denotes stimulus on time.
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Figure 5.9 Normalized absolute PSU (Right y axis) and PBOLD (Left y axis) change across all
frequencies. Maximum is set to 1.
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6. DISCUSSION AND FUTURE WORK

The data shows that the post stimulus undershoot can have di�erent magnitudes

even when the positive BOLD response has relatively the same magnitude and time

course. In this study static and �ickering stimuli caused very similar overshoots at

most of the frequencies, but only the �ickering stimuli caused an undershoot. Also the

�ashing stimuli's post stimulus undershoot percentages vary with each frequency while

the same positive BOLD time course, including the initial overshoot is visible for both

the �ashing and static stimuli.

Mandeville et al. have shown that a BOLD post stimulus undershoot is accom-

panied by a slow CBV recovery following stimulus termination [136]. Yacoub et al.

demonstrated that the slow recovery of CBV was only present in gray matter but not

in surface vessels, while BOLD undershoot could be found both in gray matter and

surface vessels [138]. This indicates that the BOLD undershoot in surface layers re-

�ects only the altered deoxyhemoglobin content of blood draining from the tissue where

CMRO2 and/or CBF e�ects must also contribute to the post stimulus time course of

the HbR level. In this study, same voxels which were active in both the static and

�ickering stimuli were averaged. This ensured that the voxels had the same underlying

vasculature. Therefore, as the positive responses are matched, the di�erences observed

in the post stimulus undershoot responses can not be attributed solely to vascular com-

position or the CBV changes during stimulation. Taking this into consideration, it can

be said that the CBF and/or the CMRO2 must play a role in the observed undershoot,

in addition to a passive biomechanical e�ect of blood vessel volume as proposed by the

balloon model [98].

Also, very similar positive BOLD time courses for both the static and �ashing

stimuli can be seen in the resulting graphics. Thus one can assume this as the result of
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very similar CBF, CBV and CMRO2 magnitudes for both stimulus types for the period

of stimulation. This is a reasonable assumption considering that the relationships

between CBF-CBV and CBF-CMRO2 have been shown to be constant during steady

state [17]. Since the passive CBV component of the post stimulus undershoot in the

veins is determined by the amplitude of the positive response and as the amplitude

of the positive response was found to be nearly the same for both the �ashing and

static stimuli, either CBF or CMRO2 e�ects can account for the following: a more

pronounced CBF undershoot or a more elevated CMRO2 level following the end of

stimulus (Figure 6.1). Since both e�ects re�ect neuronal activity [25, 26, 139, 140,

141, 142, 143, 144, 90, 91, 89, 145] , although the BOLD signal is an indirect re�ection

of neuronal activity it can be suggested that direct conclusions of the time course of

neuronal activity may be possible following the post stimulus undershoot time course.

So the PSU could also be caused in part by decreases in CBF triggered by the post

stimulus decreases in neuronal activity [146].

As seen on Figure 5.9, there is no correlation between the positive BOLD and

post stimulus undershoot responses changing with di�erent stimulus frequencies. Also

considering the suggestions on the paragraphs above, it can be proposed that the post

stimulus undershoot of the BOLD signal has a frequency dependency independent of

CBV changes. This suggests that the frequency dependency of PSU might be caused

by neurally mediated metabolic activities such as CMRO2 and CBF.

However this requires further investigation possibly with an addition of a method

to account for the CBF measurements, such as the Arterial Spin Labeling (ASL) tech-

niques. An addition of a PET protocol to the same procedure may also help in esti-

mating the CMRO2 in the subjects. Also tracking the subjects with an MR compatible

EEG device could also help in pinpointing the results.

One problem I faced during experiments was caused by the lengthiness of the

study. Each experiment for a frequency lasted for 7 and a half minutes. Multiplied
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Figure 6.1 Application of the balloon model simulations on the 6Hz stimulus data with CBF, CBV
and CMRO2 e�ects on the post stimulus undershoot.

by 12 (for all of the �ashing stimuli and one more for the static stimuli) totals to 90

minutes. Adding another 30 minutes accounting for the structural image acquisition

as well as the small eye resting breaks requested by the subjects makes 120 minutes,

whole 2 hours. So a stimulus length and type is required to get to the steady-state

while not torturing subjects. The more time passes, the more the subjects get tired

and uncomfortable which results in a reduced cooperation for the experiment as well

as increased motion problems.

The availability of an MR machine is another problem. Although we have access

to several hospitals' MR units -thanks to our instructors-, the time frames those MR

machines available for non-patient studies are limited and sometimes interrupted by
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unscheduled visits by patients. Conducting a study in which the full cooperation of the

subject -at least keeping his/her eyes open- is necessary, does not go well with hours

past midnight. Since it is not currently feasible to build a useful MR machine in our

backyards, arrangement of subjects and precise dates beforehand for an experiment is

necessary for future studies.

I had actually prepared another stimulus design -contrast enhanced �icker-

ing/static checkerboard- to be projected on a mirror via an LCD projector. In that

study it would have been possible to track the CBF changes with the ASL Q2TIPS

sequence as well as the BOLD signal changes. After 6 runs of the experiment with 6

di�erent subjects, it was not possible to relate the resulting BOLD and CBF data due

to a very bad SNR. Later we found out that the reason for that was faulty gradient

coils of the machine which required �xing.

To sum up, a stimulus frequency dependency of the PSU is apparent which may

re�ect the di�erences in the hemodynamic coupling and/or in the neuronal activity

based on the changing stimulus frequencies. The observed PSU amplitude changes can

not solely be attributed to the changes in CBV, however a more thorough investigation

which simultaneously measures the CBF can help to prove or disprove this observation.

Also a multimodal investigation approach would help to account for the CMRO2 and

CBV changes at the same time.
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