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ivABSTRACTAUTOSTEREOSCOPIC DISPLAYS IN COMPUTERASSISTED SURGERYUsing images for diagnosis, therapy and surgery is a widely used option aseviden
ed by many arti
les in the literature. In 
onventional systems standard two-dimensional (2D) displays are used to view the images even though the images arethree-dimensional (3D) re
onstru
ted.In this study, we used a 
omputerized surgi
al assistant whose 
ore fun
tion-alities are provided by an open sour
e software pa
kage 
alled Sli
er. Sli
er uniquelyintegrates several fa
ets of image guided therapy into a single environment and has
apabilities for visualization, surgi
al planning and guidan
e.We performed basi
 tasks of 
omputer assisted surgery su
h as registration,segmentation, surfa
e model generation and 3D visualization on medi
al images anddisplayed the re
onstru
ted images on an autostereos
opi
 display so that the imageswith depth 
an be viewed without the need to wear any spe
ial eyeglasses or headgear.Keywords: Autostereos
opi
 Displays, Sli
er, Visualization, Computer Assisted Surgery.



vÖZETB�LG�SAYAR DESTEKL� CERRAH�DEOTOSTEREOSKOP�K EKRANLARResimlerin tan�, tedavi ve 
errahide kullan�lmas� literatürdeki birçok makaledede belirtildi§i gibi yayg�n bir durumdur. Geleneksel sistemlerde resimler 3-boyutlu (3B)olarak yeniden yap�land�r�lm�³ olsalar bile standart 2-boyutlu (2B) ekranlar kullanarakgörüntülenir.Bu çal�³mada temel i³levleri Sli
er isimli aç�k kaynak kodlu bir yaz�l�m paketitaraf�ndan sa§lanan bir bilgisayar destekli 
errahi yard�m
� kulland�k. Sli
er resimrehberli terapinin çe³itli k�s�mlar�n� tek bir ortam içinde e³siz bir biçimde birle³tirir veSli
er'�n görselleme ile 
errahi planlama ve rehberlik için yetenekleri vard�r.Biz t�bbi imgeler üzerinde rejistrasyon, segmentasyon, yüzey modeli olu³turmave 3B görselleme gibi bilgisayar destekli 
errahinin temel i³lemlerini gerçekle³tirdikve yeniden yap�land�r�lm�³ imgeleri bir otostereoskopik ekran üzerinde derinlik sahibiimgeleri özel gözlük veya ba³l�k takmaya gerek kalmadan izlenebile
ek ³ekilde gösterdik.Anahtar Söz
ükler: Otostereoskopik Ekranlar, Sli
er, Görselleme, Bilgisayar DestekliCerrahi.
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11. INTRODUCTION
1.1 Obje
tiveMedi
al imaging has played an in
reasingly important role in surgi
al planningand treatment as it provides valuable information about anatomi
al stru
tures andmorphologi
al fun
tions. They are espe
ially useful in minimally invasive surgery wherespe
ialized surgi
al instruments and arthros
opes are inserted through a small in
ision.Medi
al image 
omputing appli
ations are 
omplex pie
es of software requiringa 
ommon set of base fun
tionality as well as the ability to be 
ustomized for spe
i�

lini
al appli
ations. In a resear
h environment, it is often ne
essary to make prototypeenvironments that allow exploration and re�nement of a new algorithm or 
on
ept inthe 
ontext of a 
omplete fun
tional end-user appli
ation [1℄.Computer Assisted Surgery (CAS) is the set of methods, that use 
omputerte
hnology for surgi
al planning, guiding or performing surgi
al interventions. Some
ommon methods in the CAS systems in
lude image pro
essing and analysis taskslike registration, segmentation, model making and navigation. In most of the CASsystems, the 3D anatomi
al stru
tures 
an be re
onstru
ted properly by using advan
ed
omputer graphi
s algorithms but they are often rasterized into 2D arrays of pixels fordisplay. Using a traditional 2D display may lead to di�
ulties in de�ning obje
ts ofinterest or planning surgi
al paths [2℄. Also during mi
rosurgeries, surgeons use toolswhi
h 
an provide stereo view like mi
ros
opes but 
o-surgeons and assistant surgeonstra
k the operation on 2D displays. The same problem is valid for endos
opy wheredo
tors tra
t the operation on a traditional display, as well. Therefore, 3D displayingmethods for surgery have be
ome a fo
us of development in the �eld of CAS systems.Manufa
turers have been produ
ing glasses-based stereos
opi
 (3D) display sys-tems for de
ades, and usable glasses-free autostereos
opi
 systems have been available
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Figure 1.1 Stereos
opi
 display in surgi
al navigationre
ently [3℄. This thesis fo
uses on using autostereos
opi
 displays in a CAS system forproviding augmented reality so that surgeons 
an see appropriately prepared imageswith 3D depth. The system was formed using the fun
tionalities of an open-sour
eappli
ation 
alled Sli
er [4℄.Figure 1.1 illustrates an example of using a stereos
opi
 display in surgi
al nav-igation [2℄. Pre-operative images are pro
essed by a 
omputer and displayed on thedisplay. Also intra-operative images and medi
al devi
e orientation data provided bytra
king devi
es are sent to the 
omputer during surgery. Registration of intra andpre-operative images is done and 3D rendered images are viewed on the stereos
opi
display.



31.2 RoadmapChapter 2 begins with overview of 
omputer assisted surgery. Then Sli
er andstereos
opi
 displays are introdu
ed and some studies on using stereos
opi
 displaysin 
omputer assisted surgery are reviewed. Chapter 3 des
ribes the proposed system.Chapter 4 gives the results. 5 dis
usses the results and o�ers some future work. Ap-pendix A is the spe
i�
ations of the stereos
opi
 display used in the study.



42. BACKGROUND
In this 
hapter, 
omputer assisted surgery, Sli
er software and stereos
opi
 dis-plays will be 
overed in detail. At last se
tion, some of the resear
h literature relatedto autostereos
opy in surgery will be presented brie�y.

2.1 Computer Assisted SurgeryComputer Assisted Surgery (CAS) represents a surgi
al 
on
ept and set of meth-ods, that use 
omputer te
hnology for presurgi
al planning, and for guiding or perform-ing surgi
al interventions. CAS is also known as 
omputer aided surgery, 
omputerassisted intervention, image guided surgery and surgi
al navigation. CAS has been aleading fa
tor for the development of roboti
 surgery [5℄. General prin
iples of CASin
lude:
• Making a virtual image of the patient: The most important 
omponent for CASis the development of an a

urate model of the patient. This 
an be 
ondu
tedthrough a number of medi
al imaging te
hnologies in
luding CT, MRI, X-Rays,Ultrasound plus many more. For the generation of this model, the anatomi
al re-gion to be operated has to be s
anned and uploaded into the 
omputer system. Itis possible to employ a number of s
anning methods, with the datasets 
ombinedthrough data fusion te
hniques. The �nal obje
tive is the making of a 3D datasetthat reprodu
es the exa
t geometri
al situation of the normal and pathologi
altissues and stru
tures of that region. The 
ontrasts of the 3D dataset (with itstens of millions of pixels) provide the detail of soft and hard tissue stru
tures,and thus allow a 
omputer to di�erentiate, and visually separate for a human,the di�erent tissues and stru
tures. The image data taken from a patient willoften in
lude intentional landmark features, in order to be able to later realignthe virtual dataset against the a
tual patient during surgery [5℄.
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• Image analysis and pro
essing: Image analysis involves the manipulation of thepatients 3D model to extra
t relevant information from the data. Using thedi�ering 
ontrast levels of the di�erent tissues within the imagery, as examples,a model 
an be 
hanged to show just hard stru
tures su
h as bone, or view the�ow of arteries and veins through the brain.
• Diagnosti
, preoperative planning, surgi
al simulation: Using spe
ialized softwarethe gathered dataset 
an be rendered as a virtual 3D model of the patient, thismodel 
an be easily manipulated by a surgeon to provide views from any angleand at any depth within the volume. Thus the surgeon 
an better assess the 
aseand establish a more a

urate diagnosti
. Furthermore, the surgi
al interventionwill be planned and simulated virtually, before a
tual surgery takes pla
e. Usingdedi
ated software, the surgi
al robot will be programmed to 
arry out the pre-planned a
tions during the a
tual surgi
al intervention.
• Surgi
al navigation: In CAS, the a
tual intervention is de�ned as surgi
al naviga-tion. This 
onsists of the 
orrelated a
tions of the surgeon and the surgi
al robotwhi
h has been programmed to 
arry out 
ertain a
tions during the preoperativeplanning pro
edure.CAS starts with the premise of a mu
h better visualization of the operative�eld, thus allowing a more a

urate preoperative diagnosti
 and a well de�ned surgi-
al planning, by using surgi
al planning in a preoperative virtual environment. Thisway, the surgeon 
an easily assess most of the surgi
al di�
ulties and risks and have a
lear idea about how to optimize the surgi
al approa
h and de
rease surgi
al morbid-ity. During the operation, the 
omputer guidan
e improves the geometri
al a

ura
yof the surgi
al gestures and also redu
e the redundan
y of the surgeon's a
ts. Thissigni�
antly improves ergonomy in the operating room, de
reases the risk of surgi
alerrors and redu
es the operating time [5℄.Many CAS systems have been developed by di�erent universities and resear
hinstitutes. Currently, 
ommer
ially available and notable systems approved for a 
lin-i
al use are mainly StealthStation [6℄ and DigiPointeur [7℄. DigiPointeur use an ele
-



6tromagneti
ally tra
king system while StealthStation provides both opti
al and ele
-tromagneti
 tra
king systems. Osirix [8℄ is an open-sour
e image pro
essing softwarededi
ated to medi
al images. It works under Ma
 Os X only. It o�ers FDA 
erti�edversion but it is not open-sour
e.
2.2 Sli
erSli
er [4℄, or 3D Sli
er, is a free, open sour
e software pa
kage for visualizationand image analysis. It is natively designed to be available on multiple platforms, in-
luding Windows, Linux and Ma
 Os X. The exe
utables and sour
e 
ode are availableunder free open sour
e li
ensing agreement under whi
h there are no re
ipro
ity re-quirements, no restri
tions on use, and no guarantees of performan
e. It leverages avariety of toolkits and software methodologies that have been labeled the NA-MIC [9℄kit. Sli
er 
onsists of more than over a million lines of 
ode, mostly C++. It is amulti-institution e�ort to share the latest advan
es in image analysis with the s
ienti�
and 
lini
al 
ommunity. This massive software development e�ort has been enabled bythe parti
ipation of several large s
ale NIH funded e�orts. The funding support 
omesfrom several federal US funding sour
es [10℄.History: Sli
er was initiated as a masters thesis proje
t between the Surgi
alPlanning Laboratory at the Brigham and Women's Hospital and the MIT Arti�
ialIntelligen
e Laboratory in 1998. It has been downloaded many thousand times. Avariety of publi
ations were enabled by the software. A new, 
ompletely rear
hite
tedversion of Sli
er was developed and has been released in 2007. In May of 2008 version3.2, in May of 2009 version 3.4 and in June of 2010 version 3.6 of Sli
er has beenreleased [10℄.Sli
er 
ontinues to be a resear
h pa
kage and is not intended for 
lini
al use.Testing of fun
tionality is an ongoing a
tivity with high priority, however, some features



7of it are not fully tested.2.2.1 Sli
er Goals and Non-GoalsTo make a system meeting those requirements, Sli
er was designed and 
ontinuesto evolve with several goals and "non-goals" in mind. The term "non-goals" is usedto refer to 
onsiderations that may be driving fa
tors for other software developmente�orts but have been expli
itly ex
luded from Sli
er's obje
tives [1℄.Sli
er goals:
• To establish a 
ommon development platform for resear
hers within a 
lini
alresear
h environment;
• To provide users with a familiar user interfa
e to perform image pro
essing andvisualization tasks;
• To establish a set of 
onventions for data handling and ex
hange that both de-velopers and users 
an adopt when there is no overriding reason not to do so;
• To en
ourage transfer of algorithm and visualization te
hniques from developersto users for evaluation, re�nement, and use;
• To foster information ex
hange and 
ollaboration between di�erent resear
hers,departments, and institutions, lo
ally and world-wide;
• To minimize the di�erent 
osts of entry and membership in the developer anduser 
ommunity.Sli
er "non-goals":
• Not a goal to make a self-supporting revenue stream based on software sales orsupport;
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• Not a goal to further sales of a required 
ommer
ial software pa
kage or hardwaredevi
e;
• Not a goal to lo
k users or developers into a single software platform;
• Not a goal to prote
t intelle
tual property by limiting a

ess to software 
ode orinternal fun
tionality;
• Not a goal to 
ontra
tually guarantee 
lini
al a

ura
y or reliability for resear
h
ode;
• Not a goal to have the 
ode FDA approved;
• Not a goal to provide all software 
omponents written internally "from s
rat
h"in their entirety.Sli
er's "non-goals" may well be valid, even ne
essary goals for a 
ommer
ialsoftware 
ompany. It is also possible that a 
ommer
ial third-party might use Sli
er orparts of the Sli
er 
ode to help meet di�erent goals [1℄.

2.2.2 Medi
al Reality Modeling LanguageVisualizing medi
al data involves 
ombining various data sets into a single s
ene,and exploring the s
ene intera
tively. The usage of Sli
er typi
ally involves the makingof a s
ene from a variety of volume data sets, surfa
e models derived from those volumes,and transformations derived from 3D registrations of both the volumes and models.Developers of Sli
er found that the proper 
oordination of these items is easiest toobtain by the use of a hierar
hi
al modeling paradigm as exempli�ed by the modelingsystems and languages of graphi
s and CAD/CAM [11℄.Toward this end, developers made a novel �le format for expressing 3D s
enes
omposed of volumes, surfa
e models, and the 
oordinate transforms between them.The Medi
al Reality Modeling Language (MRML) presents a format for des
ribing



9s
enes that 
onsist of various types of data sets 
olle
ted in various geometri
 lo
ations.MRML �les are not a 
opy of the data in another format. Instead, a MRML �ledes
ribes where the data is stored so the data 
an remain in its original format andlo
ation. Se
ond, a MRML �le des
ribes how to position the data sets relative to ea
hother in 3D spa
e. Third, a MRML �le des
ribes how to display the data by spe
ifyingparameters for rendering and 
oloring [12℄. More do
umentation about the syntax isavailable in the guide named MRMLaid [13℄.MRML is implemented as a type of XML do
ument where new tags have beende�ned to handle medi
al data types su
h as volumes, models, and the 
oordinatetransforms between them. There are several advantages to building on the XML stan-dard, as opposed to an original format. The World Wide Web has popularized markuplanguages so that the XML stru
ture is immediately familiar to 
omputer s
ientists. Anappli
ation programming interfa
e (API) allows programs to parse and write MRML�les.2.2.3 NRRD File FormatNRRD is a library and �le format designed to support s
ienti�
 visualization andimage pro
essing involving N-dimensional raster data. NRRD stands for "nearly rawraster data". Besides dimensional generality, NRRD is �exible with respe
t to type (8integral types, 2 �oating point types), en
oding of written �les (raw, as
ii, hex, or gzipor bzip2 
ompression), and endianness (the byte order of data is expli
itly re
ordedwhen the type or en
oding expose it). Besides the NRRD format, the library 
anread and write PNG, PPM, and PGM images, as well as some VTK "STRUCTUREDPOINTS" datasets. About two dozen operations on raster data are implemented,in
luding simple things like quantizing, sli
ing, and 
ropping, as well as fan
ier thingslike proje
tion, histogram equalization, and �ltered resampling (up and down) witharbitrary separable kernels [14℄.Sli
er 
an read NRRD �les and 
an 
onvert DICOM �les to NRRD. Converting
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Figure 2.1 Sli
er main appli
ation GUIDICOM to NRRD is very useful be
ause many �les in DICOM series be
ome oneNRRD �le. Also the output may be en
oded using gzip 
ompression leading less diskusage.
2.2.4 Appli
ation GUI and Data HandlingSli
er's main desktop interfa
e provides top-level a

ess to most 
ommonly-used features, and organizes them into logi
al groupings. These groups of features arepresented in a number of interfa
e panels on the GUI. The interfa
e is designed to beeasy to learn and remember, to ease navigation of Sli
er's large fun
tionality, and toeasily 
ollapse and hide when one does not need to see it. Figure 2.1 is the s
hemati
of the main appli
ation GUI [15℄.



11Sli
er 
an read and write many formats. These formats in
lude:
• Volumes: NRRD, MetaImage, VTK, Analyze, BMP, BioRad, Brains2, GIPL,JPEG, LSM, NifTI, PNG, Stimulate, TIFF;
• Models: Poly Data (.vtk), XML Poly Data, STL;
• Fidu
ials: Fidu
ial List CSV (.f
sv), Text;
• Transforms: Transform (.tfm), Text.For data loading and saving, File menu is used. All �les in the s
ene 
an beobserved using the Data module. It is possible to 
apture snapshots of 
urrent s
ene andrestore them later. S
ene snapshots are a 
onvenien
e tool for organizing multiple "liveviews" of the data in the s
ene. One 
an make any number of snapshots and 
ontrolparameters su
h as the 3D view, model visibility, window layout, and other parameters.This 
an be used to set up a series of prede�ned starting points for looking at portionsof the data in detail. For example, one may have one overview s
ene whi
h shows anexternal view of the body along with interior views with the skin surfa
e turned o�and sli
e planes visible to highlight a tumor lo
ation.Sli
er displays models at the 3D Viewer, and sli
es of the images (ex. MRI) atthe 2D Sli
e Viewer (Figure 2.2). Many operations like zooming in and out, rolling,pit
hing, yawing 
an be done on models. Sli
e viewer 
ontrollers let user browse throughthe sli
es and show or hide sli
es at the 3D Viewer. Ea
h model 
an be modi�edseparately using Models module where opa
ity, visibility, 
olor, et
. of ea
h model 
anbe 
hanged (Figure 2.3).

2.2.5 ModularityOne of the most important prin
iples of Sli
er is modularity. Modular systemsallow developers working in relative isolation to produ
e elements of value that other
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Figure 2.2 Visualization of models and sli
es

Figure 2.3 Customized models



13people 
an use. Modularity is also essential for software stability in qui
kly developingsystems: a small 
hange by any one developer should have minimal or no adverse im-pa
t on other developers or users. Modularity en
ourages the 
on
ept of a toolbox that
an be tailored to parti
ular tasks. Finally, modular systems allow developers to 
on-
entrate on their own areas of expertise, enabling them to understand, implement andtest their own software elements without extensive knowledge of the larger platform.
2.3 Stereos
opi
 DisplaysMost of the per
eptual 
ues that humans use to visualize the world's 3D stru
-ture are available in 2D proje
tions. This is why we 
an make sense of photographsand images on a television s
reen, at the 
inema, or on a 
omputer monitor. Su
h 
uesin
lude o

lusion (one obje
t partially 
overing another), perspe
tive (point of view),familiar size (we know the real-world sizes of many obje
ts), and atmospheri
 haze(obje
ts further away look more washed out) [3℄.Four 
ues are missing from 2D media:1. Stereo parallax: Seeing a di�erent image with ea
h eye;2. Movement parallax: Seeing di�erent images when the head is moved;3. A

ommodation: The eyes' lenses fo
us on the obje
t of interest;4. Convergen
e: Both eyes 
onverge on the obje
t of interest.All 3D display te
hnologies (stereos
opi
 displays) provide at least stereo par-allax. They work by making at least two images of ea
h s
ene, one image of the s
eneas a person's left eye would see it, and the other as a person's right eye would see it.These two images are 
alled a stereo pair. The imaging system must 
ause the left eyeto see only the left eye image, and the right eye to see only the right eye image [3℄.



142.3.1 3D With Glasses or HeadsetsThe well-known 3D displays that require the viewer to wear spe
ial glassespresent two di�erent images in the same display plane. The glasses sele
t whi
h ofthe two images is visible to ea
h of the viewer's eyes. Te
hnologies for a
hieving thisin
lude:
• A standard 
olor display 
ombined with 
olored glasses (the anaglyph method);
• Two standard displays, made 
oplanar by a half-silvered mirror, 
ombined withpolarized glasses;
• Two proje
tors, proje
ting onto a polarity-pre-serving s
reen, 
ombined with po-larized glasses;
• A double-frame rate display 
ombined with shuttered glasses.An alternative to glasses is to mount two small displays in a headset-one displayfor ea
h eye. Today's te
hnology makes su
h devi
es lightweight. These devi
es havea range of appli
ations but are limited by the need to wear the headset and the isola-tion from the real world 
aused by being able to see only the head-mounted display.See-through headsets are available, but the display is then always seen against theba
kground of the real world, again limiting their appli
ability [3℄.

2.3.2 Autostereos
opi
 DisplaysAutostereos
opi
 displays provide 3D per
eption without the need for spe
ialglasses or other headgear. There are three rather arbitrarily 
ategorized types of au-tostereos
opi
 displays [3℄:1. Two-view displays;
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Figure 2.4 DTI display stru
ture2. Head-tra
ked displays, normally two-view;3. Multiview displays, with three or more views.2.3.2.1 DTI Virtual Window 19. We used DTI Virtual Window 19 display inour study. DTI [16℄ Virtual Window 19 is a multiview autostereos
opi
 display. Thespe
i�
ations of the display 
an be found in Table A.1. With the DTI display, stereodisplaying is a

omplished with a spe
ial illumination pattern and opti
s behind theLCD s
reen whi
h make alternate 
olumns of pixels visible to the left and right eyeswhen one is sitting in front of the display, or in 
ertain areas o� to the side [17℄.As illustrated in Figures 2.4 and 2.5, the DTI displays left and right halves ofstereo pairs on alternate 
olumns of pixels on the LCD. The left image appears on theodd numbered 
olumns and the right image appears on the even numbered 
olumns.For example, if an LCD is used that has 1024 
olumns and 768 rows of pixels, ea
h
omplete stereos
opi
 image 
onsists of 512 
olumns and 768 rows.Both halves of a stereo pair are displayed simultaneously and dire
ted to 
orre-sponding eyes. This is a

omplished with a spe
ial illumination plate lo
ated behind
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Figure 2.5 Generation of stereos
opi
 imagethe LCD. Using light from 
ompa
t, intense light sour
es, the illumination plate opti-
ally generates a latti
e of very thin, very bright, uniformly spa
ed verti
al light lines,in this 
ase 512 of them.The lines are pre
isely spa
ed with respe
t to the pixel 
olumns of the LCD.Be
ause of the parallax inherent in our bino
ular vision, the left eye sees all of theselines through the odd 
olumns of the LCD, while the right eye sees them through theeven 
olumns. The left eye sees only the left eye portion of the stereo pair, whilethe right eye sees only the right eye portion. This enables the observer to per
eivethe image in three dimensions. This arrangement, ex
lusive to DTI, is 
alled ParallaxIllumination.There is a �xed relation between d (Figure 2.4), the distan
e between the LCDand the illumination plate, and the distan
e between the observer's fa
e and the LCDs
reen, the viewing distan
e. This distan
e in part determines the dimensions andpositions of the "viewing zones" depi
ted in Figure 2.6. These viewing zones are theregions in front of the display where the observer 
an per
eive the left and right eyeimages. Stereos
opi
 images 
an be seen from any position where one's left eye is in aleft eye zone and one's right eye is in a right eye zone.
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Figure 2.6 DTI display viewing zonesWhen the halves of the stereo pair are made to 
orrespond to the s
ene per-spe
tive that would naturally be seen by the respe
tive eyes, a vivid illusion of three-dimensionality is 
reated. The obje
ts seem to 
ome out of the s
reen, giving theimpression of an open window through whi
h obje
ts 
an protrude or retreat into theba
kground [17℄.In addition, the Parallax Illumination system is designed so that it 
an generatein the same display at a �i
k of a swit
h both stereos
opi
 and non-stereos
opi
 images,the latter at double the resolution. This ability to instantly swit
h from 3D to 2D makesthe DTI monitor unique in the world. No other 3D �at panel display 
an provide fullresolution 2D images. This allows the DTI display to be
ome the primary desktopdisplay, sin
e it 
an be used for both 2D and 3D images with the push of a button.Although DTI 3D displays are designed to be used by one person at a time, thiste
hnology does allow several people to view stereo at the same time. Note that theareas where left and right eye views are seen repeat to the left and right of 
enter. One
an see 3D from any position where the left eye is in a left eye zone and the right eye



18is in right eye zone. Additionally, there is little e�e
tive verti
al restri
tion. The 3De�e
t is readily seen whether sitting dire
tly in front of the display or standing behindthe person sitting in front of it [17℄.
2.3.3 Current Appli
ation AreasSome of the appli
ation areas of stereos
opi
 displays in
lude [18℄:

• Data Visualization: Protein, DNA and mole
ular modeling, stereo mi
ros
opy,weather fore
asting, wind tunnel work (aerodynami
s), aerial photography (pho-togrammetry), �nan
ial modeling/fore
asting, CAD/CAM/design engineering,pro
ess 
ontrol/modeling, teleroboti
s;
• Medi
al: Endos
opy, ophthalmology, body imaging (MRI, CT, et
.), surgi
alsimulation/training, surgi
al imaging;
• Ar
hite
ture: Design, walk-throughs, lands
aping, interior design, human fa
-tors;
• Entertainment: Computer game play, 
omputer game design, animation;
• Military: Simulation/training, heads-up displays, re
onnaissan
e, satellite im-agery analysis, 
o
kpit/
ontrol displays;
• Business and Industry: 3D video 
onferen
ing, �nan
ial modeling/a

ounting,pro
ess 
ontrol/work �ow modeling, presentations, trade shows, kiosks/retailing,
onferen
e room/re
eption lobby presentations, manipulation of hazardous ma-terials, small part assembly, industrial inspe
tion;
• Real Estate: Long distan
e sales presentations, 
ommer
ial or residential realestate walk-throughs/walk-arounds.



192.3.4 Sli
er Stereo ModesSli
er has the 
apability to display data at the 3D Viewer stereos
opi
ally in anumber of fashions in
luding [19℄:
• Red/Blue: For use with red/blue glasses 
ommonly available in magazines or onthe internet. The s
ene is drawn twi
e (on
e in ea
h 
olor from the lo
ation ofea
h eye). Using the glasses separates the views and remakes perspe
tive. Thereis some "bleed-through" of the images to the opposite eye, but users 
an generallysee depth using this algorithm. The drawba
k to this algorithm is the natural
olor of obje
ts is lost due to the red and blue only rendering.
• Analglyph: This algorithm uses the same glasses as the red/blue algorithm butpreserves mu
h of the natural 
olor of rendered obje
ts. In general, this preservesthe 
olors in the rendered s
ene, but adds depth. Some "bleed-through" stillo

urs between the eyes, but there are less visual artifa
ts 
ompared with thered/blue algorithm.
• Interla
ed: In this algorithm the pixel lines from ea
h eye are intermixed as thepi
ture is rendered from top to bottom. With an ordinary monitor the lines willseem "jaggy" be
ause we are observing the left and right eye's version of thes
ene superimposed. However, a stereo image results when interla
ed signals arefed to a spe
ially-
on�gured stereo monitor or stereo display panel.
• CrystalEyes: This stereo mode is named after the famous, lega
y glasses soldby RealD [20℄. This mode is also sometimes 
alled "a
tive stereo" or "framesequential stereo". In this mode, su

essive video frames alternate between theleft and right eyes as time progresses. A pair of spe
ial goggles or a spe
ialdisplay route the signals to one eye or the other in qui
k su

ession. As longas the frame rate is fast enough so the user does not see ex
essive �i
ker, thisis a 
onvin
ing rendering approa
h. However, this algorithm makes the mostdemands on the 
omputing and display systems of all stereo options. Only someGPUs 
an produ
e a
tive stereo, as support for OpenGL [21℄ quad-bu�ered stereo
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Figure 2.7 Stereo modes on Sli
er GUImode is required. The display devi
e (panel, proje
tor, LCD, et
.) atta
hed tothe workstation must also be able to handle frame sequential stereo modes aswell. Not all display devi
es support this rendering mode.The �rst two algorithms require only 3D glasses, not any spe
ial 
omputer hard-ware 
on�gurations. The last two algorithms require spe
ial stereo-ready display sys-tems. Also invoking Sli
er from the 
ommand line and using the "�stereo" option isrequired for CrystalEyes mode. This option instru
ts Sli
er to 
on�gure a windowusing OpenGL Quad-bu�ered stereo. Figure 2.7 shows the stereo modes in 3D ViewerControls.
2.4 Related WorkStereos
opi
 imaging is a popular appli
ation and there have been several studieson using stereos
opy in 
omputer assisted surgery. Liao et. al. [22℄ used an integralvideography autostereos
opi
 display in 
ardia
 surgery guidan
e system. They alsoused Sli
er for data analysis and visualization. Their study 
an superimpose the real,intuitive 3D image for 
ardia
 diagnosis and surgi
al guidan
e. In a more re
ent studythey used integral videography autostereos
opi
 image overlay for augmented reality



21[23℄. Their 3D surgi
al navigation system 
an superimpose a real and intuitive 3Dimage onto a patient's body for a

urate and less-invasive surgery.Abildgaard et. al. [24℄ showed that identi�
ation of individual intra
ranialarterial segments visualized in 3D models from MR angiography is improved with theuse of an autosteros
opi
 display. S
hlaefer et. al. [25℄ used an autostereos
opi
 displayin radiosurgery for identi�
ation of e�
ient treatment beams. Their study proved thatstereos
opi
 visualization was useful in the analysis and guidan
e of beam pla
ement.



223. METHOD
Computer assisted surgery systems are widely used to help surgeons sin
e theylet making a virtual image of the patient, image analysis, preoperative planning andsurgi
al navigation as des
ribed in Chapter 2. Most systems use 
onventional 2D dis-plays to view the images and models resulting de
reased apprehension of the stru
turesand their lo
alization.In this study, it is aimed to use an autostereos
opi
 display for viewing imagesand models of the stru
tures of interest (ex. tumors) in a 
omputer assisted surgerysystem so as to provide surgeons image depth information during surgi
al planningand guidan
e. The aim of surgi
al planning is determining the best surgi
al approa
hby integrating image information from multiple sour
es and highlighting stru
tures ofinterest.Integrating image information from multiple sour
es is a
hieved by registration.Highlighting stru
tures of interest is a
hieved by segmentation and making modelsof the stru
tures. During surgery, navigation is used while applying the determinedapproa
h. These are some 
ommon fun
tions of a CAS system. Also most CAS systemshave stereo modes for appropriate tools or devi
es. In this study Sli
er is used to forma basi
 CAS system as it has all ne
essary tools.

3.1 RegistrationThe goal of the registration is to bring two or more images into alignmentsu
h that 
orresponding 
ontent (anatomy, stru
ture) appears in the same lo
ationan orientation when viewed together. Be
ause the image is a digital representation,registration involves a reformatting of the stored image data. The 
ommon pra
ti
eis to leave one image as is and reformat the other in the orientation of the �rst. It
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Figure 3.1 Registration of anatomi
al MRI and fun
tional MRI
an be thought as a re-s
an of the subje
t, along the same orientation as the referen
eimage. When the display of one image is manually adjusted su
h that both imagesroughly show the same lo
ation, a type of registration is performed. Figure 3.1 showsregistration of anatomi
al MRI and fun
tional MRI of a brain. After registration thevolumes overlap.Be
ause most medi
al images are 3-dimensional, there are 
omplex ways inwhi
h the two images 
an di�er in orientation. For the brain example, there are rel-ative shifts in any of 3 dire
tions and 3 possible rotations (yaw, pit
h and roll). Thismeans as many as 6 parameters must be adjusted to register the two images. Thesoftware we used o�ers both manual and automated ways to do this task. For manualregistration Transform module is used. The moving image is moved under the trans-form and the orientation parameters are set. Then the transform may be hardened tothe moving image. Manual registration is usually used as an initial transform for au-tomated registrations. There are several automated registration modules. Automated
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hniques estimate the rotation, translation, s
ale and shear needed to align the mov-ing image with the �xed image. Automated registration modules have some 
ommonparameters in
luding initial transform, output transform, �xed image, moving image,and output volume. Parameter de�nitions and module usage information 
an be foundon regarding module tutorials [26℄.
3.2 Segmentation and Model MakingModels let surgeons view the stru
ture as a 
omplete unit instead of viewing itsli
e by sli
e and perform measurements, su
h as volume measurements, whi
h 
an bedi�
ult to perform on the image volume itself.In order to make a model, the stru
ture should be segmented. The software weused o�ers several modules for automated or semi-automated segmentation. Parameterde�nitions and module usage information 
an be found on regarding module tutorials[27℄.
3.3 Stereo DisplayingStereo viewing helps surgeons at surgi
al planning and guidan
e [24℄. As de-s
ribed in Se
tion 2.3.4 the software has several stereo modes. The desired stereo mode
an be enabled using the stereo option at "3D Viewer Controls" at appli
ation GUI(Figure 2.7). In our system, the steps of stereo displaying are:

• Sele
ting appropriate stereo mode on driver GUI;
• Sele
ting appropriate stereo mode on the software;
• Using the 
ontrol appli
ation of the display and a
tivating stereo.



253.4 NavigationIn surgi
al guidan
e, navigation is used for determining the positions and orien-tations of surgi
al tools using a tra
king system and displaying virtual representationsof those tools on the s
reen for the surgeon. Some 
lini
al uses for navigation are:
• Real-time update of tool position and orientation in augmented reality environ-ments (ex. for minimally-invasive 
ardia
 surgery);
• Image-to-patient registration using tra
ked pointer tools (ex. for total hip re-pla
ement surgery);
• Image-to-patient registration using tra
ked intraoperative imaging devi
es (ex.ultrasound).

Figure 3.2 Sli
er OpenIGTLink module
In order to perform navigation, software must be able to re
eive position andorientation data from tra
king devi
es. The software we used 
an interfa
e withmedi
al devi
es, su
h as tra
king devi
es, imaging devi
es and medi
al robots usingOpenIGTLink. OpenIGTLink is a 
ommuni
ation proto
ol that allows 
ommuni
ation



26with external devi
es (Figure 3.2). The OpenIGTLink proto
ol spe
i�es the stru
tureof the messages sent between the 
lient and the server.Conne
tions to the devi
es 
an be set using OpenIGTLink module. When a
onne
tion is added using the module a transform node is added to the Data module.This transform 
an be viewed using Transforms module. Using the OpenIGTLinkmodule it is possible to show or hide lo
ator model. The transform 
an be applied tothe models so that they move a

ording to the transforms from the tra
ker. For movingsli
es a

ording to the tra
ker, the drivers under the "Visualization/Sli
e Control" pane
an be a
tivated. Thus the image origin is set to the lo
ator's position.



274. RESULTS
The main goal of the proposed study was to perform 
ommon tasks of a 
omputerassisted surgery system and integrate an autostereos
opi
 display to the system. Weused Sli
er for 
ore fun
tionalities of a CAS system and performing tasks on an example
ase data derived from 
ommunity [28℄. We built the model of the stru
ture of interest(tumor) after registration and segmentation of the images. After that we drove theautostereos
opi
 display and viewed the model in stereo mode. We also performedbasi
 navigation using a tra
king simulator.Example Case: The image data 
onsisted of SPGR [29℄ MRI (anatomi
alMRI) and fun
tional MRI (both motor and language). Language fMRI was statisti
allypre-pro
essed using SPM [30℄.Clini
al Ba
kground : Imaging showed a large lesion in the left frontal regionof the brain, predi
ted to be a glioma (brain tumor originating from glial 
ells). AlsofMRI showed some spee
h areas were 
lose to the lesion.

4.1 RegistrationIn the 
ase, we used the anatomi
al MRI and fun
tional MRI image volumesof the patient. The fMRI lets surgeons identify regions of the brain important forlanguage or movement. Possible damage to these regions 
an result in problems withspee
h, reading or movement. The image volumes were not aligned so they were notsuitable for surgi
al planning when viewed together.We set SPGR MRI as �xed image and fMRI as moving image. Using Transformsmodule, we adjusted orientation parameters of fMRI so that it overlapped MRI. Figureshows the result of the registration.
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Figure 4.1 Registered SPGR MRI and fMRI
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Figure 4.2 Tumor Model4.2 Segmentation and Model MakingWe used Editor module and segmented the tumor using "Threshold" and "SaveIsland" tools. Model was built using "Model Maker" tool. Figure 4.2 shows the re
on-stru
ted tumor model over MRI and fMRI. Yellow areas represent spee
h areas in the�gure. Model information was:
• Surfa
e Area: 4040.4 mm

2;
• Volume: 11135 mm

3.
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Figure 4.3 The tumor model in interla
ed stereo mode4.3 Stereo DisplayingWe tested our autostereos
opi
 display and found that it supported interla
edmode. Also we realized that we need a stereos
opi
 driver to a
tivate the display's 3Dmode and view the stereo image on the display. We have used iZ3D Driver [31℄ as itsupported interla
ed mode.In our 
ase, we a
tivated stereo and viewed the re
onstru
ted tumor model indepth resulting better apprehension of the stru
ture and its lo
ation. Figure 4.3 showsthe stereo image of the tumor model in interla
ed mode.
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Figure 4.4 Tra
king Simulator sending transform data

Figure 4.5 Software re
eiving transform data4.4 NavigationWe used a tra
king simulator sin
e we do not have any tra
king devi
e in ourlaboratory. The tra
king simulator a
ted as the 
lient to send simulated transformdata to the software (the server) over OpenIGTLink. After a
tivating the tra
ker andrunning the simulator (Figure 4.4) we observed the 
hanging transformation matrix onthe Transforms module (Figure 4.5) sele
ting the tra
ker transform. Figure 4.6 showsthe lo
ator and MRI sli
es at the 3D viewer.
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Figure 4.6 Lo
ator at the 3D Viewer



335. CONCLUSION AND FUTURE WORK
Computer assisted surgery is widely used for surgi
al planning and guidan
eto improve ergonomy, redu
e operating time and de
rease the risk of surgi
al errors.Traditional CAS systems use regular 2D displays to view images, even though imagesare 3D re
onstru
ted, leading the la
k of depth information of the images. This re-sults de
reased 
omprehension and identi�
ation of the stru
tures and 
uts down thee�
ien
y of the system.In this study, we proposed an approa
h addressing the aforementioned problem.We integrated an autostereos
opi
 display to the system and viewed images in depth.In order to perform 
ore fun
tionalities of a surgi
al planning and guidan
esystem, we used Sli
er and performed some 
ommon tasks in
luding visualization,registration, segmentation and navigation. Sli
er is a free open-sour
e software whi
hallows resear
hers to share algorithms and work within a 
ommon framework. It hasalmost all ne
essary tools for 
omputer assisted surgery tasks. Also there are manytutorials and examples on large variety of tasks and 
lini
al 
ases. The learning 
urveis small and the appli
ation GUI is user friendly. It has an a
tive 
ommunity and it iseasy to get help about any issue regarding medi
al imaging.Displaying images in true 3D 
an provide important bene�ts to the users. Onebene�t is improved a

ura
y and redu
ed errors. Many medi
al appli
ations strivefor nearly perfe
t a

ura
y, but 
urrent 2D displays hinder this in
reased user perfor-man
e. The added depth information in real-depth 3D images allows users to graspand understand the image mu
h more qui
kly and a

urately. Also viewing imagesin 3D will help surgeons both prior to the surgery and during the surgery. Duringsurgi
al planning, surgeons will be able to see re
onstru
ted images (ex. tumors) indepth resulting better apprehension of the stru
tures and their lo
ations in the body.Also during the surgery 
o-surgeons and assistants will have the opportunity to follow



34the operation stereos
opi
ally.The image quality of the display is satisfa
tory but it is not as good as 
onven-tional 2D displays. Further evaluation of the autosteros
opi
 displays will lead betterimage qualities. Also stereos
opy is getting more popular. When we rea
h the pointwhere an autostereos
opi
 display be
omes available that o�ers the same quality as a
onventional display for about the same pri
e, autostereos
opi
 displays might breakout of their ni
he markets. However, it is un
lear whether 3D display will ever be
omethe norm, taking over from 2D in the way that 
olor repla
ed bla
k-and-white moviesand television.
5.1 Future WorkIn this study we used image data provided by Sli
er 
ommunity. It may bebetter to use the system for a number of 
lini
al 
ases in hospitals. Also we did notpresent the system to any surgeons nor 
lini
ians. It is important to test the system ina real environment and get feedba
ks espe
ially for stereos
opi
 display's performan
eand usefulness.This study does not 
over real time stereos
opi
 displaying, as well. If it isdesired then the images 
aptured by video 
ameras should be side-by-side stereo (2:1aspe
t ratio) whi
h is 
ompatible with the display used in the study.



35APPENDIX A. DTI VIRTUAL WINDOW 19SPECIFICATIONS
Table A.1DTI Virtual Window 19 Spe
i�
ations.

LCD Panel
Type 19.0" Color TFT LCDDisplay Area 15" horizontal x 12" verti
alMaximum Resolution 1280 x 1024 (SXGA)Pixel pit
h 0.294 mmContrast Ratio 550:1Display 
olors 16.2 millionResponse time 8 msBrightness 2D 66 FLBrightness 3D 23 FLInputs Analog 15-pin mini D-SubDigital DVI-DDTI Control USB Port Type BUser Controls 2D / 3Dreversible left eye / right eyeUser Sele
table Stereo Formats Frame SequentialField SequentialSide-by-Side (2:1 aspe
t ratio)Power Voltage Consumption AC 110-240 V, 50-60 Hz40 W (max)Weight Gross 6.8 kgDimensions (W x H x D ) Physi
al w/ stand 422 mm x 410 mm x 168 mmIn
luded A

essories AC 
able, display 
able, USB 
able, DTI CD-ROM
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