
A NEUROVASCULAR COUPLING MODEL BASED ON

NITRIC OXIDE AND CARBON DIOXIDE AND ITS

VALIDATION WITH TWO-PHOTON MICROSCOPY

IMAGING

by

Meryem Ay³e Yücel

BSc, Chemical Engineering, Bo§aziçi University, 2003

MSc, Biomedical Engineering, Bo§aziçi University, 2005

Submitted to the Institute of Biomedical Engineering

in partial ful�llment of the requirements

for the degree of

Doctor

of

Philosophy

Bo§aziçi University

January 2010



ii

A NEUROVASCULAR COUPLING MODEL BASED ON

NITRIC OXIDE AND CARBON DIOXIDE AND ITS

VALIDATION WITH TWO-PHOTON MICROSCOPY

IMAGING

APPROVED BY:

Assoc. Prof. Ata Ak�n . . . . . . . . . . . . . . . . . . .

(Thesis Advisor)

Prof. Tamer Demiralp . . . . . . . . . . . . . . . . . . .

Prof. Ahmet Ademo§lu . . . . . . . . . . . . . . . . . . .

Prof. Kutlu Ülgen . . . . . . . . . . . . . . . . . . .

Prof. Hale Sayba³�l� . . . . . . . . . . . . . . . . . . .

DATE OF APPROVAL: 14.Jan.2010



iii

ACKNOWLEDGMENTS

Thanks be to the One to whom belongs all praise.

I would like to express my deep and sincere gratitude to my supervisor, Professor

Ata Ak�n. His wide knowledge, understanding, encouraging, guidance and support

throughout this work have provided a good basis for this thesis.

I am deeply grateful to Professor David Boas from Harvard-MIT with whom I

have been very privileged to work with on theory, and also to perform the experimen-

tal part of this work. I appreciate his advice, comments, and willingness to discuss

any questions or ideas I had, and for providing an excellent and inspiring working

atmosphere. It was a pleasure for me to work with all the wonderful people at Mar-

tinos Center. Among them, I would particularly like to express my deep gratitude

to Vivek Srinivasan and Sava Sakadzic for helping me run all the experiments, for

their invaluable assistance, as well as for their warm friendship. I would also like to

thank Svetlana Ruvinskaya and Weicheng Wu for their technical support during the

experiments. I am also grateful to Professor Anna Devor and Qianqian Fang for their

insightful discussions.

I also wish to thank to my thesis committee members: Professor Tamer Demi-

ralp, Professor Ahmet Ademo§lu, Professor Kutlu Ülgen and Professor Hale Sayba³�l�,

and journal paper referees: Professor Kamil Uluda§ from Max-Planck Institute and

Professor Fahmeed Hyder from Yale University for their constructive criticism and ad-

vice during the preparation of this work. I owe a sincere gratitude to Professor Robert

Costalat from University of Pierre et Marie Curie for his valuable advice and friendly

help throughout this work.

My thanks would not be complete without acknowledging all my friends at

Bo§aziçi University and at Harvard University who made this period an enjoyable



iv

time for me.

Among last but not least, I owe my loving thanks to my mom, my dad, my

sister, my brother and my little �lya for their un�agging love and support throughout

my whole life. Without their encouragement and understanding it would have been

impossible for me to �nish this work.

The �nancial support of the TÜB�TAK B�DEB and NIH are also gratefully

acknowledged.



v

ABSTRACT

A NEUROVASCULAR COUPLING MODEL BASED ON
NITRIC OXIDE AND CARBON DIOXIDE AND ITS
VALIDATION WITH TWO-PHOTON MICROSCOPY

IMAGING

Understanding neurovascular coupling is of paramount importance since while

a normal coupling is vital for a healthy functioning brain, the impairment in coupling

is the underlying factor of many neurodegenerative diseases. With this motivation, we

aimed to test the still-debatable hypotheses and important aspects of neurovascular

coupling: whether the coupling is controlled metabolically or neurogenically, how the

coupling is propagated, what kinetics the cerebral metabolic rate of oxygen (CMRO2)

follows during neuronal activity and the transient characteristics of the response during

stimulus and after stimulus periods. We have modi�ed recent models of neurovascular

coupling adding the e�ects of both nitric oxide (NO) kinetics, a well-known neuro-

genic vasodilator, and CO2 kinetics as a metabolic vasodilator to test the neurogenic

and metabolic hypotheses. Using 2-photon microscopy imaging, we measured the ves-

sel diameter changes in vivo in somatosensory cortex of Sprague Dawley rats during

forepaw stimulation to investigate response transients and to test retrograde dilation

hypothesis. Our results show that the dominant factor in the hemodynamic response is

NO, however CO2 is important in modulating the shape of the response: causing post-

stimulus undershoot due to the washout e�ect of cerebral blood �ow (CBF) resulting in

hypocapnia. The statistical analysis of our experimental results and their comparison

with the modeling results give more insight into the transient characteristics of the

response. Our results support retrograde dilation hypothesis and suggests a CMRO2

onset and return kinetics in seconds rather than in minutes during functional activity.

Keywords: Neurovascular coupling, Neurogenic hypothesis, Metabolic hypothesis,

Nitric oxide, Carbon dioxide, 2-photon microscopy.
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ÖZET

N�TR�K OKS�T VE KARBON D�OKS�T ÜZER�NE
KURULMU� S�N�R-DAMAR ETK�LE��M� MODEL� VE

MODEL�N 2-I�IN M�KROSKOBU YARDIMIYLA
DO�RULANMASI

Sinir-damar etkile³imini anlamak çok önemlidir, çünkü sinir-damar etkile³imi

hem normal beyin i³levleri için hayati öneme sahiptir hem de etkile³imdeki bozukluk

bir çok nörodejeneratif hastal�§�n altyap�s�n� olu³turmaktad�r. Buradan yola ç�karak,

sinir-damar etkile³imi hakk�nda hala tart�³�lan: etkile³imin metabolik yolla m� nöro-

jenik yolla mi kontrol edildi§i, olu³tuktan sonra ne yönde ilerledi§i, uyar� esnas�ndaki

ve uyar� sonras�ndaki hemodinamik tepkinin zamansal karakteristi§i ve sinir aktivitesi

esnas�nda artan oksijen kullan�m�n�n kineti§i hakk�ndaki en önemli hipotezlere bir ce-

vap vermeyi amaçlad�k. Nörojenik ve metabolik hipotezleri incelemek için literatürde

var olan modellere nörojenik bir damar geni³letici olan nitrik oksidin (NO) ve metabo-

lik bir damar geni³letici olan CO2'in kinetiklerini ekleyerek yeni bir model olu³tur-

duk. Hemodinamik tepkinin zamansal karakteristi§ini incelemek ve geriye do§ru damar

geni³lemesi hipotezini test etmek amac�yla, yüksek çözünürlüklü bir görüntüleme yön-

temi olan 2-�³�n mikroskobu yard�m�yla, Sprague-Dawley s�çanlar�n�n somatosensöri

kortekslerinden, önayak uyar�m� esnas�nda, damar geni³lemesini ölçtük. Sonuçlar�m�z,

NO'in hemodinamik tepkiyi olu³turan as�l faktör oldu§unu, CO2'in ise tepkinin ³eklini

belirlemede etkili oldu§unu göstermektedir. Model sonuçlar�na göre, kan ak�³�ndaki

art�³, damardaki CO2'in azalmas�na ve böylece uyar� sonras� damar daralmas�na se-

bebiyet vermektedir. Deney sonuçlar�m�z�n istatistiksel analizleri geriye do§ru damar

geni³lemesi hipotezini desteklemektedir. Model sonuçlar�n�n deney sonuçlar�yla k�yaslan-

mas� tepki dinami§ini ayd�nlatmakta ve bunun yan�s�ra oksijen metabolizmas�n�n artma

ve azalma kineti§inin saniyeler içinde gerçekle³ti§ini göstermektedir.

Anahtar Sözcükler: Sinir-damar etkile³imi, Nörojenik hipotez, Metabolik hipotez,

Nitrik Oksit, Karbon dioksit, 2-�³�n mikroskobu.
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1. INTRODUCTION

1.1 Motivation and Objectives

The neurovascular coupling mechanism is intensely studied due to its vital role

in brain health, both with the help of various imaging techniques and with the use of

mathematical modeling tools. Any impairment in the coupling leads to ischemic lesions

and even toxicity and many pathological disorders [4]. According to one of the two

leading hypotheses on neurovascular coupling: the metabolic hypothesis, local CBF

increase is a result of the vasodilators which are the metabolic products of neuronal

activation [5]. Whereas according to the second hypothesis: the neurogenic hypothesis,

local CBF is maintained via vasodilator neurotransmitters that are synaptic products

released by the neurons during activation [5, 6]. Recent studies, on the other hand,

have shown that the coexistence of both neurogenic and metabolic factors is needed

to regulate cerebral perfusion [6, 7]. To this date, however, the problem is still being

highly debated.

Another unresolved aspect of neurovascular coupling is whether the vessel di-

lation is controlled locally or remotely during functional activation. The association

of the vessel dilation in the active region and the upstream pial artery dilation is also

important because through such an association the �ow increases in active regions but

not in inactive regions vascularized by the same pial artery [4]. Although the retro-

grade dilation during functional activity in skeletal muscle is highly studied [8], this is

not the case for the retrograde dilation in brain. The only study, to our knowledge,

is by Chen et al. who measured the hemodynamic response in the rat somatosensory

cortex during forepaw stimulation using optical coherence tomography (OCT) [9]. Any

change in the OCT signals is correlated with the variations in scattering due to regional

structural changes. The layer speci�c results they obtained during functional activity

support retrograde dilation in the sensory cortex. However, supporting data, to our

knowledge, has not been shown yet through the direct measurements of blood vessel
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diameter changes located closer and further from the activation area.

Yet another highly debatable area related to metabolic changes during functional

activity is the kinetics of CMRO2. The estimations through PET, MR and optical

imaging modalities are contradictory. While the PET study by Mintun et al showed a

very slow onset kinetics with only 15 % increase after 25 minutes of stimulation [10],

other recent works show a much faster increase in CMRO2 [11, 12, 13, 14] reaching a

steady state within a few seconds as a response to visual stimulation. The recent works

do not relieve rather deepen the debate on this discrepancy.

1.2 Approach to the Problems

In this work, we aimed to answer the three unresolved problems related to neu-

rovascular coupling mentioned above through both mathematical modeling approaches

and experimental tools.

To compare the relative importance of the two neurovascular coupling hypothe-

ses in producing changes in cerebral blood �ow, blood volume, and oxygenation, we

have constructed a biochemical model of neurovascular coupling which has the action

potential �ring frequency as an input. We have set CBF dependent on the neuronal sig-

nals resulting from synaptic activity, NO, and as a result of an energy metabolism prod-

uct, CO2. We have �rst tested the relative contributions of neurogenic and metabolic

pathways for evoking changes in the CBF, blood oxygenation level dependent (BOLD)

signal and partial pressure of CO2 (pCO2) and interpret our �ndings in the context of

existing experimental �ndings described in the literature.

Secondly, we investigated the transient characteristics of the hemodynamic re-

sponse both during and after the stimulus with a high-resolution imaging technique:

2-photon microscopy, which gives opportunity to measure the vessel diameter directly

even in deep parts of the cortex. We have examined the e�ect of baseline vessel diame-

ter and stimulus duration on the hemodynamic response in vivo during somatosensory
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stimulus as well as during the post-stimulus period in Sprague Dawley rats. We ana-

lyzed the dilation transients so that we could be able obtain more information about

the hemodynamic response, in particular, which characteristics of response depend on

stimulus duration and which of them depends on vessel diameter or in other terms close-

ness to the activation area, since vessels having smaller diameters are located closer

to the activation area. The latter is aimed to give insight to retrograde dilation. Fol-

lowing this, we compared our experimental �ndings related to hemodynamic response

transients with our modeling results. We discussed how our model contributes to the

explanation of the experimentally observed dynamics.

We, �nally, investigated the CMRO2 kinetics with the help of a comparison

of our modeling and experimental �ndings. We compared the post-stimulus dilation

undershoot and post-stimulus BOLD signal undershoot for this.

We hope this work will increase the current understanding of neurovascular

coupling and help �nding better treatment strategies for the disorders originating from

an impairment in the coupling mechanism.

1.3 Thesis Outline

Following is the way the dissertation is organized:

Chapter 2 gives the background information on activity-metabolism coupling

with emphasis on the various hypotheses on the cellular mechanism of coupling. It,

then, continues with the neurovascular coupling hypotheses, basic vasodilators with a

focus on NO and CO2, hypotheses on the propagation of the coupling and the discrep-

ancy in CMRO2 kinetics in literature.

Chapter 3 describes the mathematical model and gives the necessary informa-

tion on the di�erential equations and parameters used to be able to make duplication

possible. The assumptions of the model are also introduced.
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Chapter 4 is composed of the animal preparation protocol, the stimulus paradigm

employed, the details of the imaging procedures with spectroscopic optical imaging and

two-photon microscopy, and �nally how the data is processed and analyzed.

Chapter 5 is the result section of the modeling part of the thesis. The results

related to the contribution of metabolic and neurogenic mechanisms are given. The

respond of the model to various stimulus durations are also provided.

Chapter 6 discusses the modeling results.

Chapter 7 is the results section of the experimental part of the thesis. The

changes in dilation characteristics with changing baseline vessel diameter and stimulus

duration are given with the corresponding statistical results. The section also includes

the comparison of the model results with the experimental ones.

Chapter 8 discusses the experimental �ndings and the comparison of the model

with experimental results.

Chapter 9 summarizes the major �ndings of the thesis and suggests possible

future works.
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2. BACKGROUND

The brain has little dissolved oxygen, thus to function properly, it strictly de-

pends on a continuous oxygen supply through blood �ow regulations [15]. In 1890, Roy

and Sherrington discovered the coupling between local variations in neuronal activity

and local cerebral blood �ow increase [16], which is named as `neurovascular coupling'.

This discovery is con�rmed later by many di�erent studies and even lead to the devel-

opment of various cerebral functional imaging modalities [5]. According to Roy and

Sherrington's proposal, substances released by activated neurons are responsible for the

relaxation of the smooth muscles around the blood vessels [17]. Although the discovery

of neurovascular coupling goes back to a century ago, the substances responsible for

the coupling, and by which mechanism they lead to coupling are still a subject of de-

bate. We give a theoretical background on the activity-metabolism and neurovascular

coupling hypotheses at hand. We will continue with the introduction to the discussion

on how hemodynamic response, once produced, propagates. Finally, we will introduce

a yet unresolved problem in literature: discrepancy in the experimental results on the

kinetics of cerebral metabolic rate of oxygen, the �nal question we will try to seek an

answer with the comparison of our modeling and experimental approaches.

2.1 Activity-Metabolism Coupling in Brain

Glucose, being the main energy substrate of the brain, has several fates de-

pending on the cellular conditions. Under anaerobic conditions or low oxidation rates,

pyruvate, the end product of glycolysis (the metabolism of glucose to pyruvate), is

converted into lactate in cytoplasm giving two adenosine triphosphates (ATP) as an

outcome [18]. Under aerobic conditions, on the other hand, glycolysis end product

pyruvate enters tricarboxylic acid (TCA) cycle in mitochondria, and with the help

of oxidation-reduction reactions, it is totally oxidized to CO2 and H2O and produces

ATP [18]. A third way, glucose is consumed is the pentose phosphate pathway where
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NADPH, energy in the form of reducing equivalents, is obtained [18].

The [14C] deoxyglucose method developed by Sokolo� and friends in 1977 pro-

vided the opportunity to measure glucose consumption rate in brain [19]. Its major

contribution to neuroscience was the fact that neuronal activity leads to increases in glu-

cose consumption thus increases in energy metabolism [20]. It is stated for many years

that the resting energy requirements and the increases in energy metabolism during

functional activity of the mammalian brain are obtained entirely through ATP genera-

tion by the oxidative phosphorylation of glucose [15]. However, the low oxygen-glucose

ratio and the existence of lactate transporters in the brain endothelium suggest that

glycolysis also takes place during functional activity though its contribution is small

[21].

The rate of oxygen consumption increase varies with stimulus type. Gjedde et al.

classi�ed the various stimulus types as primary and complex according to their energy

requirements [21]. While complex stimuli like a checkerboard containing chromatic

patterns increase oxygen consumption [22], a simple photic stimulus produced a much

less increase in oxygen consumption [23]. The degree of change in energy metabolism

is directly related to degree of postsynaptic depolarization during functional activity.

2.1.1 The Cellular Basis of Activity-Metabolism Coupling

Attwell and Laughlin estimated the energy expenditure related to various func-

tions of grey matter of the rodent brain using published experimental data [24]. Their

�ndings suggest that most of the energy is used during the restoration of the ion move-

ments generated by action potentials (47 %) and postsynaptic potentials (37 %) in

neural cells. These are followed by neuronal and glial resting potentials (13 %), presy-

naptic calcium entry and neurotransmitter recycling (3 %) and calcium transients in

spines and vesicle recycling (<1%). The maintenance of the electrochemical gradients

is obtained through pumping activities of the speci�c ATP-consuming enzymes across

the membrane, a very common one being Na+/K+-ATPase [18].
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2.1.2 Na+/K+-ATPase

Most of the energy produced by neurons is consumed during action potentials

and postsynaptic potentials to restore the resting membrane potentials. Maintenance of

low intracellular Na+ activity is a basic feature of neurons. During action potentials or

postsynaptic potentials, however, Na+ in�uxes through cell membrane and increases in-

tracellular Na+ levels. To restore the intracellular Na+ levels, Na+ gradient is obtained

by Na+/K+-ATPase which is an enzyme that hydrolyzes ATP to exchange 3 intracel-

lular Na+ for 2 extracellular K+ [25]. The mechanism by which Na+/K+-ATPase cause

higher levels of glucose consumption is �rst introduced by Proverbio and Ho�man in

1977 [26]. The ATP, hydrolyzed by Na+/K+-ATPase, is also a negative modulator of

phosphofructokinase (PFK), the rate-limiting enzyme of glycolysis. Hence a decrease in

ATP through hydrolization by the pump stimulates the PFK activity hence glycolysis

[18].

2.1.3 Another Possible Activity-Metabolism Related Mechanism: Glutamate-

Induced Glycolysis in Astrocytes during Physiological Activation.

Glutamate-glutamine cycle was �rst introduced by Van den Berg and Gar�nkel

in 1971 [27]. The cycle can be brie�y described with the following sequence of events:

1) glutamate, a well-known excitatory neurotransmitter, is released from presynap-

tic terminals during neuronal activity, 2) the glutamate in the synaptic cleft is then

taken up by the astrocytes nearby, 3) glutamate is converted into glutamine, a non-

neuroexcitatory amino acid, by glutamine synthtase in astrocytes, 4) �nally, the glu-

tamine released by astrocytes is taken up by the neurons for further processing into

glutamate [28].

Pellerin and Magistretti proposed a new mechanism which couples glutamate-

glutamine cycle to glucose consumption in astrocytes [29]. In their work, they have

shown that glutamate stimulates glucose consumption and lactate production in astro-

cytes [29]. They suggested, based on their experimental �ndings, that the need for ATP



8

for the conversion of glutamate into glutamine and to reestablish Na+ gradients, the

glycolytic pathway in the astrocytes is triggered [30]. It is further suggested that the

changes in glucose metabolism are mainly linked to the cycling of neurotransmitters

[30, 31], a hypothesis which needs further experimental support, since it is reported

that only 2 % of brain energy supports glutamate recycling in glia [24].

Pellerin and Magistretti further proposed astrocytes-neuron lactate shuttle (ANLS)

hypothesis which claims that the lactate released by astrocytes are partly taken up by

the neurons and processed in oxidative phosphorylation [29]. The hypothesis, however,

is still being debated. A supporting in vitro work was performed by Pellerin and Mag-

istretti, in which they showed that cultured astrocytes, when exposed to glutamate,

release lactate [29]. Moreover, when primary neuronal cultures are exposed to both

lactate and glucose, they prefer lactate as their oxidative substrate [32]. A similar

tra�cking is proposed between Müller glial cells and photoreceptors from retina [33].

On the other hand, there are several works claiming that glucose is the major

energy substrate of neurons during neuronal activity thus challenging this hypothesis.

One of the studies is of Bak et al. who showed that glucose is necessary as a substrate

during synaptic activity in cultured glutamatergic neurons [34]. Moreover, Mangia et

al. showed an early lactate decrease during stimulus; as opposed to a lactate overpro-

duction which would be expected if ANLS hypothesis holds [35]. Though it is used for

ANLS hypothesis, Kasischke's work on hippocampal slices also supports the work by

Mangia et al [36]. They observed an early reduced nicotinamide adenine dinucleotide

(NADH) decrease in neurons and a late NADH increase in astrocytes, supporting the

idea that neuronal oxidative metabolism takes place before astrocytic glycolysis. More-

over, the lactate produced during neuronal activity is detected in brain venous blood

for many years [15]. Gjedde et al.'s have hypothesized using in vivo data that no ANLS

takes place during either simple neuronal stimulus or during complex neuronal activity

due to the clearance of lactate produced by astrocytes by the wash-out e�ect of cere-

bral blood �ow [21]. Simpson et al. even claimed that the neurons are the responsible

parties for the lactate production during neuronal activity [37].
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2.2 Neurovascular Coupling Hypotheses

2.2.1 Two Hypotheses of Neurovascular Coupling

There are basically two hypotheses of neurovascular coupling based on vari-

ous couplings. The �rst hypothesis, `the metabolic hypothesis' is that vasodilata-

tion is mediated through metabolic products of increased energy consumption e.g.

H+, lactate, CO2 and adenosine during functional activation [38]. This hypothe-

sis is based on the coupling between neuronal activity and metabolism: so called

`activity-metabolism coupling', and the coupling between metabolism and �ow: so

called `�ow-metabolism coupling' [39]. Roy and Sherrington were the �rsts to claim

that these energy-consumption related regulatory substances are oxygen and glucose

[16]. Changes in metabolic demand and changes in cerebral blood �ow are shown to

be very well correlated during rest [40]. However the coupling between the two is not

as clear during functional activation. Regional uncoupling is found between CMRO2

and CBF during somatosensory stimulation: increase in CBF being much more than

the increase in CMRO2 [40]. So, they proposed that the mechanism by which CBF

is regulated is independent of CMRO2 [40, 23]. Moreover, unless being severe (below

40 mmHg), arterial hypoxia does not lead to a considerable CBF increase [41] and

the modulation of arterial pressure of oxygen and glycemia do not a�ect the CBF in-

crease during whisker de�ection [42], supporting a mechanism independent from any

changes in energy substrates i.e. oxygen and glucose for the regulation of CBF. Lu

et al. showed that there is a sustained post-stimulus elevation of CMRO2 after blood

volume recovery [38] supporting the idea that the production of metabolites is not

su�cient to account for the CBF increase during activation. The role of `local' CO2,

another energy metabolism related molecule, however, has not been determined so far,

although the e�ect of any change in CO2 on cerebral blood �ow is well established.

The second hypothesis `the neurogenic hypothesis', on the other hand, claims

that vasodilatation is caused by an increase in neurotransmitter release, which binds

to neurons and triggers formation of nitric oxide, a well know vasodilator, and other

mediators [38]. This second hypothesis is based on the coupling between neuronal
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activity and �ow, so called `activation-�ow coupling' [39].

However, recent studies claim that the coexistence of both neurogenic and

metabolic factors is needed to regulate cerebral perfusion [6, 7], although it is not

proved by either an experimental or a modeling approach. Hence there is a need in

comparing the relative importance of these two neurovascular coupling hypotheses in

producing changes in cerebral blood �ow, blood volume, and oxygenation. We will now

introduce the research in literature on basic vasoactive mediators and their possible role

in hemodynamic response. The ones stressed in our modeling approach namely NO

and CO2 are introduced in more detail in the following sections.

2.2.2 Basic Vasoactive Mediators

K+, lactate, adenosine and H+ are among the vasoactive metabolic products

of neuronal activity [18]. K+ is a vasoactive mediator of neurovascular coupling. K+

siphoning is one of the hypotheses trying to describe its role in coupling [43]. Brie�y,

the hypothesis implies that the K+ released by neurons during functional activity is

taken up by glial cells. Glial cells, then, release K+ into the area between the as-

trocytic end-feet and the smooth muscle cells on the walls of arterioles [43]. The

resultant hemodynamic response depends on K+ concentration: high K+ release leads

to vasoconstriction, while a slight increase leads to dilation [17]. Metea et al.'s in

vitro experiment, on the other hand, has shown that K+ siphoning does not contribute

to neurovascular coupling [44]. Rather the role of glia on neurovascular coupling is

through the induction of vasoactive arachidonic acid metabolites: epoxyeicosatrienoic

acids and 20-hydroxyeicosatetraenoic acid [44]. The type of vasomotor response: dila-

tion/constriction depends on the nitric oxide levels. Moreover, extracellular K+ con-

centration returns to its basal levels in 30 to 40 seconds after stimulus which is longer

than the vascular return time [45]. This �nding suggests that K+ does not contribute

to vascular response during post-stimulus period [38].

Lactate as a metabolic product can also be considered as a vasodilatory neu-
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rovascular mediator through increasing H+ concentration, however its increase during

neuronal activity is rather low and transient to fully accomplish this task [4]. Adenosine

is also a mediator of neurovascular coupling. The dilatory mechanism of adenosine is

investigated by Newman in detail [46]. Glial cells release ATP during activation which

is then hydrolyzed by a variety of enzymes into adenosine which causes the dilation

of arterioles mainly through A2A receptors [17]. However, the delay in their formation

and the fact that they can di�use only to a certain distance show that they are not

su�cient to explain the whole hemodynamic response [18]. Moreover the release of H+

and adenosine only takes place when there is a mismatch between oxygen delivery and

consumption [47]. Increases in extracellular H+ during functional activity particularly,

as in the case of K+, is not su�cient to account for the hemodynamic response [48].

In the following two sections, two well-known vasodilators, namely CO2 and

NO, and the mechanism by which they lead to dilation will be introduced in detail.

2.2.3 The Mechanism by which CO2 Mediates Dilation

The CO2 is a product of oxidative phosphorylation whose dilatory e�ect on

blood vessels is very well established. Kety and Schmidt investigated the e�ects of

hypercapnia -high levels of CO2 in blood- and hypocapnia -low levels of CO2 in blood-

on cerebral blood �ow in 1948 [1], by using their novel method of measuring CBF

by inhalation of an inert gas: nitrous oxide [1]. They have shown that hypercapnia

produced by the inhalation of 5-7 % CO2 resulted in an increase in CBF by 75 %,

while hypocapnia lead to a reduction in CBF levels. The local e�ect of CO2 is also

studied. Kontos et al. investigated the e�ects of hypercapnic acidosis and hypocapnic

alkalosis on pial arterioles in anesthetized rats [49]. They found that local application

of hypercapnic acidosis and hypocapnic alkalosis dilated and constricted the vessels in

the exposed area respectively.

The sensitivity of CBF on CO2 concentration is used as a tool to estimate the

cerebral perfusion reserves [47]. Besides giving insight to enormous number of research
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studies on brain hemodynamics, it also has a prognostic value in clinics. For example

an impaired reserve is an implication of already dilated resistance vessels as in the case

of carotid stenosis [47].

How CO2 a�ects vessels is also investigated. Two basic mechanisms are sug-

gested: either CO2 directly acts on the membrane or the intracellular structures of

the vascular smooth muscle cells, or it acts on cells other than smooth muscle cells,

which then produce vasoactive substances to change the vascular mode [49]. The for-

mer hypothesis is found to be the most likely mechanism [49]. The way by which CO2

changes vascular tone is studied by Chen and Anderson [50]. They have found that the

e�ect of CO2 on the contractility of pericytes is mediated by its in�uence on the pH.

In addition to direct pH e�ects, other CO2 related mechanism might also play a role

in dilation [47]. In this secondary mechanism, prostaglandin, a vasoactive substance

and arachidonic acid were suggested to mediate CO2 dependent dilation [51].

The e�ect of CO2 on cerebrovasculature is also studied using mathematical

modeling tools. Ursino et al. constructed a hemodynamic model composed of electrical

circuit equivalents in order to simulate the changes in cerebral hemodynamics and

intracranial pressure as a response to mean systemic arterial pressure and arterial CO2

pressure changes [52, 53]. The arterial CO2 pressure is an input to the model. With

a similar approach, Payne predicts the vascular response to arterial blood pressure,

neuronal stimulus and arterial CO2 concentration [54]. A non-linear model by Zheng et

al. is an extension of the original Balloon/Windkessel model [55, 56, 57] to describe the

coupling between �ow and oxygen delivery, which also gives opportunity to determine

the time series of CMRO2 under CO2 challenges [58]. Above models, however, do not

include the e�ect of any possible contribution of local CO2 production; rather they

give arterial CO2 change as an input to the model, mimicking hypercapnia induced by

systemic inhalation.

Although blood pCO2 remains unchanged during functional activity or arterial

blood pressure changes, local pCO2 at the site of activation may change [49]. However,

if CO2 is to be a regulator of vascular mode during activation, it should have a strong
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action on vessels [49]. There are many studies on CO2 e�ect on vascular mode through

systemic inhalation or local application. The e�ect of locally produced CO2 due to the

increases in energy metabolism as a response to neuronal activity, on the other hand,

has not been revealed yet to our knowledge.

2.2.4 The mechanism by which NO Mediates Dilation

Nitric oxide plays signi�cant roles in the regulation of cerebral blood �ow and

cell viability and in the protection against pathogenic conditions such as Alzheimer's

disease, Huntington's disease, seizures, and migraine [59]. It has been �rst discovered by

Furchgott and Zawadski as the endothelial-derived-relaxing-factor in 1980 [60]. Having

properties such as high di�usibility and short half-life makes this molecule a powerful

candidate for being the link between neuronal activity and local blood �ow [5]. NO

is synthesized by nitric oxide synthase (NOS) which has an endothelial form: eNOS,

a neuronal form: nNOS and an inducible form: iNOS. The neuronal form is localized

next to the cerebral vessels [39], and a study on rat cerebral cortex has shown that it

is enriched in neuronal NOS [61].

The NO type responsible for the increase in CBF during functional activity is

not endothelial origin [5]. Con�rming this, Ayata et al. showed that eNOS knocked-out

mice behaved like the control group in giving hemodynamic response to stimuli [62].

This brings the conclusion that functional activity related CBF changes are mediated

by neuronal NO. The vasodilatory role of neuronal nitric oxide during neuronal activity

has been shown by many studies. in vivo studies by Buerk et al showed that NO has

vasodilatory e�ects during �icker stimuli in cat optic nerve [63] and during forepaw

stimuli in rat somatosensory areas [64]. The e�ect of neuronal NO on CBF is also

studied by various groups using 7-nitroindazole (7-NI), a speci�c inhibitor for neuronal

NOS. They have found that 7-NI signi�cantly diminishes the CBF increase during

functional activation [65, 66, 67, 68]. The e�ect of nitric oxide is also shown in cerebellar

cortex [69]. Moreover its role in hemodynamic response in cerebellum is dominant

among various factors [67, 70].
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During neuronal activity, Ca2+ in�uxes into the cell by the activation of glu-

tamate receptors, mainly the N-methyl-D-aspartate (NMDA) receptors in the post-

synaptic neurons [71, 72]. Ca2+ increases in the cytosol, and by forming a complex

with calmodulin, activates neuronal NOS, which then leads to the production of NO

from the amino acid L-arginine [73, 74]. The return of Ca2+ concentration to its rest-

ing levels acts as a switch that turns the enzyme o� [75]. The NO produced by the

functional activity, then, di�uses to the surrounding extracellular medium and arte-

rioles and lead to dilation [74]. NO relaxes vascular smooth muscle through a cyclic

GMP-dependent mechanism [76]. Increase in NO concentration leads to increases in

intracellular cyclic GMP concentrations in vascular smooth muscle cells [71]. However,

the rest of the mechanism which leads to dilation is not fully understood. The vari-

ous possible mechanisms are listed in a review by Esplugues et al. as direct channel

gating with the opening of inward Ca2+ and Na+ channels, activation of cyclic GMP-

dependent kinases, actions related to cyclic adenosine diphosphate (ADP) ribose, and

interactions with cyclic adenosine monophosphate (AMP), all of which results in a

reduction in intracellular Ca2+ concentrations in smooth muscle cells leading dilation

[75].

Mathematical modeling approach is applied to further understand especially the

biotransport of nitric oxide. The main question is that how NO can be a potent dilator,

while being strongly scavenged by hemoglobin (for a detailed review please see Buerk,

2001 [77]). A non steady-state model of nitric oxide di�usion in vascular smooth muscle

cells by Seraya and Nartsissov is an example for the transport models of NO [78]. The

main results of the model are the observation of dilation even a short time after NO

production and the dependency of nitric oxide e�ect on NO concentration gradient and

the diameter of the vessel. The co-transport of NO and oxygen in a capillary-perfused

tissue is also investigated with modeling tools [79]. Among the model predictions is

that when capillaries are included, the NO in the arteriolar wall signi�cantly increases.

Beside these modeling approaches, there is still a need for a model which can predict

how NO release is triggered during neuronal activity and how it controls vascular

smooth muscle tone and blood �ow.
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2.2.5 The Common E�ect of CO2 and NO

Previous research on rats suggests that inhibition of nitric oxide synthase re-

duces the CBF response to hypercapnia [80], on the other hand, more recent research

on humans found no signi�cant change in CBF response to hypercapnia under NOS

inhibitors [81]. Moreover, Ances et al. measured CBF changes as a response to forepaw

stimulus at various blood CO2 concentrations [82]. They found that the absolute mag-

nitude of CBF changes is independent of CO2 concentrations, which also suggests a

NO related dilation mechanism independent of the CO2 levels.

2.3 Mathematical Modeling as a Tool to Understand Brain

Hemodynamics

Brain hemodynamics is intensely studied using di�erent neuroimaging modali-

ties such as fMRI, PET and optical imaging. Each one of these modalities provides

valuable insight into speci�c components of neurovascular coupling. Recent work in

neuroimaging studies demonstrates that not only integration of multiple neuroimaging

modalities is required, but that mathematical modeling is necessary to understand the

complex physiology underlying neurovascular coupling. There are numerous models

aiming to explain either the vascular or the neurometabolic response to brain activa-

tion. The Balloon and Windkessel models are among the ones describing the vascular

response. According to the Balloon model, the venous compartment expands as a re-

sult of the output of the capillary bed [56]. The Windkessel model extends the balloon

model to incorporate vascular compliance [57]. A neurometabolic model that couples

brain electrical activity and energy metabolism via the Na+-K+ pump and mitochon-

drial respiration was developed by Aubert and Costalat [83]. They recently extended

that model by adding an astrocytic compartment [84]. There exist models that com-

bine the vascular and metabolic compartments to investigate how cerebral blood �ow

is controlled via metabolic and neurogenic pathways. Banaji's model is a good example

that focuses on autoregulation of the blood vessels via di�erent feedback mechanisms
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[85]. While these are just a few of the numerous models described in the literature, in

general there is a need for a model which describes cerebral blood �ow in terms of both

neurogenic and metabolic mediators that are directly related to the neuronal stimulus

as an input to the model.

2.4 The Propagation of the Hemodynamic Response

Another unresolved aspect of neurovascular coupling is whether the vessel di-

lation controlled locally or remotely during functional activation. The hemodynamic

response of the microcirculation in the activated area should be accompanied by the

dilation of the upstream arterioles in order to be su�cient for the metabolic demands

during functional activation. The association of the vessel dilation in the active region

and the upstream pial artery dilation is also important because through such an as-

sociation the �ow increases in active regions but not in inactive regions vascularized

by the same pial artery [4]. As early as 1919, it is proposed by Krogh that the capil-

lary perfusion during functional activity is regulated locally [86] in agreement with the

rapid onset of functional vasodilation. In 1970, Duling and Berne applied acetylcholine

to the arteriole of hamster cheek pouch of the golden hamster and observed that dila-

tion spread rapidly upstream and downstream, and proposed that this dilation takes

role in integrating the dilation of terminal arterioles to the upstream arteries so called

`retrograde dilation' [87]. The conducted vasodilation is also shown in rat cerebral arte-

rioles [88]. In 1959, Hilton proposed that the dilation is conducted through the smooth

muscle cells of the vessel wall independent of any neural mechanism [89]. Con�rming

this, an electrical coupling between the capillaries and arterioles is shown to exist in

hamster cheek pouch [90]. Moreover, Sokoya et al. found that cerebral endothelial cells

and smooth muscle cells are connected by gap junctions through which they propagate

dilation from the site of activation to upstream vessels [91]. Moreover the local va-

sodilation may also increase �ow velocity in upstream arteries through �ow mediated

vasodilation [17]. The increase in upstream arteries then enhances the increase in per-

fusion further [92]. Brie�y, the vasoactive substances lead to dilation of the vessels in

the vicinity of the activated area, and this dilation is conducted or propagated to the
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upstream feeding arterioles and arteries through the gap junctions between the smooth

muscle cells located at the walls of the vessels.

Although the retrograde dilation during functional activity in skeletal muscle is

highly studied [8], this is not the case for the retrograde dilation in brain. Iadecola et al.

studied cerebellar cortex to investigate retrograde dilation during functional activity.

They have observed that the stimulation of parallel �bers produces vasodilation both at

the activated area and at the upstream arterioles feeding it [93]. They concluded that

the upstream dilation is due to the propagation of the dilation at the site of activation

since no neuronal activity is observed in the upstream regions. Chen et al. measured

the hemodynamic response in the rat somatosensory cortex during forepaw stimulation

using optical coherence tomography [9].The layer speci�c results they obtained during

functional activity support retrograde dilation in the sensory cortex.

2.5 An Unresolved problem: Di�erent CMRO2 Kinetics

PET, fMRI and optical imaging modalities di�er in the estimated CMRO2 onset

kinetics. This leads to di�erent �ow-consumption kinetics during the onset of the

stimulus. The di�erence in CMRO2 kinetics can be understood by looking at speci�c

studies. A PET study by Mintun et al showed a 4.7 % increase in CMRO2 60 s after

the stimulus onset, while this value reaches 15 % after 25 minutes of stimulation [10].

A recent work from Lin et al. also obtained slow CMRO2 onset kinetics using fMRI

[94]. The work of Prichard et al. con�rms this slow increase in CMRO2, showing a

slow lactate decay after the onset of photic stimulation [95]. In contrary, other recent

works show a much faster increase in CMRO2 [11, 12, 13, 14]. For example; Wu et

al. calculated the CMRO2 from CBF and BOLD signals using a biophysical model.

They obtained a CMRO2 increase, reaching a steady state within a few seconds as a

response to visual stimulation. This is also supported by two recent studies, which use

pharmacological agents to eliminate the blood �ow response, and measure the BOLD

signal in response to stimulation as an indicative of CMRO2. Time to peak values in

these studies are around 10 seconds, supporting a faster CMRO2 onset kinetics [96, 97].
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3. METHODS - MATHEMATICAL MODEL

3.1 Model Description

Our model is designed to explore the relative importance of two neurovascular

coupling mechanisms in producing a blood �ow response given changes in the fre-

quency of action potentials: one of metabolic origin and the other neurogenic. The

metabolic mechanism is based on the product of oxidative phosphorylation, carbon

dioxide; whereas the neurogenic mechanism is based on nitric oxide, a synaptic activ-

ity product (Figure 3.1). These two factors di�use to the extracellular matrix and then

to blood vessels and produce vasodilation in the arterioles giving rise to changes in

regional CBF and the BOLD signal.

The model has one input which is the frequency of action potentials. This can

be kept constant or can be expressed as a time-dependent function throughout the

stimulus duration. This frequency modulates the cell membrane potential by changing

the �ux of sodium and calcium ions across the membrane resulting in energy-product

related and synaptic activity related vasodilation respectively. The sodium entry into

the cell during an action potential increases the intra-cellular sodium concentration,

thus increasing the Na+-K+ pump rate and consumption of ATP. The ATP supply for

Na+-K+ pump comes from the phosphocreatine bu�er, glycolysis, and mitochondrial

respiration. Glucose (GLC) is delivered to the tissue by the vessels, and it turns into

pyruvate (PYR) by passing through the glycolysis intermediary steps: glyceraldehyde-

3-phosphate (GAP) and phosphoenolpyruvate (PEP). After this point PYR either

goes to mitochondria and starts oxidative phosphorylation via aerobic respiration, or

it turns into lactate (LAC) via anaerobic respiration. During these processes, there

is a continuous electron transfer between NAD and NADH, and a phosphate transfer

between ATP and adenosine diphosphate (ADP).

The equations describing sodium membrane transport, the Na+-K+ pump, neu-
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Figure 3.1 A schematic representation of the proposed model. ADP: Adenosine diphosphate, AP:
action potential, ATP: adenosine triphosphate, BOLD: blood oxygenation level-dependent, Ca+2:
calcium, CBF: cerebral blood �ow, CBV: cerebral blood volume, CO2: carbon dioxide, dHb: de-
oxyhemoglobin, GAP: glyceraldehyde-3-phosphate, GLC: glucose, K+: potassium, LAC: lactate,
Na+: sodium, NAD+: nicotinamide adenine dinucleotide, NADH: reduced nicotinamide adenine din-
ucleotide, NO: nitric oxide, PEP: phosphoenolpyruvate, PYR: pyruvate.
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ronal energy metabolism (phosphocreatine bu�er, glycolysis), and blood-brain-barrier

exchange reactions are provided by Aubert and Costalat [83], and the equations for

NADH kinetics and mitochondrial respiration are provided by Aubert et al. [98]. The

vasodilator carbon dioxide is produced as a result of oxidative phosphorylation. The

other vasodilator nitric oxide, NO, is produced as a result of Ca2+ entry into the neu-

ron which activates NO production. NO then di�uses to and enters the smooth muscle

cells around the arterioles. It then inhibits Ca2+ e�ux from internal Ca2+ sources in

these cells and so leads to vasodilation [99]. CBF is assumed to be dependant only

on arteriolar diameter changes as given by Poiseuille's equation, and the pressure drop

between the two ends of the vessel is assumed to be constant. The BOLD signal is

then derived from CMRO2 and CBF using Davis' BOLD equation [11].

In the next subsections, we provide details of each step in our model. The initial

conditions for the new variables added to Aubert's model in this work are presented

in Table 3.1, and all parameters are de�ned in Tables 3.2 and 3.3. Unless otherwise

stated, concentrations of metabolites are in mmol/L. The reaction rates are in mmol/L

s. The subscripts within the tables and the text are a: arteriole, n: neuron, v: venule, c:

capillary (in our case capillary stands for pre-capillary arteriole), sm: smooth muscle.

Table 3.1

Initial values for the variables of the model.

Concentration

Intracellular carbon dioxide (CO2n) 1.25 mM

Capillary carbon dioxide (CO2c) 1.23 mM

Intracellular calcium (Ca+2n) 6937 nM

Intracellular nitric oxide (NOsm) 0.18 nM

Neuronal nitric oxide (NOn) 0.21 nM
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3.2 Action Potentials Modulate Intra-cellular Na+ and Ca2+

Concentrations

Our model uses action potential frequency as an input. In our model, the action

potential frequency is assumed to be almost 0 before and after the stimulus and taken

as 150 Hz during the stimulus. We have �t a gaussian function to a generic action

potential [112] to obtain the membrane voltage changes as a function of time,

Ṽ (t) = a1 × exp

−(t− b1
c1

)2
+ a2 × exp

−(t− b2
c2

)2


+a3 × exp
(
−
(
t−b3
c3

)2
)

+ a4 × exp
(
−
(
t−b4
c4

)2
)

+ a5 × exp
(
−
(
t−b5
c5

)2
)
(3.1)

where Ṽ (t) is the voltage in mV as a function of time t and the remaining

parameters are speci�ed in Table 3.2. The voltage change for a train of action potentials

is obtained by convolving Eq. 3.2 with the sequence of action potentials (S(t)) as

V (t) =
∫
Ṽ (t′)S(t− t′)dt (3.2)

where S(t) is equal to 0 unless t is at the onset of an action potential such that

S(t) =
∑
δ(t − tn). For example, for action potentials arriving at a frequency of 100

Hz, tn = n∆t, where ∆t= 10 ms.

This voltage change is then used to obtain the voltage-dependent Na+ and Ca2+

channel activations. The Na+ in�ux (vNa+(t)) as a function of voltage and time is ob-

tained by the Hodgkin-Huxley equations [113]. The current calculated using Hodgkin-

Huxley equations is then converted from µA/cm2 to mmol/Ls considering a 5 µm-radii

spherical cell.

Calcium in�ux in the neuron is mediated through N-Methyl-D-Aspartate Recep-

tor (NMDAR) channels that are voltage dependent [114] (Eq. (3a)). This in�ux, the

rate of Ca2+ concentration change in the neuron (vCa+2,n), is given as a product of the

fraction of NMDARs that move from the closed to open state after each presynaptic
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action potential, the peak NMDA receptor conductance and the membrane potential

(please see [114] for a detailed description of the equations and parameters).

The rate of intracellular sodium concentration change (vNa+(t)), is used as an

input to the metabolic rate equations described in Section 3. The rate of intracellular

calcium concentration change (Ca+2,n), is used in the production of NO as described

in Section 5.

3.3 A Brief Description of Aubert and Costalat's Model of

Stimulus Induced Changes in Oxygen Consumption

The portion of Aubert and Costalat's model [83] that we utilize here couples

ionic current (Na+ ion �ux) to brain energy metabolism (glycolysis, mitochondrial res-

piration and the phosphocreatine bu�er). An increase in intracellular Na+ activates

the Na+-K+ pump and consumes more ATP. To compensate for the ATP decrease, the

cell produces ATP through glycolysis, mitochondrial respiration and the phosphocrea-

tine bu�er. The following equation from the work of Aubert et al. [98], which is based

on the respiratory chain equation from Holzhütter et al. [115] is used to describe the

CMRO2 in the model. The description and values of the parameters V , nop, KmADP ,

kr, phi, phi0, H, Hm and nr can be found in [98].

CMRO2 = V
(

ADP nop

ADP nop +KmADP

)(
kr

1 + phi

)(
O2n

O2n + qr.phi

)
(3.3)

phi = phi0

(
NAD

NADH

)0.5

(3.4)

phi0 = pr
(
H

Hm

)nr/2
(3.5)

This oxygen consumption modulates the oxygen concentration in the tissue, altering

the concentration gradient with respect to the blood vessel (Eq. (28) from [83]), thus

changing the rate of oxygen extraction from the vessel (Eq. (43) from [83]).
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3.4 CO2 Kinetics

The carbon dioxide concentration in the neuron increases with mitochondrial

respiration and decreases with CO2 di�usion from the neuron to the precapillary arte-

rioles via the concentration gradient,

dCO2

dt
= nAerovmito −

Vc
Vn
vCO2nc (3.6)

The mitochondrial respiration rate (vmito) is given by Eq.(23) from [98]. According

to the brain tissue compartmentalization assumption of Aubert and Costalat, Vc and

Vn are the volume fractions of the precapillary arterioles and neurons in the brain

respectively, and naero is the stoichiometric constant. The rate of CO2 di�usion from

the neuron to the precapillary arterioles (vCO2nc) is given by

vCO2nc = Dnew,CO2

1

Vc
(CO2n − CO2c) (3.7)

Dnew,CO2 = DCO2/d
2
eff (3.8)

where Dnew,CO2 is the e�ective di�usion rate depending on the CO2 di�usion coe�cient

(DCO2) and e�ective distance that CO2 di�uses (deff ). CO2n is the concentration of

CO2 in the neuron and CO2c is the concentration of CO2 in the precapillary arterioles.

This CO2 di�usion increases CO2 concentration in the precapillary arterioles

that is cleared by the in-�owing blood from the artery,

dCO2

dt
= vCO2,nc − vCO2,ca (3.9)

The rate of change of CO2 in the precapillary arterioles due to the �owing blood is

given by

vCO2,ca = 2Fin
1

Vc
(CO2c − CO2a) (3.10)
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where CO2a is the concentration of CO2 in the upstream artery.

3.5 Ca2+and NO Kinetics

Calcium concentration in the neuron varies with the di�erence between calcium

in�ux into the cell and the calcium decay,

dCa+2
n

dt
= vCa2+ − vCa+2

decay
(3.11)

Calcium in�ux (vCa2+) is described in Section 3.2. The calcium decay rate (vCa+2
decay

) is

given by Majewska [102],

vCa+2
decay

=
1

τCa2+

× Ca2+
n (3.12)

where Ca2+
n is the calcium concentration in the neuron and τCa2+ is the decay

time constant.

NO concentration in the neuron is determined by the rate of NO production

(vNO,n), the di�usion of NO from the neuron to smooth muscle (vNO,sm), and the

decay of NO in the neuron (vNOdecay,n):

dNOn

dt
= vNO,n − vNO,sm − vNOdecay,n (3.13)

NO production is related to neuronal calcium concentration by Takahashi and Mendel-

sohn [116], assuming that the maximum neuronal NO release is obtained during the

maximal activation of nitric oxide synthase [117],

vNO,n = 0.0053
(
Ca2+

)0.4066
(3.14)

The NO produced in the neuron then di�uses to the smooth muscle cells around arte-

rioles

vNO,sm = Dnew,NO (NOn −NOsm) (3.15)
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Dnew,NO = DNO/d
2
eff (3.16)

where Dnew,NO is the e�ective di�usion rate depending on the NO di�usion coe�cient

(DNO) and the e�ective distance over which NO di�uses (deff ). Some of the produced

NO, on the other hand, is consumed by other reactions within the cell with a time

constant (τNO) (Vaughn et al., 1998),

vNOdecay,n =
(

1

τNO

)
NOn (3.17)

NO concentration in smooth muscle is determined by the NO di�usion from the neuron

(vNO,sm) and the NO decay within the smooth muscle (vNOdecay,sm). The smooth muscle

volume fraction (Vsm) is assumed to be the same as Vc.

dNOsm

dt
= vNO,sm − vNOdecay,sm (3.18)

The NO decay in smooth muscle is given by [104] as

vNOdecay,sm =
(

1

τNO

)
NOsm (3.19)

where NOsm is the NO concentration in smooth muscle.

Using the results of a mathematical model of the nitric oxide/cGMP pathway

in the vascular smooth muscle cell ([118]), NO inhibition of calcium in smooth muscle

is obtained via a �t

Ca+2
sm = −1785 ln (NOsm) + 8630 (3.20)

3.6 Modulation of Vascular Tone

We relate the arteriolar diameter to the partial pressure of CO2 in the precap-

illary arterioles using the information in [119]. Poiseuille's law states that the �ow of

blood through a vessel is proportional to the fourth power of the vessel diameter. Using

the pCO2 vs CBF graph in Wang et al's work, we recalculated the pCO2 vs diameter
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graph with the assumption that 40 mmHg corresponds to the normal CO2 levels in

the vessel. We then �t a curve to this new graph and the curve �t formula is given

in Eq. 3.21 where dCO2 represents the fractional change in diameter. It well matches

with former work of Muizelaar et al. where they �nd a relationship directly between

pCO2 in mmHg and fractional diameter [120].

dCO2 = 6× 10−5 pCO2
2 + 0.0027 pCO2 − 0.2 (3.21)

pCO2 =
CO2c

αCO2

(3.22)

We have related CO2 concentration to CO2 partial pressure (pCO2) using the carbon

dioxide solubility coe�cient (αCO2). Baseline CO2 pressure in the vessel is assumed to

be 40 mmHg [101].

The fractional diameter change of the arteriole related to NO production is

obtained in terms of the smooth muscle calcium concentration (Ca2+
sm) using the data

in Schuster et al's work (Figure 4A in [121]). We selectively picked the diameter

and calcium values at various time instances in the above mentioned work. We then

converted this data into % change of diameter and calcium by normalizing it with the

maximum �uorescence intensity. Then a new graph of diameter vs Ca2+ was obtained

to which a curve was �t to obtain Eq. 3.24.

dNO =
631000

460600 + exp (12 ‖Ca+2
sm‖)

(3.23)

∥∥∥Ca+2
sm

∥∥∥ =
Ca+2

sm

Ca+2
sm,max

(3.24)

where the value of Ca2+
sm,max is given in Table 3.3.

The vascular radii (in units of meters) is then calculated by simple addition of

the CO2 e�ect (Eq. 3.21) and the NO e�ect (Eq. 3.23),

R = 5× 10−6 (1 + dNO + dCO2)(3.25)
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3.7 Model Outputs: Flow, Venous Volume, deoxy-Heamoglobin

Concentration and BOLD Signal

In the model, a hypothetical brain volume is formed to include a neuron, pre-

capillary arteriole and venous compartments that are forming a unit voxel. Assuming

the total BOLD signal being a volume-weighted sum of the signals coming from indi-

vidual voxels [56] and using Davis' equation [11] which links normalized CMRO2 and

CBF changes to the BOLD signal change, we can then calculate the percent change in

BOLD signal within a voxel due to neuronal activation. Hence, the CBF, CBV and

BOLD are calculated as follows:

The �ow (Fin) in the precapillary arteriole is calculated using the Poiseuille

equation with the parameters: radii (R), pressure di�erence across the two ends of

the precapillary arteriole (∆P ), viscosity of the blood (µ) and the length of the vessel

(L). We have normalized this �ow with arteriole volume in order to have dimensions

consistent with Aubert and Costalat's model [83].

Fin =
πR4∆P

8µLVarteriole
(3.26)

Varteriole = πR2L (3.27)

The output �ow from the venous compartment is obtained from the following equation

[57, 122]

Fout =
V α′+β
v

V α′+β
v,0

Fin,0 (3.28)

In Eq. 3.28 we assume laminar �ow (α′ = 2), and constant β represents diminished

volume reserve at elevated pressures. We are using β = 2 as representative of the range

of 1≤ β ≤ 3 from the literature [57, 109].
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The following equation [56] is used for venous volume calculations,

dVv
dt

= Fin − Fout (3.29)

where Fin and Fout are calculated using Eqs. 3.26 and 3.28.

The deoxy-Heamoglobin (dHb) concentration and the BOLD signal are calcu-

lated by [56, 11] respectively:

ddHb

dt
= 2Fin (O2a −O2c)− Fout

dHb

Vv
(3.30)

BOLD =
∆S

S0

(3.31)

∆S

S0

= M

1−
(
CMRO2

CMRO2,0

)β′ (
CBF

CBF0

)α′−β′
 (3.32)

with the parameters O2a, M and β
′
given in Table 3.3. O2c is the precapillary arteriole

oxygen concentration.

3.8 Solving the Ordinary Di�erential Equations

The model is comprised of 20 variables. Volumes, areas and cerebral blood �ow

values are all expressed per unit tissue volume. In order to solve the ordinary di�erential

equations, we have used the ode23s tool of MATLAB7.5 for sti� equations. Besides

the equations given in sections above, the �rst 13 equations in Table 1 in Aubert and

Costalat's model [83] are used in this model with the corresponding parameters within

the same work.
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3.9 Assumptions

We set CBF dependent solely on radii changes with the assumption that the

local CBF changes in precapillary arterioles are dependent more on diameter changes

of the vessels than the pressure di�erence between the two ends of them, which may

not be the case during systemic changes (heart rate, stroke volume etc.) activated

during brain function.

We have also assumed that the NO and CO2 e�ect on blood �ow are independent

of each other. Although previous research on rats suggest that inhibition of nitric

oxide synthase reduces the CBF response to hypercapnia [80], more recent research

on humans found no signi�cant change in CBF response to hypercapnia under NOS

inhibitors [81]. We base our model on this more recent �nding.

The fourth assumption to be mentioned here is that the energy consumption

during brain activation is solely due to the Na+-K+ pump. Actually when the Na+-

K+-ATPase is blocked in the whole brain, the energy usage drops dramatically [6], a

fact which makes this assumption acceptable.

We modeled the action of NO and Ca2+ on pre-capillary arterioles since they

have smooth muscle cells which dilate actively by using NO and Ca2+ signaling path-

ways.

We have also assumed that Ca2+ entry into channels is solely through NMDA

channels. Our assumption is based on the studies which show that calcium elevation

due to synaptic activity is almost totally blocked in the presence of NMDA channel

blocker AP5 [123, 124, 125].
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Table 3.2

Parameters for the rate equations.

Eqn Constant Description Reference

1 a1 = 34.83 Fitting constants

b1 = 0.0001904 for a single action potential

c1 = 0.001559

a2 = 37.97

b2 = 0.002051

c2 = 0.0002703

a3 = 40.96

b3 = 0.002259

c3 = 0.0001748

a4 = 75.48

b4 = 0.001903

c4 = 0.0005914

a5 = −597× 1015

b5 = −0.7747

c5 = 0.1367

4 nAero=3 Stoichiometric constant [83]

5a,b Dnew,CO2=1.31 s
−1 Di�usion rate for CO2 See text for calculation.

5b DCO2=1.61×10−5cm2/s Di�usion Constant for CO2 [100]

5b deff=35 E�ective di�usion distance for CO2 The same value as for NO.

(see below)

7 CO2a = 0.635 mM CO2 concentration in arteriole [101]

9 τCa2+=0.780 s Decay Constant for Calcium [102]
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Table 3.3

Parameters for the rate equations.

Eqn Constant Description Reference

12a,b Dnew,NO=1.31 s
−1 Di�usion rate for NO See text for calculation.

12b DNO=4×10−5cm2/s Di�usion constant for NO [78]

[103]

12b deff=35 E�ective di�usion distance for NO [104]

13,15 τNO = 0.5 s Decay Constant for NO [104]

17b αCO2=0.0308 Solubility Constant for CO2 [101]

mmolL−1mmHg−1

18b Ca+2
sm,max = 3563 nM Maximum Ca2+ concentration [105]

in smooth muscle

20a ∆P=266.6 kg/ms2 Pressure di�erence [106]

between the two ends of

a precapillary arteriole

20a µ=0.001 kg/ms (0 % Hct) Viscosity [107]

µ=0.01 kg/ms (45 % Hct)

20b L=1.8 mm Length [108]

of a precapillary arteriole

21 α′ = 2 Laminar �ow [57]

21 β = 2 Vascular compliance parameter [109]

21 Vv,0 =0.0237 Initial venous volume fraction [56]

21 Fin =0.0217 s−1 Initial �ow in [56]

23 O2a =8.34 mM Total arterial oxygen concentration [110]

24b M =0.25 M value [111]

24b β′ = 1.5 Imaging parameter [11]
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4. METHODS - EXPERIMENT

In vivo imaging experiments were performed using Sprague Dawley rats under-

going 4, 10 and 20 s long electrical forepaw stimulation.

4.1 Animal Preparation

Male Sprague Dawley rats (n=12; 250-350 g) were used for the study. Ani-

mal protocols were approved by the Massachusetts General Hospital Subcommittee on

Research Animal Care. Rats were anesthetized with iso�uorane, 3% initially and 2%

(in 25% oxygen, 75% air) during ventilation while surgery was being performed. The

tracheotomy, femoral arterial and venous catheters were placed before the surgery.

Tracheotomy: Rats were placed prone, and ventral neck area was shaved. A

midline incision was opened and subcutaneous tissue and the pre-tracheal muscle layers

were dissected away under retraction. A horizontal incision was placed between the

�rst and second tracheal rings and an endotracheal cannula was inserted and tied in

place. After ensuring a patent airway, the subcutaneous tissue and skin was sutured

using 4-0 silk. Endotracheal catheter was connected to a small animal respirator.

Arterial/venous catheterization: The left femoral area was shaved. The femoral

artery was isolated after skin incision (1.5 cm in length) and dissection of the soft tissue.

Two sutures were passed under the femoral artery and proximal portion was clamped.

A small incision was made on the arterial wall and a PE-50 polyethylene catheter

was inserted and tied in place. Good arterial pulsations were con�rmed by removing

the clamp. The same cannulation procedure was done to femoral vein. Catheters were

�ushed with sterile heparinized saline containing 2 Units heparin/cc. The subcutaneous

tissue and skin were sutured using 4-0 silk.
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The head of the animal was �xed in a stereotaxic frame using ear bars. For the

spectroscopic imaging experiments, the scalp was retracted and the area of skull over-

lying the primary somatosensory cortex was thinned. Cerebrospinal �uid was drained

from the IVth ventricle to relieve intracranial pressure. For the two photon microscopy

experiments, the thinned skull and dura matter were removed. The anesthesia was

switched from iso�uorane to alpha-chloralose. Alpha-chloralose was maintained with

50 mg/kg intravenous bolus of alpha-chloralose followed by continuous intravenous in-

fusion at 40 mg kg−1h−1. Heart rate, blood pressure, and body temperature were

continuously monitored. The animal's blood measurements were aimed to be main-

tained as this: pCO2 between 35 and 45 mmHg, pO2 between 140 and 180 mmHg,

and pH between 7.35 and 7.45. The body temperature of the animal was maintained

at 37.0 ± 0.5◦C with a homeothermic blanket (Harvard Apparatus, Holliston, MA,

U.S.A.) during surgery and experiments. Blood samples (∼=0.05 ml) were withdrawn

from the anesthetized rat for blood gas measurement (not exceeding 5 total; ∼=0.25

ml).

4.2 The Stimulus

For the spectroscopic optical imaging, the stimulus consists of a train of three

electrical pulses (3 Hz repetition rate, 300-µs-wide, 0.5-1.5 mA pulse amplitude, 4 s

pulse train duration, 20 s stimulation sequence period) delivered to a forepaw through

a pair of thin needles implanted under the skin which were connected to an electrical

stimulus isolation unit (WPI Inc, Sarasota, FL, USA). The intensity of the stimulus was

adjusted to provide stimulation below the movement threshold. For the two-photon

microscopy, the same stimulus was applied for 4, 10 and 20 s train duration with the

stimulation sequence periods of 30, 40 and 50 s.
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4.3 Optical Imaging

Spectroscopic optical imagingWe have determined the active brain region during

forepaw stimulation using optical intrinsic signal imaging (OISI). For OISI, an Hg:Xe

lamp illumination was spectrally �ltered to a narrow band at 570 nm which is the

isosbestic point for hemoglobin absorption. At this wavelength, any decrease in cortical

re�ectivity likely corresponds to an increase in total hemoglobin. Images from the

thinned-skull were acquired by cooled 12-bit CCD camera (Imager QE, La Vision).

The spectral data were converted to percent-change maps for total hemoglobin (HbT)

using the modi�ed Beer-Lambert law.

Two-Photon Microscopy. A chamber consisting of a metal frame (Kleinfeld and

Delaney) and a removable glass cover slip (number 1) lid was glued to the skull. The

cover slip reduces brain motion and protects it from contamination and dehydration.

The space between the brain surface and the cover glass was �lled with 0.7% (w/v)

agarose (Sigma) in arti�cial cerebrospinal �uid. An amount of 0.3 ml of 5% (w/v)

solution of 2 MDa �uorescein isothiocyanate conjugated dextran (FD-2000S; Sigma),

which is a dye labeling blood plasma, was injected intravenously to enhance the visi-

bility of the blood vessels. Images were obtained using 4-channel Ultima two-photon

laser-scanning microscope (Prairie Technologies). The open brain region was di�usely

illuminated with a laser tuned to 740 nm. Before the actual experiment, we obtained

an image of the entire cranial window using a 4X air objective (XLFluor4X/340; nu-

merical aperture (NA), 0.28; Olympus, Tokyo, Japan) to aid in navigating around the

cortical vasculature. The line scan measurements which require high resolution were

obtained using 10X (NA, 0.3; Olympus) air-spacing and 20X (NA, 0.95; Olympus,

working distance: 2 mm) water-immersion objectives. Line scans were acquired with a

scan rate of 1.3 kHz and a scan resolution of 0.6 µm (for an example please see Figure

4.1. The data was acquired until the response amplitude start to decrease, indicating

a general deterioration of physiological conditions. Data analysis was performed in

MATLAB (MathWorks, Inc.).
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Figure 4.1 Image constructed by the addition of line scans across a vessel during forepaw stimuli.

4.4 Calculations of the Parameters

We recorded the �rst 5 seconds before stimulation to calculate baseline diameter.

The amplitude of the peak response (µm) is calculated by subtracting the baseline

diameter from maximum dilation. Figure 4.2 shows the characteristics calculated in

the work. The fraction of the peak response (%) is the percent dilation with respect

to baseline diameter. Time to peak (s) is the time di�erence between the time the

dilation peaks and the stimulus onsets. The width of the maximum (s) is the full

width at 25 % of the peak response. The amplitude of the post-stimulus undershoot

(µm) is calculated by subtracting the maximum constriction after the stimulus from

baseline diameter. The fraction of the post-stimulus undershoot (%) is the percent

constriction with respect to baseline diameter. The falling time (s) is the di�erence

between the time at which dilation falls to the half of the maximum dilation and the

end of stimulus duration. The width of the minimum (s) is the full width at 30 % of

the peak constriction after the stimulus.

Statistical Analysis: We have classi�ed the groups according to two independent

variables: caliber size (smaller diameter group <40 µm and larger diameter group >40

µm) and stimulus duration (4, 10 and 20 second stimulus durations) forming a total of 6

groups. We used one-way Analysis of Variance (ANOVA) to test whether the measured
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Figure 4.2 Transient dilation characteristics.

characteristics of the same caliber-size groups are actually di�erent at di�erent stimulus

durations, and also to test whether these measured values at the same stimulus duration

are actually di�erent at di�erent caliber sizes.
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5. RESULTS - MODELING

We plot Ca2+ and Na+ dynamics in the neuron as a response to a stimulus

lasting 20 seconds and 100 seconds (Figure 5.1). A sample part from the stimulus in

Figure 5.1A, shows the change in membrane voltage, i.e. action potentials, during the

stimuli.

To explore the relative roles of the vasoactive agents NO and CO2 in the stimulus

evoked change in CBF, in Figure 5.2 we plot the relative change in CBF (rCBF) for a

short (20 second) and long (100 second) duration stimulus considering modulation of

the vascular tone by NO only, CO2 only, and both NO and CO2.

The largest change in CBF is observed with NO only, while CO2 alone is pro-

ducing only a small increase in CBF. When both NO and CO2 e�ects on vascular tone

are considered, the CBF response is reduced relative to NO alone. We observe a �ow

overshoot during the �rst 10 seconds of the stimulus, a signi�cant post-stimulus under-

shoot for the short stimulus, and a slow post-stimulus recovery for the long-stimulus.

These results reveal that the vessels may dilate or constrict depending on the balance

of CO2 production by the mitochondria and washout by the �owing blood.

In Figure 5.3 we plot the evoked changes in the BOLD signal corresponding

to the di�ering �ow responses from NO only, CO2 only, and both NO and CO2 mod-

i�cation of vascular tone. Inhibiting the e�ect of NO signi�cantly reduces the �ow

response (see Figure 5.2) leading to a negative BOLD response as the reduced �ow re-

sponse does not oversupply the increased demand for oxygen. Considering the e�ects

of both NO and CO2 compared with NO alone attenuates the peak BOLD response

during the stimulus and modi�es the post-stimulus BOLD undershoot, increasing the

undershoot for a short stimulus and diminishing its duration for long stimulus. This

modi�cation of the post-stimulus BOLD undershoot is due to a slow CMRO2 recovery

and the post-stimulus �ow undershoot.
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Figure 5.1 The input function of the model: a series of action potentials at 150 Hz (A), only a
portion is shown as an example. The Ca2+ and Na+ concentration as a response to the stimulus.
Results are given (B) and (D) for a 20 second stimulus and (C) and (E) for a 100 second stimulus.
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Figure 5.2 Our model results for an evoked change in CBF considering the vasoactive role of only
NO (dotted black line), only CO2 (dotted line), both NO and CO2 (solid line). The relative change
in CMRO2 is indicated by the grey line. Results are given (A) and (B) for a 20 second stimulus and
(C) and (D) for a 100 second stimulus. In each case we considered the stimulus as a train of action
potentials at a repetition frequency of 150 Hz as input to our model. Note that in panel (A) we
increased the scale of the only CO2 e�ect (dotted line) by x20. CBF: cerebral blood �ow, CMRO2:
cerebral metabolic rate of oxygen.
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Figure 5.3 Our model results for an evoked change in BOLD signal considering the vasoactive role
of only NO (dashed line), only CO2 (dotted line), and both NO and CO2 (solid line). Results are
given (A) and (B) for a 20 second stimulus and (C) and (D) for a 100 second stimulus. In each case
we considered the stimulus as a train of action potentials at a repetition frequency of 150 Hz as input
to our model. BOLD: blood oxygenation level-dependent.
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Figure 5.4 Change in NO levels in smooth muscle and the partial pressure of CO2 in the precapillary
arteriole are plotted considering the �ow response from NO alone (dashed line), CO2 alone (dotted
line), and both NO and CO2 (solid line) for the (A) 20 second stimulus and the (B) 100 second
stimulus. pCO2: partial pressure of CO2.

The precapillary arteriole partial pressure of CO2 pressure corresponding to the

three di�erent vasoactive e�ects is plotted in Figure 5.4. It is evident that the large

�ow response produced by NO is washing out more CO2 than is being produced by the

increased oxygen consumption, causing a reduction in the partial pressure of CO2 akin

to the washout of deoxygenated hemoglobin during a stimulus. When the e�ect of NO

on vascular tone is neglected, we observe that the partial pressure of CO2 increases

because the �ow response is too small to wash out the extra CO2 produced by the

increased oxygen consumption, consistent with the negative BOLD signal in Figure

5.3. We also observe a post-stimulus overshoot in the partial pressure of CO2 arising

from the slow recovery of oxygen consumption.

To provide support for the magnitude of the CO2 e�ect in varying vascular

tone in our model, we simulated the change in �ow and BOLD as the systemic partial

pressure of CO2 was increased, and compared our simulation results with experimental

results. The simulated results are shown in Figure 5.5 compared with experimental
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Figure 5.5 Modeled (A) CBF and (B) BOLD versus the partial pressure of CO2 compared with
experimental data from [1] circles, [2] squares, and [3] diamonds. Our model results are indicated by
the solid line. CBF: cerebral blood �ow, BOLD: blood oxygenation level-dependent.

data from [1, 2, 3]. Our model results well match with the experimentally observed

�ow changes and the BOLD changes.

We have performed a sensitivity analysis to verify the robustness of the CBF

post-stimulus behavior shown in Figure 5.2. The decay constants for Ca2+ and NO

were varied over their physiological range (τCa2+ : 0.5-1 s [126], τNO: 0.5-5 s [104]).

While there was a dramatic decrease in the CBF undershoot as we increased τCa2+ , we

none-the-less still observe an undershoot at τCa2+ = 1 s. We observed that NO had

no signi�cant e�ect on the CBF undershoot. In addition, the di�usion constants for

NO (3.3×10−5 - 4.8×10−5 cm2/s, [103, 78]) and CO2 (1.14×10−5 to 2.5×10−5 cm2/s,

[127]) have a negligible e�ect on the undershoot results. Increasing the maximum Na

conductance (gNa) decreases the undershoot, completely abolishing it when gNa > 15

mS/cm2 (we used 4.4 mS/cm2 [128]). Varying NMDA conductance (gNMDA) had no

e�ect on the undershoot over the range of 500 to 1350 µM/(msec.mV) [114].
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6. DISCUSSION - MODELING

The results of our model con�rm the expected dominant vasodilatory role of NO,

however CO2 is also important in modulating the shape of the response, in particular

the initial overshoot and post-stimulus undershoot. Our results indicate that a washout

of CO2 has a vasoconstrictive e�ect throughout the stimulus because NO dominates

the blood �ow response. While the vasoactive role of NO in producing a blood �ow

response is known experimentally [129, 130, 69], there is no experimental support for

the possible blood �ow e�ects of locally-produced-CO2.

The transient increase in nitric oxide, as reported in the literature, varies widely.

While there are some studies showing the change to be as low as 2.2 nM in rats after

parallel �ber stimulation [131] and 0.3 nM in cat nucleus tractus solitarius after arginine

application [132], some values are as high as 80 nM in cat after visual stimulus [63]

and 200 nM in rats after forepaw stimulus [64]. We also varied the decay constants for

NO over their physiological range τNO: 0.5-5 s [104]. Our sensitivity analysis showed

that NO had no signi�cant e�ect on the CBF undershoot. The shape of the reported

NO responses also varies as stimulus type changes. The shape of the NO change in our

model is more similar to the experimentally measured response for a visual stimulus

[63], than for a forepaw stimulus [64].

A post-stimulus CBF undershoot has been observed by numerous groups. Specif-

ically, the CBF undershoot has been observed in rat somatosensory cortex [133, 134],

cat visual cortex [135], and human visual cortex [136, 137, 38, 138, 139]. Our sim-

ulations also result in a post-stimulus CBF undershoot. Our results show that the

interplay between NO and CO2 is a possible explanation for this undershoot, with-

out ruling out the e�ect of other possible confounding mechanisms such as neuronal

inhibition.
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The positive BOLD response is determined by the relative contributions of CBV,

CBF and CMRO2. When the e�ect of only NO and both NO and CO2 are considered,

a positive BOLD response is obtained during the stimulus. Inhibiting the e�ect of NO

diminishes the CBF increase signi�cantly and so results in a negative BOLD response

due to the insu�cient oxygen supply to the activation area. This result is supported by

various experimental e�orts to determine the e�ect of NO in neurovascular coupling.

Stevanovic et al. showed that inhibiting nitric oxide synthase signi�cantly attenuates

the CBV, CBF and BOLD responses [68]. Since this inhibition of nitric oxide is not

one hundred percent, and it also diminishes the neural activation though less strongly,

they still obtained a very low but still positive BOLD response. Findings from other

works also suggest that the positive BOLD response is abolished by the inhibition of

nitric oxide [140].

For the post-stimulus BOLD undershoot, three mechanisms have been sug-

gested: 1) sustained oxygen consumption after CBF has returned to baseline [141, 142],

2) a slow recovery of CBV to baseline compared to CBF

In summary, the increase in CBF during stimulation likely reduces local tissue

pCO2. This is another possible explanation for the post-stimulus CBF undershoot

that has been described in the literature. It should also be added that the relative

contributions of these di�erent mechanisms of vasoregulation will likely be altered in

cerebrovascular diseases.
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7. RESULTS - EXPERIMENT

We have examined the e�ect of baseline vessel diameter and stimulus duration on

the hemodynamic response during somatosensory stimulus as well as during the post-

stimulus period following it. The typical response was that the vessels �rst dilated to a

peak amplitude, and then recovered to a lower dilation and kept this dilated form until

the end of stimulus duration (Figure 7.1). We analyzed the dilation transients so that

we could extract more information about the hemodynamic response, in particular,

dependence of temporal characteristics of response on stimulus duration and baseline

diameter or in other terms proximity to the activation area, since the feeding pial

vessels are larger compared to perforating diving vessels which are located closer to the

activation area. The latter was aimed to give insight to retrograde dilation hypothesis.

The hemodynamic measures we investigated are: the amplitude and the percent-

age of the peak response, time to peak response, the width of the maximum response,

and the amplitude and percentage of the post-stimulus undershoot, falling time to

minimum of the undershoot and width of the undershoot among di�erent baseline di-

ameter groups (caliber sizes with 10 µm increments) with the help of ANOVA test (for

a detailed description of the parameters, please see Methods section). As the overall

results for the peak response percentage (Figure 7.2), time to peak (Figure 7.3) and

post-stimulus undershoot percentage (Figure 7.4) show a clear grouping of the diame-

ters, the data is further analyzed in two groups, namely diameters smaller and larger

than 40 µm. Also, the two groups are analyzed for di�erent stimulus durations.

7.1 Peak Response Amplitude Changes with Caliber Size but

not with Stimulus Duration.

The peak response amplitude is further analyzed for the two caliber groups in

Figure 7.5, the p values are given for the ANOVA test results across the two caliber
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Figure 7.1 Time course of the dilation of an arteriole during a 20 second stimulus (grey line: stimulus
duration, black line: averaged response of �ve individual trials).

Figure 7.2 Peak response percentage at 10 µm increments of diameter with a p value of 0.02 from
ANOVA test. (All stimulus durations are included.)

Figure 7.3 Time to peak at 10 µm increments of diameter with a p value of 0.008 from ANOVA
test. (All stimulus durations are included.)
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Figure 7.4 Post-stimulus undershoot percentage at 10 µm increments of diameter with a p value of
0.004 from ANOVA test. (All stimulus durations are included.)

Figure 7.5 Peak response for 4, 10 and 20 second stimulus durations (grey < 40 µm, black > 40
µm).

groups and across the three stimulus durations in Table 7.1. The peak response ampli-

tude is signi�cantly higher for the larger vessel group (Figure 7.5). Our result is in con-

formity with the previous studies. Segal et al who investigated the dilation of arteries

and arterioles of hamster skeletal muscle also found that arteries dilate amplitude-wise

more compared to arterioles [143]. On the contrary no signi�cant di�erence in peak

response amplitude is found between stimulus durations (Figure 7.5). A study by Ngai

et al. also shows that increasing stimulus duration has no e�ect on the peak response

amplitude of the pial arteriole in sensory hindlimb cortex to sciatic nerve stimulation

[144].
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Table 7.1

Peak response amplitude (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 2.26 (±2.05) 3.35 (±3.39) 2.48 (±2.31) 0.27

>40 µm 5.31 (±5.33) 6.84 (±2.8) 6.0 (±5.54) 0.79

p 0.005* 0.02* 0.009*

7.2 Peak Response Percentage Changes with Caliber Size but

not with Stimulus Duration.

Our results for peak response percentage for each caliber size group during 4,

10 and 20 s stimulus durations are shown in Figure 7.6. While the mean peak response

percentage for each stimulus duration is higher for the smaller diameter group, the

variance is signi�cant only for the 4 second stimulus and marginally signi�cant for the

10 second stimulus (Figure 7.6 and Table 7.2). Our results are in accordance with

the work of Iadecola et al. in which they showed with the use of a videomicroscopy

system that the smaller vessels are more reactive than larger ones during rat cerebellar

parallel �ber stimulation [93]. Their work comprises a vessel diameter range of 10-40

µm which corresponds to our smaller diameter group. The percent-wise peak response

increase they obtained in this diameter range is totally consistent with our results.

The same result is also obtained by correlating baseline artery size to �ow mediated

dilation [145]. On the other hand, we found no signi�cant di�erence in peak response

percentage between three stimulus durations.

Table 7.2

Peak response percent change (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 15 (±13) 18 (±11) 15 (±9) 0.54

>40 µm 9 (±7) 11 (±5) 10 (±10) 0.71

p 0.04* 0.11 0.15
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Figure 7.6 Peak response percent change for 4, 10 and 20 second stimulus durations (grey < 40 µm,
black > 40 µm).

7.3 Time to Peak Values: Smaller vessels Dilate First.

Time to peak values for each group at three stimulus durations is given in Figure

7.7 with the corresponding p values in Table 7.3. The time to peak values obtained in

our work are amplitude-wise consistent with the previous measurements of dilation by

Ngai et al. using a video micrometer [144]. Our results show that larger vessels have

around 1 second delay in average in responding the stimulus with respect to smaller

vessels, a �nding supporting the retrograde dilation. A recent work from Chen et al

found that super�cial cortical regions have around a 2 second delay response compared

to the deeper regions using Optical Coherence Tomography (OCT) [9]. Time to peak

values is shorter for 4 second stimulus compared to 10 and 20 second durations; on

the other hand it is almost constant for the stimulus durations longer than 4 second,

consistent with the previous observations by Ngai et al. [144].

Table 7.3

Time to peak in seconds (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 3.52 (±1.22) 3.89 (±1.17) 4.09 (±1.26) 0.13

>40 µm 3.97 (±1.43) 5.08 (±1.36) 5.26 (±1.36) 0.03*

p 0.22 0.04* 0.01*

To test whether this di�erence is due to the di�erent vessel properties or due
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Figure 7.7 Time to peak for 4, 10 and 20 second stimulus durations (grey < 40 µm, black > 40
µm).

to a delay in upstream large vessels, we further analyzed the data at stimulus onset.

We averaged the time to peak di�erences of the smaller and larger diameter groups

for the 10 and 20 second stimulus durations where it reaches almost a constant value

(for 10 s stimulus (1.17 s) and for the 20 s (1.19 s) stimulus). We obtained the percent

diameter increase at this time period of stimulus onset. The small diameter group's

increase is around 1.5 %, while larger diameter group's increase is only 0.5 %. We have

also found out that at almost 0.8 from stimulus onset, vessels larger than 50 µm do not

start dilating at all, a �nding strongly supporting the retrograde dilation hypothesis.

7.4 Width of the Maximum Changes with Stimulus Duration

but not with Caliber Size.

The width of the dilation of smaller and larger vessel groups at three di�erent

stimulus durations are shown in Figure 7.8. There is no signi�cant di�erence between

the smaller and larger diameter groups in terms of the width of the dilation. However,

there is a signi�cant di�erence among di�erent stimulus durations, width being longer

for longer stimulus durations. Our results are in good agreement with previous �ndings

from Ngai et al. [144].
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Figure 7.8 Width of the maximum for 4, 10 and 20 second stimulus durations (grey < 40 µm, black
> 40 µm).

Table 7.4

Width of the maximum in seconds (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 7.25 (±3.02) 9.97 (±2.45) 22.03 (±3.87) <0.001*

>40 µm 7.95 (±2.57) 11.29 (±0.88) 21.14 (±5.02) <0.001*

p 0.45 0.18 0.29

7.5 Post-Stimulus Undershoot Amplitude is Higher for Smaller

Diameter Group.

The post-stimulus undershoot amplitudes for smaller and larger groups at three

di�erent stimulus durations are shown in Figure 7.9 with the corresponding ANOVA

results in Table 7.5. We observed no signi�cant di�erence with caliber size or with

stimulus duration. However, the mean post-stimulus undershoot amplitude for each

stimulus duration is higher for smaller diameter group.
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Figure 7.9 Post-Stimulus undershoot amplitude for 4, 10 and 20 second stimulus durations (grey <
40 µm, black > 40 µm).

Table 7.5

Post-stimulus undershoot amplitude (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 0.58 (±0.69) 0.84 (±0.96) 0.74 (±0.79) 0.48

>40 µm 0.34 (±0.55) 0.50 (±0.64) 0.56 (±0.55) 0.61

p 0.26 0.43 0.5

7.6 Post-stimulus Undershoot Percentage Changes with Cal-

iber Size but not with Stimulus Duration.

The post-stimulus undershoot percentage for smaller and larger groups at three

di�erent stimulus durations are shown in Figure 7.10 with p values in Table 7.6. The

smaller diameter group has signi�cantly higher post-stimulus undershoot percentage.

On the other hand, no signi�cant di�erence is observed with changing stimulus du-

ration. Chen et al calculated CBV undershoots from the CBV measurements when

the BOLD post-stimulus undershoot occurs. They observed no signi�cant di�erence in

CBV post-stimulus behaviors between two stimulus durations: 24 and 96 s [139].
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Figure 7.10 Post-stimulus undershoot percentage for 4, 10 and 20 second stimulus durations (grey
< 40 µm, black > 40 µm).

Table 7.6

Post-stimulus undershoot percentage (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 4 (±5) 4 (±3) 5 (±5) 0.92

>40 µm 1 (±1) 1 (±1) 1 (±1) 0.65

p 0.02* 0.02* 0.03*

7.7 The Falling Time Decreases with Increasing Stimulus Du-

ration.

The falling time is signi�cantly longer for the larger diameter group for 4 s

stimulus and the variance is not signi�cant for the 10 and 20 second stimulus durations

(Figure 7.11 and Table 7.7). On the other hand, the falling time decreases signi�cantly

at longer stimulus durations. Note that a negative falling time indicates that dilation

falls down to its half before the stimulus ends.
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Figure 7.11 Falling time for 4, 10 and 20 second stimulus durations (grey < 40 µm, black > 40 µm).

7.8 Width of the Post-Stimulus Undershoot Increases with In-

creasing Stimulus Duration.

We also tested whether the width of the undershoot varies with baseline diameter

or stimulus duration (Figure 7.12). The mean of the width of the undershoot is longer

for smaller diameter vessels (Table 7.8). The width of the undershoot increases with

increasing stimulus duration. The di�erence is signi�cant for both groups.

Table 7.7

Falling time in seconds (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 2.46 (±0.90) -0.12 (±2.51) 0.46 (±3.65) <0.001*

>40 µm 4.09 (±2.14) 1.42 (±0.68) -1.99 (±5.68) 0.001*

p <0.001* 0.16 0.09
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Figure 7.12 Width of the minimum for 4, 10 and 20 second stimulus durations (grey < 40 µm, black
> 40 µm).

Table 7.8

Width of the minimum in seconds (mean and standard deviation)

Diameter 4 10 20 p

<40 µm 5.70 (±5.18) 9.08 (±6.06) 10.18 (±6.52) 0.008*

>40 µm 2.17 (±3.01) 2.92 (±3.90) 7.07 (±4.50) 0.009*

p 0.02* 0.02* 0.22
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8. COMPARISON OF THE MODELING AND

EXPERIMENT

We compared our results from modeling and animal experiments related to the

transient characteristics of the hemodynamic response during and after the stimulus.

Our model results well match with the larger diameter group for all parameters except

the width of the minimum which matches well with the smaller diameter group. In

Figure 8.1, the results for peak response, time to peak and width for the response during

stimulus is given. The model results show a great concordance with the experimental

results. In Figure 8.2, the characteristics related to the post-stimulus undershoot are

given. The percent undershoot is in a good agreement with the experimental results.

While the model curve for falling time �rst follows the experimental well; towards 20

s stimulus the model overestimates the falling time. The model result for the width

of the minimum slightly overestimates the experimentally measured widths. Note that

the width of the minimum here is for the smaller vessel as mentioned above, the models

overestimation increases for the larger vessel group, though the increasing behavior for

an increase in stimulus duration is the same for both groups. To investigate whether

the CMRO2 onset and recovery kinetics during functional activity is slow (in minutes)

as in PET literature or fast (in seconds) as in fMRI and optical imaging literature, we

further forced the model to have a faster CMRO2 increase following stimulus onset,

and recovery post-stimulus with the help of a function increasing to its maximum value

(10 %) in �ve seconds and returning to baseline after the stimulus again in �ve seconds

representing CMRO2. We compared these results obtained with this fast CMRO2

kinetics, with out previous model results with slow CMRO2 kinetics. We had no or

little change for most of the transient characteristics (not shown). In Figure 8.3A,

the minimum of the post-stimulus undershoot in diameter is given as a function of

stimulus duration. Our modeling results based on slow CMRO2 kinetics showed �rst

an increase, then a peak around 10 second stimulus duration, and then a decrease in

post-stimulus diameter undershoot. Our experimental results, on the other hand, show

no dependency of post-stimulus diameter undershoot on stimulus duration. The result
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Figure 8.1 Percent change in peak response (A), time to peak to the peak response (B) and width of
the maximum (C) with respect to stimulus duration. Modeling results: black curve and experimental
data: stars.

Figure 8.2 Post-stimulus undershoot percent change (A), falling time to the peak of the undershoot
(B) and width of the undershoot (C) with respect to stimulus duration. Modeling results: black curve
and experimental data: stars.
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Figure 8.3 Minimum of the post-stimulus diameter undershoot versus stimulus duration (A). Post-
stimulus BOLD undershoot versus stimulus duration (B). Experimental data from this work (circles
in A), experimental data from literature given in Table 8.1 (circles in B), model results (solid line),
model results when the model is forced to have a faster CMRO2 increase following stimulus onset and
recovery post-stimulus (dashed-line).

of the forced model is in a closer agreement with our experimental results.

In Figure 8.3B, we have shown the peak post-stimulus BOLD undershoots. In

addition to our modeling result (solid-line), we also introduced the model results when

the model is forced to have slow CMRO2 onset and recovery kinetics (dashed-line).

The experimental data points that we have added for comparison are from literature

(please see Table 8.1). Similar to diameter results, BOLD results obtained with the

forced model are in conformity with the experimental results. Overall our results

support a fast CMRO2 onset and recovery kinetics (in seconds), rather than a slow

onset and recovery kinetics (in minutes).

Table 8.1

Peak % BOLD undershoot at various stimulus durations in literature.

Stimulus Duration (s) % BOLD undershoot Reference

1 0.3 [146]

2 0.25 [146]

4 0.5 [146]

8 0.7 [146]

16 0.8 [146]

32 1 [146]
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9. DISCUSSION - EXPERIMENTS AND COMPARISON

WITH THE MODEL

We investigated the dilation characteristics of the vessels in the activation area

in response to forepaw stimulation at di�erent stimulus durations with two-photon

microscopy. We obtained statistically signi�cant results which give more insight into

the understanding of hemodynamic response to functional activity. The relatively high

standard deviations of the results may be due to both the problems encountered during

animal preparation and the di�culty in keeping the animal under normal physiological

conditions, or just the normal variance of the physiological system.

The di�erence in the peak response percentage in two caliber groups (diameters

smaller and larger than 40 µm) can have more than one explanation. One of the expla-

nations relies on the fact that smaller vessels are located closer to the activation area

considering the anatomical localization of the vessels, and closer the vessels to the acti-

vation area, larger the response considering the functional imaging data. Experimental

evidence con�rming this is given by Hillman et al. They have shown that closer to the

activation area, the total hemoglobin change, which is assumed to represent total blood

volume, is higher [147]. A second explanation is that the di�erence may be due to an

intrinsic property of the vessel. The reactivity of the vascular diameter (in %/kPa) has

been shown to increase going from larger to smaller baseline diameters [148]. Thirdly,

according to a recent work on rats with in vivo microangiography, perforating arteries

distend more e�ciently than pial arteries: they dilate more when exposed to hypoten-

sion [149]. They give an anatomical explanation to this phenomenon: the pial arteries

have two to three layers of smooth muscle, while penetrating arteries have only one to

two layers so they are more elastic. Moreover it is shown in the same work that, smaller

vessels, both cortical and perforating, dilate percent-wise signi�cantly more than their

larger counterparts.
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Both our experimental results and modeling results show that the percent change

in peak response is increasing up to 4 seconds of stimulus duration, while it remains

unchanged for longer stimulus durations. The explanation from our model is that the

neurogenically produced vasodilator, NO, reaches a steady state value a couple of sec-

onds after the stimulus onset due to the balance of its production with its consumption

and di�usion.

The �rst peak or the overshoot in dilation we observed in our experimental work

also appears in our modeling results. Our model provides a novel explanation for an

initial CBF overshoot during the �rst 10 s of a stimulus as observed by Krüger et al.

(1999) arising from CO2. If the model is given a habituating action potential as an

input, the undershoot is enhanced. During the initial few seconds of the stimulus,

the CBF response is dominated by the NO e�ect. This increase in CBF washes out

CO2, the vessels constrict slightly because of the reduced pCO2, and thus CBF reduces

slightly from the increased vascular resistance. Interestingly, closer inspection of our

results for the longer duration stimulus (Figure 5.2C) shows a subsequent increase

in CBF after reaching a minimum at 20 s, consistent with our experimental work or

previous works from Hoge et al. and Krüger et al. [136, 150]. This secondary increase

in CBF, according to our model, arises from oxygen consumption continuing to increase

during the stimulus, producing more CO2 (see Figure 5.4), dilating the vessels, and

increasing CBF.

Our results show that there is a signi�cant di�erence in time to peak values in

two caliber groups, smaller diameter group having shorter time to peak values. This

di�erence may be due to at least two di�erent phenomena. The �rst one being the

fact that smaller arterioles and capillaries are more elastic compared to their larger

counterparts as previously mentioned [149]. The latter explanation is the retrograde

dilation hypothesis, which can be brie�y described as the fact that upon a local func-

tional activity, dilation starts at the terminal arterioles and ascends into the proximal

arterioles and feeding arteries upstream. This will result in a delay in dilation of the

upstream arterioles which will show itself as a di�erence in time to peak values of the

two vessel groups. However, in order to be able to claim a retrograde dilation from a
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di�erence in time to peak values, one should also be able to show the same di�erence

in the onset times of the two groups. Our results also show a di�erence in onset times

of the groups, larger groups having a delay in response. Our results, thus, is in favor

of the retrograde dilation hypothesis. A work by Chen et al on super�cial cortical

regions shows a longer delay in response between super�cial and deep regions [9]. The

di�erence may be due to the usage of two di�erent imaging modalities in two works

or with the fact that the vessels they measured in super�cial regions are further away

from the activation regions compared to our work.

Our modeling results, in conformity with our experimental results, show that

the time to peak value �rst increases and reaches a steady state value with increasing

stimulus duration. According to our modeling results this is directly related to the

production and consumption of the neurogenically produced vasodilator NO. The lower

values observed imply that the maximum NO concentration has not been achieved yet.

The widths of the dilation of the positive response are not signi�cantly di�erent

between the smaller and larger diameter groups. However, the mean of the width of the

undershoot is signi�cantly longer for smaller diameter vessels for all stimulus durations.

The di�erence maybe explained by the fact that the vasoconstrictive mechanism lasts

longer in the activation area since the vessels nearby dilate more.

There is a signi�cant di�erence in the widths of the positive dilation among

di�erent stimulus durations. The width increases with increasing stimulus duration.

The width of the positive response is expected to be directly proportional to the du-

ration of the stimulus, since the vasodilatory agents are being produced throughout

the stimulus. Our modeling results are in good agreement with our experimental re-

sults. The width of the maximum, according to our model, is determined mostly by

the neurogenic mediators rather than metabolic ones. This implies that the width of

the dilation is determined solely by the duration of the neuronal activity.

We observed a post-stimulus undershoot both experimentally and by modeling

approach. Although there is no direct evidence for a hypocapnic vasoconstrictive e�ect
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of CO2 washout during brain activation in the literature, our model provides a novel

explanation for the features of CBF response observed in the literature. Our modeling

approach provides a new explanation for this undershoot: the increase in CBF during

the stimulus has washed-out more CO2 than is being produced by the increased oxygen

consumption. This reduces tissue pCO2 such that when the NO vasodilation returns to

baseline post-stimulus, the reduced pCO2 results in vasoconstriction and an undershoot

in CBF.

The post-stimulus undershoot percentage is signi�cantly higher for the smaller

diameter group. This is either due to the more elastic structure of the smaller vessels

or due to the locally regulated constriction mechanisms which are more e�ective in the

activation area or both.

No signi�cant di�erence in the post-stimulus undershoot percentage is observed

with changing stimulus duration in our experiments. Our model results based on

slow CMRO2 kinetics, on the other hand, shows �rst a peak and then a decrease

in undershoot with increasing stimulus duration. The forced model which has faster

CMRO2 kinetics, in contrary, is in a closer agreement with our experimental results.

The resultant post-stimulus behavior is determined by the co-e�ect of the production

of a vasodilatory substance, in our model CO2, and the wash-out of this agent by the

cerebral blood �ow increases. In the fast CMRO2 kinetics scenario, the CO2 production

decreases faster so the peak seen in slow kinetics does not appear any more.

Falling time is calculated to measure possible di�erences in the recovery of the

response with changing conditions, since it discards the duration of the stimulus. The

falling time that we obtained is shorter than a work by Chen et al. [9]. The di�erence

can be explained by the fact that we measure directly the dilation in arterioles and

capillaries, while they measure CBV which may have a delay in recovery. The falling

time is signi�cantly longer for the larger diameter group for only 4 s stimulus. This

may be explained by the local control of post-stimulus behaviors, which a�ects �rst

the small vessels located at the center of the activation area. On the other hand,

the falling time decreases signi�cantly at longer stimulus durations for both caliber
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size groups. Our modeling results are in conformity with the decrease with increasing

stimulus duration. While the falling time obtained for up to 10 seconds are similar,

the value is much lower for the experimental case.

The width of the post-stimulus undershoot is signi�cantly longer for the smaller

vessel group. A possible explanation for this is that vasoconstrictive mechanism lasts

longer in the activation area, since the vessels nearby dilates more.

There is a signi�cant di�erence in the widths of the post-stimulus undershoot

among di�erent stimulus durations. Both our modeling and experimental results show

that the width of the undershoot �rst increases, and then reaches steady state when the

stimulus duration is increased up to 20 seconds. This may be caused by the washing-

out of an already existing vasoactive metabolite in the medium, in the case of our

model: CO2. The width reaches a steady-state value at the time maximum washing

out is obtained by the coming blood �ow.

We compared the post-stimulus BOLD signal we obtained by our model with

experimental data from literature. We tried di�erent CMRO2 onset kinetics in our

model to see the possible changes in our results. The BOLD percentage increase was

lower for the fast kinetics than for the slow kinetics, and in better agreement with

literature. However, the increasing kinetics for CMRO2 did not have much of an e�ect

on the CBF onset, and CBF post-stimulus transients.
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10. CONCLUSION AND FUTURE WORK

In this work, we tried to provide new insights to various aspects of neurovas-

cular coupling hypotheses with the help of mathematical modeling and experiments.

While our modeling approach targeted to resolve the relative e�ects of neurogenic

and metabolic factors on neurovascular coupling mechanism, our experimental design

revealed whether the dilation was controlled locally or remotely. Our experimental

�ndings revealed many other important features of the hemodynamic response. The

comparison of the modeling and experimental results on post-stimulus dilation char-

acteristics, and the comparison of the modeling results with the post-stimulus BOLD

kinetics from literature gave more insight to the unresolved problem of CMRO2 kinet-

ics.

Our modeling results support the dominant vasodilatory role of NO, and indi-

cates a modulatory role of CO2 on the shape of the response, in particular the initial

overshoot and the post-stimulus undershoot. The wash-out of CO2 by the increased

CBF levels results in a vasoconstrictive e�ect throughout the stimulus and in the period

following it.

We observed an initial CBF overshoot during the �rst 10 seconds of the stimulus

arising from CO2 dynamics, and a second subsequent increase in CBF arising from

oxygen consumption continuing to increase during the stimulus, producing more CO2,

so being less vasoconstrictive.

The results of the model with slow CMRO2 onset and recovery kinetics for

short duration stimulus (20 s) lead to a post-stimulus undershoot in CBF while we see

only a very brief and small undershoot for the long duration (100 s) stimulus which is

subsequently followed by a slow positive CBF recovery. The post-stimulus undershoot

dynamics of short and long duration stimulus, however, are similar when the model

is forced to have fast CMRO2 onset and recovery kinetics. Our experimental results
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also show no signi�cant di�erence in the percent post-stimulus undershoot change with

changing stimulus duration in accordance with our results with fast CMRO2 kinetics.

We should add that the CO2 wash-out results in a similar vasoconstrictive e�ect in

both slow and fast CMRO2 kinetics.

A positive BOLD response is obtained throughout the stimulus when the e�ect

of only NO and both NO and CO2 are considered. Inhibiting the e�ect of NO, on the

other hand, results in a negative BOLD response resulting from an insu�cient oxygen

supply to the activation area. Moreover, our model results support the combined roles

of a �ow undershoot and a sustained post-stimulus increase in CMRO2 in producing

a BOLD undershoot, with the former dominating for short-stimuli and the latter for

longer duration stimuli. Trials of slow and fast CMRO2 kinetics in our model indicate

a lower BOLD % increase for the fast kinetics than for the slow kinetics.

Our experiments provided signi�cant results in the dilation characteristics of the

vessels in the activation area in response to forepaw stimulation at di�erent stimulus

durations. The results we obtained for the percent peak response change, time to peak

and percent post-stimulus undershoot change show a clear grouping of the diameters,

which led us to further consolidate our data into two groups: diameters smaller and

larger than 40 µm.

Our major �ndings related to the stimulus duration dependency of the calculated

parameters are: 1) there is no signi�cant di�erence in peak response amplitude or in

peak response percent change or in post-stimulus undershoot amplitude with changing

stimulus durations, 2) time to peak values is shorter for 4 second stimulus compared to

10 and 20 second durations and it is almost constant for the stimulus durations longer

than 4 second, 3) a signi�cant di�erence in the width of the dilation is found among

di�erent stimulus durations, width being longer for longer stimulus durations 4) falling

time signi�cantly decreases at longer stimulus durations, 5) width of the undershoot

increases with increasing stimulus duration, di�erence being signi�cant for the smaller

diameter group, and marginally signi�cant for the larger diameter group. Our modeling

results are in conformity with these experimental results and have the potential to
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explain why these transients change as explained here with stimulus duration.

The main �ndings related to the baseline vessel diameter dependency of the

calculated parameters are: 1) peak response amplitude is signi�cantly higher for the

larger vessel group 2) mean of the percent peak response for each stimulus duration

is higher for the smaller diameter group, the variance being signi�cant only for the 4

second stimulus and marginally signi�cant for the 10 second stimulus, 3) larger vessels

have around 1 second delay in time to peak values 4) small diameter group's increase

is around 1.5 %, while larger diameter group's increase is only 0.5 % in the �rst 1.18

s of the stimulus onset 5) at 0.8 from stimulus onset, vessels larger than 50 µm do

not start dilating at all 6) our �ndings in 3, 4, 5 mentioned above support retrograde

dilation hypothesis, 7) there is no signi�cant di�erence between the smaller and larger

diameter groups in terms of the width of the dilation, 8) no signi�cant di�erence is

observed in post-stimulus undershoot amplitude with caliber size, 9) smaller diameter

group has signi�cantly higher percent post-stimulus undershoot, 10) falling time is

signi�cantly longer for the larger diameter group for 4 s stimulus and the variance

is not signi�cant for the 10 and 20 second stimulus durations, and 11) mean of the

width of the undershoot is longer for smaller diameter vessels, the di�erence being

insigni�cant.

Possible future works include the modi�cation of the model so that it includes

two vessels groups whose characteristics are de�ned by the results of the experimental

work herein, and to extrapolate this model from a single neurovascular unit to a large

scale which represents the whole brain. This approach is expected to be correlated

with fMRI BOLD signal properly. The existing model can also be employed to see

the hemodynamic response changes with changing stimulus frequency, which is the

input to the model. It could be also interesting to extrapolate the model to see the

metabolic pro�le in whole brain structure to see the e�ect of di�erent CMRO2 kinet-

ics and compare it with CMRO2 estimated by fMRI BOLD signal and PET studies.

As of modeling improvements, other signi�cant vasodilators and membrane channels

those are active during neuronal activity, and the energy requirements related to post-

synaptic potentials can also be added to the model.
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A.1 Peer-reviewed Journal Papers

Yücel, M. A., A. Devor, A. Ak�n and D. A. Boas (2009). "The possible role of

CO2 in producing a post-stimulus CBF and BOLD undershoot." Frontiers in Neuroen-

ergetics, 1(7).

A.2 Conferences

Devor, A., S. Sakadzic, M. A. Yücel, I. C. Teng, K. A. Kasischke and D. A. Boas,

"In vivo functional NADH imaging with single-cell resolution" Poster presentation in

Society for Neuroscience, Chicago, IL, Oct, 2009.

Yücel, M. A., A. Devor, A. Ak�n and D. A. Boas, "A neurovascular coupling

model investigating the relative contributions of metabolism-driven and synapse-driven

vasodilation" Poster presentation in Society for Neuroscience, Washington DC, Nov,

2008.

Mesquita, R. C. , M. A. Yücel, A. Ak�n, A. Devor, T.J. Huppert and D.A. Boas,

"Investigating neurovascular coupling in rat brain with optical imaging and physiolog-

ical modeling" Poster presentation in Optics and Photonics Congress, St. Petersburg,

FL, March, 2008.

Yücel, M. A., A. Ak�n and T. Demiralp. "NO and CO2 in NVC." Poster Pre-

sentation in VI. Ulusal Sinirbilimleri Kongresi, Karabük, Turkey, April 2007.
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