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ABSTRACT

EVALUATION OF A FUZZY LOGIC BASED COMPUTER
AIDED DIAGNOSIS SYSTEM FOR CHEST X-RAY
NODULE DETECTION AND CHARACTERIZATION

Computer aided systems has a crucial importance on lung nodule studies, since

lung cancer is the leading cause of cancer related death for both men and women

worldwide. Accurate characterization of lung nodules as malignant or benign may be

di�cult. CAD can assist radiologists in improving the accuracy of classi�cation. The

computer-assisted characterization of lung nodules involves several steps including seg-

mentation, feature extraction and classi�cation. In this study, we aim to optimize each

step in order to improve the overall accuracy through on classi�cation accuracy. The

main objective of this study is to improve the characterization of detected nodules

on chest x-rays by performance comparison of algorithms and optimum selection of

classi�er parameters. In this study, 154 posteroanterior chest x-ray images included in

JSRT Database were used as test materials. The database consists of 100 malignant

and 54 benign nodules. Our system involves pre-processing, detection, segmentation,

feature extraction and classi�cation steps. The aim of the pre-processing was to im-

prove the quality of the images by contrast enhancement and noise reduction. We have

determined 14 features (morphological features, statistical features and textural fea-

tures) from each segmented nodule to make the classi�cation more e�cient. Initially in

this work we have used k-nearest neighbor classi�er and fuzzy classi�er to classify the

nodules as malignant or benign. We have tested the algorithm for di�erent parameter

values. According to our initial results, the optimal accuracy for k-NN classi�cation is

68.8% and for the fuzzy classi�cation it is 61.3%. The initial results reveal that this

methodology has the potential to assist radiologists as a second opinion tool in the

classi�cation of benign and malignant lung nodules.

Keywords: CAD,Chest X-ray, Lung Nodule Characterization, Fuzzy Classi�cation.
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ÖZET

AKC��ER GRAF�S�NDE NODÜLLER�N
BEL�RLENMES�NDE ve SINIFLANDIRILMASINDA

BULANIK MANTI�A DAYALI B�LG�SAYAR DESTEKL�
TANI S�STEM�N�N DE�ERLEND�R�LMES�

Akci§er kanseri, dünyada hem kad�nlar hem de erkekler için kanser ölüm-

lerinin ba³�nda geldi§i için akci§er kanserleri üzerindeki bilgisayar destekli çal�³malar

büyük bir öneme sahiptir. Akci§er nodüllerinin kanserli ve kansersiz olarak kesin

ayr�m�n� yapmak zor olabilmektedir. Bilgisayar destekli tan� sistemleri bu ayr�m�

yapmak konusunda radyologlara yard�mc� olmaktad�r. Akci§er nodüllerinin bilgisa-

yar destekli ay�r�m�; bölme, özellik belirleme ve s�n��and�rma gibi çe³itli a³amalardan

olu³maktad�r. Bu çal�³mada, her bir a³amay� optimize ederek s�n��and�rma do§u-

lu§unu geli³tirmeyi amaçlamaktay�z.Bu çal�³man�n temel amac�, algoritmalar�n perfor-

mans k�yaslamas�n� yaparak ve en uygun s�n��and�rma parametrelerini seçerek, x-ray

görüntüleri üzerinde belirlenmi³ nodüllerinin tan�mlama oran�n� artt�rmakt�r. Bu çal�³-

mada, JSRT veri taban�nda bulunan 154 tane önden çekilmi³ x-ray gö§üs görüntüsü

test materyali olarak kullan�lm�³t�r. Veritaban� 100 tane kanserli ve 54 tane kanser-

siz nodül içermektedir. Bizim sistemimiz; ön i³lem, belirme, ay�rma, özellik belirleme

ve s�n��and�rma a³amalar�ndan olu³maktad�r. Ön i³lemin amac� kontrast iyile³tirme

ve gürültü azatl�m� uygulanarak, görüntülerin kalitesini artt�rmakt�r. S�n��and�rmay�

daha verimli hale getirmek için ayr�lm�³ nodüllerden 14 tane özellik (biçimsel özellikler,

istatistiksel özellikler ve dokusal özellikler) belirledik. Bu çal�³mada nodülleri kanserli

ve kansersiz olarak ay�rmak için öncelikle, en yak�n kom³uluk yöntemi ve bulan�k man-

t�k yöntemi kullan�lm�³t�r. Sistemi farkl� parametre de§erleri için test ettik. Elde

etti§imiz ilk sonuçlara göre, optimum do§ruluk de§eri en yak�n kom³uluk yöntemine

göre %68.8 ve bulan�k mant�k yöntemine göre %61.3'tür. Elde etti§imiz ilk sonuçlar

bu yöntemin radyologlar�n akci§er nodüllerini kanserli ve kansersiz olarak ay�rmas�nda

ikinci bir �kir sunma amac�yla kullan�labilece§ini göstermi³tir.

Anahtar Sözcükler:CAD, X-ray, Akci§er Nodül Nitelendirme, Bulan�k S�n��and�rma.
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1. INTRODUCTION

Lung cancer is one of the most common cancers in the world. Majority of cancer

deaths are from lung cancer [1]. Medical imaging has a crucial impact on the early

detection of cancer. In case of lung cancer, imaging technologies such as computed

tomography (CT), magnetic resonance imaging (MRI), positron emission tomography

(PET) and X-ray chest radiography [2] are available to assist radiologist. Although

imaging tools such as CT and MRI are more precise and more sensitive, chest radiog-

raphy remains the most common radiological procedure for the primary detection and

diagnosis of lung nodules and makes up at least one-third of all radiological exami-

nations [3]. Chest radiography is still the initial procedure, mainly because of its low

cost, simplicity, and low radiation dose [2]. Detection and characterization of lesions

at an early stage in chest radiographs is a complicated task for radiologists [4] due to

the di�culties on the interpretation of images.

The development of computational systems to assist the radiologists in the inter-

pretation of images, nodule detection and determination of their characteristics would

ease these di�culties. Therefore, research on computer-aided diagnosis (CAD) of lung

cancer in chest radiography became a popular area [5]. Typical computer-aided diag-

nosis system for lung cancer consists of several steps including pre-processing, nodule

detection, nodule segmentation, feature extraction and classi�cation.

The objective of this work is to develop a computer-aided diagnosis system

to help the radiologists in the characterization of lung nodules. Our study involves

comparing two di�erent classi�cation methods namely k-NN Classi�cation and Fuzzy

Rule Based Classi�cation methods.

This introduction chapter aims to give information about the problem and solv-

ing approaches. In section 1.1 the statistical data on lung cancer in the world is given.

The problems and usage of chest X-ray images is presented in section 1.2. Then, a
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brief overview of computer aided diagnosis system in lung cancer studies are given in

section 1.3. The earlier studies about CAD systems on lung cancer are explained in

section 1.4. Finally, the overview of this thesis is in section 1.5.

1.1 Lung Cancer Statistics

Normally, cells have a controlled division and reproduction rate in order to

provide a normal growth and repair the tissues. Cancer occurs when the cells start to

multiply at an uncontrollable rate. Then the abnormal tissue masses develop which are

called tumors. They can either be cancerous (malignant) or non-cancerous (benign)

[6].

Lung cancer is one of the most common cancers in the world. In 2012, there

were nearly 1.8 million new cases contributing 12.9% of the total. Among all types of

cancer, lung cancer is the primary cause of death from cancer worldwide. There were

approximately 1.59 million lung cancer-related deaths in the world in 2012, accounting

for about 19.4% of the total [1].

Diagnosis of lung cancer at an early stage can improve the e�ectiveness of the

treatment and it can increase the 5-yaer survival rate of the patients from an average

of 16% up to 54% [7].Thus, improving the methods of diagnosing lung cancer in its

early stages has a crucial importance.

1.2 Chest Radiography

A signi�cant discovery which revolutionized the �eld of diagnostic medicine

was the discovery of X-rays in 1895 by Wilhelm Conrad Röntgen [8]. X-rays are

high energy radiation with waves shorter than those of visible light. Images obtained

using low dose X-rays help diagnose disease. Film interpretations play an important
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role on diagnostic evolutions. However, interpreting the chest radiographs for lung

nodule detection is di�cult even for experienced radiologists. Some of the factors

that make the chest radiographs challenging to interpret are poor contrast, the wide

scale of nodule sizes, the �uctuating intensities of nodules on radiographs (noise) and

superimposed anatomical structures overlapping with regions of interest. According to

studies, up to 30% of nodules in chest radiographs were missed by radiologists, even if

the nodules were visible in retrospect. The reasons for that misdetection may be due to

the di�erences in decision criteria, lack of clinical data limited time, lack of experience

and anatomic noise on chest radiographs [9].

There is a normal PA (Posteroanterior) chest radiograph shown in Figure 1.1.

The brightness at radiographs indicates absorbed radiation. Due to the fact that

tissues absorb X-rays at di�erent extents, the brightness on radiographs varies. A

great amount of the lung area consists of air; therefore, they show up black in the

image. Bony structures appear white and the other structures such as vessels, soft

tissues and water appears at di�erent levels of gray. As shown in Figure 1.1 several

structures such as blood vessels, rib crossings or gases can seem similar to lung nodules

because their representation is not unique. For instance, blood vessels appear as round

objects on chest radiographs when they are at the same direction of the X-rays. Due to

this, distinguishing the round objects from lung nodules becomes di�cult. Moreover,

another problem reducing the detection accuracy is that the chest radiographs may

have poor contrast because of the noise in the image. The anatomic noise and quantum

noise have a great in�uence on the image contrast. Anatomic noise occurs due to the

projection of anatomic structures such as large blood vessels, ribs and lung tissue. The

reason for the quantum noise, created by the imaging device, is the limited number of

x-ray quanta [10]. There is another noise that arises from the imaging device called

radiographic noise or image noise which takes place because of scattered radiation

especially when a high kVp is used to get the image of a thick and large body part

[11]. Moreover, because of the large area of the lungs, the contribution of scattered

radiation to the images is increased.
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Figure 1.1 Example of a Posteroanterior chest radiograph

1.3 Computer Aided Diagnosis (CAD) Systems

After the invention of digital computer systems at the end of 1940s, research has

been focused on the performance of computerized systems in tasks that had been per-

formed by human previously. The advantages of these systems were the better e�ects

in time, error rate and costs. In the case of lung nodule detection on chest radiographs

early studies reported in the 1960s and 1970s, assumed that computers would replace

radiologists in the diagnostic procedure [12]. However, the serious studies appear in the

1980s with the perspective of computer-aided diagnosis instead of automated computer

diagnosis [12, 13]. These studies were not successful because access to digital images

were hard, the advanced image-processing techniques were not existing and computers

were not powerful enough [14]. In spite of the poor results, the �rst attempts had

indicated that the computerized systems were aid the radiologists in terms of diagnosis

accuracy [12, 15].
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The main aspect of the computerized systems is to improve the performance

of detection and diagnosis accuracy of cancer. The diagnostic type of CAD scheme is

used for di�erential diagnosis of nodules based on classi�cation between malignant and

benign nodules. The most common studies have been done on the chest, breast and

colon images [13]. The CAD systems that is developed to detect the breast cancer on

mammograms is successfully used in clinical studies [14]. In terms of chest radiography

the CAD systems have an important impact on the success of the image interpretation.

Therefore, chest radiographs has become a popular area of research in medical imaging

and diagnostic radiology.

There are �ve basic steps in the computer aided diagnosis schemes for diagnosis

of lesions in chest radiographs. The �owchart for these systems is shown in Figure

1.2. The process starts with the detection of the lung nodules. The system contains

the characterization of the detected nodules in terms of their malignancy. Firstly, the

detected nodule areas are segmented and the features extracted from the segmented

nodules. Then, according to the extracted features the nodules are classi�ed as malig-

nant or benign. Each of the steps explained in the further chapter in detail.

Figure 1.2 The �ow chart of a typical CAD system
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1.4 Literature Review

The task after segmenting a lung nodule on the chest radiographs is characteriz-

ing the lung nodules as malignant or benign. This process is challenging for radiologists.

There are several studies on computerized systems which aim to provide a higher clas-

si�cation rate as a second decision. These methods are based on the analysis of features

obtained from segmented nodule areas.

A group of researchers from The University of Chicago [16] presented a CAD

scheme to compare the performance of radiologists and the developed system in deter-

mining the malignancy of nodules. The methods which are used to measure the ma-

lignancy are linear discriminant analysis (LDA) and arti�cial neural networks (ANN).

The results of the study showed that the performance of the radiologists in the distinc-

tion between benign and malignant nodules was improved signi�cantly by use of the

computer output.

Patil et al. [17] proposed a study that aims to help the radiologists to identify

the nodules in the early stage. In this method, texture feature estimation algorithms

are applied to 147 chest x-ray images which consisted of small-cell (SC), non-small-

cell (NSC) type and tuberculosis (TB) images. The features obtained from images

by using image processing and analyzing methods were applied to an Arti�cial Neural

Network (ANN) based classi�cation system to classify the lung cancers into malignant

and benign. As a result, the highest accuracy rate of the system is 83%.

Gindi et al. [18] reported a study where they have compared a Support Vector

Machine (SVM)-based classi�er with Euclidean distance classi�er in case of curvelet

texture extraction. The data set is contained 247 chest x-ray images from JSRT

database. The result of this study demonstrates that the SVM approach yielded a

better performance when compared to the Euclidean distance classi�er. The correct

classi�cation rate for Euclidean distance classi�er was 97% while the rate is 98.46% for

SVM.
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Suzuki et al. [19] presented a computer-aided diagnostic (CAD) scheme for

distinction between benign and malignant nodules in low-dose helical computed to-

mography scans by use of a massive training arti�cial neural network (MTANN). The

database contained 6 primary lung cancers in 73 patients and 413 benign nodules in

342 patients. The system correctly identi�es 100% (76/76) of malignant nodules as

malignant, while 48% (200/413) of benign nodules are identi�ed correctly as benign.

Several studies have been conducted to compare the classi�cation performance

of the developed computerized schemes and radiologists. Some of the methods used for

this purpose are multivariate logistic regression, Bayesian analysis and arti�cial neural

networks [20].

Aoyama et al. [21] proposed a computerized method to assist radiologists for

distinction between benign and malignant solitary pulmonary nodules on chest images.

In the study, 55 chest radiographs are used. The location of a nodule is indicated �rst by

a radiologist. The nodule is segmented automatically by contour lines of the gray-level

distribution based on the polar-coordinate representation. Two clinical parameters,

namely age and sex, and 75 image features are used to di�erentiate the benign and

malignant nodule areas. The method used to assess the nodules on chest radiographs

is arti�cial neural networks (ANNs). The performance of the proposed system and the

manual system is compared in terms of the area under the ROC curves. According to

the results, the performance of the proposed system is more e�cient than the manual

system.

The goal of the study presented by Shiraishi et al. [20] was to evaluate the

performance of the radiologists in classifying lung nodules on chest radiographs with

and without the use of CAD system. In addition to clinical features, computerized

analysis of morphological features has been used for characterization. To determine

the malignancy of the nodules linear discriminant analysis was applied. The results of

the study indicated that the stand alone performance of the system was better than

the performance of the radiologists. As a result, the study shows that the system has

the potential to improve the classi�cation accuracy of radiologists.
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Recently, fuzzy logic based classi�cation methods have been used for classi�ca-

tion purpose.

Kaya et al. [22] developed a rule based fuzzy inference method to predict the

malignancy of the lung nodules from computed tomography images. The dataset pro-

vided by Lung Image Database Consortium was used. The results are evaluated over

classi�cation accuracy performance and compared with single classi�er methods. Ac-

cording to the results of the study, the classi�cation accuracy of the fuzzy method

reaches to 0.8328, while the accuracy of the k Nearest Neighbor method is 0.7959.

A computer aided diagnosis system has been reported by a research group from

Kingston University and University of the Lausanne [23]. In this study, Fuzzy logic

based classi�cation have been used to classify the lung nodules. The aim of the study

is to compare the performances of training algorithms. Mamdani Type and Sugeno

Type fuzzy inference systems have been compared and evaluated in order to classify

lung nodules. The results of the study show that the accuracy of the Mamandi type

fuzzy inference system is 0.67212.

1.5 Organization of This Thesis

In this thesis, a semi-automatic computer aided diagnosis system has been de-

veloped in order to characterize the lung nodules which are obtained from the chest

radiographs. The �rst chapter is the introduction. The second chapter is the materials

& methods where the components of the developed system are explained in detail. In

this part of the thesis the process starting with the pre-processing of the images is ex-

plained. At the end of the chapter the evaluation of the classi�cation methods is given

in terms of accuracy. The information about the database is also given in chapter 2.

In the third chapter, the results of the classi�cation process is given and discussed by

comparing with the results of the other studies. The �nal chapter is the conclusion and

future work. In this chapter, the study is summarized and the future work is presented.
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2. MATERIALS & METHODS

The overall scheme of our presented semi-automatic computer aided diagnosis

system, shown in Figure 2.1, consists of �ve major steps: (1) Pre-processing of row chest

radiographs, (2) Lung nodule detection based on template matching, (3) Lung nodule

segmentation with the use of active contours, (4) Feature extraction from segmented

nodule areas, (5) Classi�cation of nodules based on extracted features by using Fuzzy

rule based classi�er and k nearest neighbor classi�er. Each of the classi�cation methods

is evaluated in terms of their accuracy.

The nodule detection and nodule segmentation steps work semi-automatically.

That means, if the automatic methods fail, the process is performed by the user, most

probably by the radiologists.

This chapter provides a detailed description of the developed CAD system: the

techniques and the results obtained from each stage. The chapter starts with the

description of the database used in our system and then continues with the process of

the CAD system respectively as given in Figure 2.1. Lastly, we discuss the classi�cation

methods.
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Figure 2.1 Processing �ow of the developed CAD system

2.1 Database

The database which has been used in this study acquired by the Japanese Society

of Radiological Technology (JSRT) and described in [24]. There is a text �le given

with the database which includes information about the nodules and patients such as

nodule size (mm), age, sex, �nal diagnosis, degree of subtlety, anatomic location of

the nodule, x and y coordinates of the center of the nodule in a digital image, and

nodule classi�cation as malignant or benign. The images were digitized with a 0.175

mm pixel size, a matrix size of 2048 by 2048, and 4096 gray levels corresponding to

a 0.0-3.5 optical density range. There are 247 postero-anterior chest radiographs in

the database, 154 with lung nodules (100 malignant and 54 benign) and 93 without

a nodule. Out of 154 lung nodules, 31 nodules size between 0-10mm, 52 nodules size
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between 11-15mm, 36 nodules are between 16-20mm, 14 nodules size between 21-25

mm, 17 nodules size between 26-30mm and, �nally, 4 nodules size between 31-60 mm.

The average size of the nodules is 17.3 mm. The images with nodules were classi�ed

by three chest radiologists according to the degree of subtlety of the lung nodules.

The groups are as the following: level 1, extremely subtle; level 2, very subtle; level

3, subtle; level 4, relatively obvious; and level 5, obvious. At level 1, detecting the

nodules is extremely di�cult due to low contrast, small size or the nodule overlapped

with a normal structure. When it comes to level 5, the detection is relatively easy. 25

images with nodules were categorized as level 1, 29 images as level 2, 50 images as level

3, 38 images as level 4, and 12 images as level 5.

2.2 Pre-Processing

The aim of the pre-processing step in the system is to improve the quality of

the images in order to increase the success of the other process. The pre-processing

techniques deal with enhancing contrast, removing noise and correct the e�ects of

patient motion on images. This step is very crucial because the images contain a lot

of irrelevant information.

Contrast enhancement is an important aspect for image visuality. Contrast

is determined by the di�erence in the brightness of a region with the background

brightness. Human visual system is sensitive to contrast [25]. Therefore, improving

the contrast of the images has a crucial importance especially in medical imaging. The

reasons for low contrast in x-ray images are poor illumination, lack of dynamic range

in the imaging sensor and wrong settings of a lens aperture during image acquisition

[26]. Some of the commonly used methods for contrast enhancement are histogram

equalization and contrast stretching. The goal of the contrast stretching technique is

to increase the dynamic range of the gray levels. In our study, we have used histogram

equalization in order to improve the contrast of the images.

X-ray images commonly include Gaussian noise and salt and pepper noise. This
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type of noise, which arises due to the decoding errors in picture transmission systems,

can appear as white and black points on the image [25]. In order to remove this noise

low pass �ltering is used [27]. We have used median �lter to remove the irrelevant noise

on the chest radiographs.

The raw chest radiographs in the database have resolutions of 2048x2048 pixels

with a grayscale of 12 bits. In this study, the matrix size was reduced to 512x512 by

sub-sampling of the original image data by a factor of 4 for a faster computational

process. However, the grayscale remains as the same because the resolution is a crucial

property for image processing. The higher resolution provides the more detailed images.

2.2.1 Contrast Enhancement by Histogram Equalization

The histogram of an image determines the frequency distribution of image gray

levels. For 12 bit pixels, the brightness range changes from zero (white) to 4095 (black).

The intensity levels in between them are the gray shades for an image. To have equal

number of pixels in all the gray levels is an indication of a visually perfect image.

The histogram equalization method provides to improve the image quality by equally

distributing pixel intensity throughout the available gray scale [28]. The equation for

histogram equalization is given below.

k =
j∑

i=0

Ni

T
∗ Imax (2.1)

where k is the new intensity value of the corresponding brightness level j in the

original image, Ni is the number of pixels with brightness values i, Imax is the maximum

pixel intensity value, and T is the total number of pixels in the image.

The original chest image and its histogram is shown in Figure 2.2 and Figure 2.3

respectively. Figure 2.4 and Figure 2.5 show the image after equalizing the histogram

and its histogram. Histogram equalization improves the relative contrast of the image.
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Figure 2.2 The original image
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Figure 2.3 Histogram of the original image

Figure 2.4 Histogram equalized image
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Figure 2.5 Histogram of the image after histogram equalization
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2.2.2 Noise Reduction by Median Filter

After improving the contrast of the original chest radiograph, we have applied

median �lter in order to remove the salt and pepper noise on the images. The principle

of the median �ltering is to remove the pixel value (gray level value) of a target pixel

with the median value of its neighborhood as shown in Figure 2.6. The original value

of the pixel is also included while �nding the median value. Median is the middle value

of a rank ordered set. An example in order to �nd the median value of a 3x3 matrix is

given in Figure 2.6. In this study, we have used a �lter in 5x5 neighborhood. In this

case, the median value is the 13th largest value.

Figure 2.6 The principle of median �lter

There are several advantages of median �lters over the linear smoothing �lters.

For instance, they provide less blurring while removing the noise signi�cantly. More-

over, the edges and large changes in image intensity are not a�ected in terms of gray

level intensity which has a crucial importance during the segmentation process on chest

radiographs [29].

The image after applying 5x5 median �lter is shown in Figure 2.7.
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Figure 2.7 The �ltered image

2.3 Lung Nodule Detection

The detection of lung nodules on chest radiographs is the most studied problem

in computer analysis, for the early detection has a crucial importance in increasing

the patient's chance of survival. However, it is di�cult to distinguish nodules from

overlapping structures on the lung area such as vessels, ribs and heart. Therefore,

detection methods for lung nodules are usually applied after preprocessing.

The techniques which have been reported for nodule detection are: multiple

gray-level thresholding, mathematical morphology, genetic algorithm template match-

ing of Gaussian spheres, clustering, connected component analysis, thresholding, de-

tection of circles, gray-level distance transform and �lters enhancing structures [30].
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In this study, we have developed a scheme based on template matching tech-

niques in order to detect the pulmonary nodules automatically in chest radiographs.

In addition to the automatic detection process, a manual detection option has been

added to the system in order to determine the lesions when the automatic system has

failed.

In this section, the detection methods which we have used were explained in

detail.

2.3.1 Template Matching for Lung Nodule Detection

Template matching is a process that is used to �nd a speci�c object from the

image by matching a model image. This model image is a sub-image which contains the

shape of the target object. Similar template matching techniques for nodule detection

have been used previously by Lee et al. in [31] and by Li. Et al. in [32].

The nodules in the chest x-ray images used in this study are all less than 30 mm,

with the exception of four nodules that were between 31mm and 60mm. In general,

nodules in the lung area tend to have circular shapes [31]. Therefore, to recognize these

nodules, we used four circular templates with Gaussian distribution, shown in Figure

2.8. The diameters of the models are 10, 20, 30 and 40 pixels (one pixel 0.7 mm),

respectively. Using these four models, we expect to detect nodules having diameters of

approximately 5-30 mm.

Figure 2.8 Template for lung nodules
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The nodular models were determined by the following equation [31]:

Pxy = me−(x2+y2)/n (2.2)

where Pxy is the pixel intensity of the x, y coordinate, m is the maximum value of

the distribution and n is the variance of the distribution. These values were determined

experimentally in order to maximize the detection rate.

A conventional template matching was applied to detect the nodules on the

chest X-ray images. The degree of matching between the image and the template is

described by normalized cross-correlation coe�cient as given in Eq.2.3 [25].

max e =

∑
(Ix+i,y+j − Īi,j)(Tx,y − T̄ )√∑
(Ix+i,y+j − Īi,j)2(Tx,y − T̄ )2

(2.3)

where Ī is the mean of the pixels Ix+i,y+j for points within the image (i.e.

x, y ∈ W ) and T̄ is the mean of the pixels of the template.

The result of the equation varies from 0 to 1 which gives the matching degree.

The cross-correlation coe�cient value gets close to 1 where the template best matches

with the object on the chest radiograph. The result depends on the shape of the

intensity value distribution in both the original image and the template image.

As a result, the maximum correlation values between the nodular models and

the chest images were selected from the given formula. According to these values a

detection threshold was determined. If the correlation value exceeds the given threshold

then the matched area is taken as a suspected nodule area. The x, y coordinates of

the center of the matched area was obtained and labeled as shown in Figure 2.9. Since

the nodule areas do not have a perfectly circular shape, a nodule segmentation process

was applied to specify the borders of the nodules after detection process. Therefore,

the suspected nodule areas were enclosed by a circle where the radius of the circle was

determined according to the size of the template image in order to cover the whole
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nodule area as shown in Figure 2.10.

Figure 2.9 Suspected nodule areas
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Figure 2.10 Labeled nodule area
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2.4 Lung Nodule Segmentation

Segmentation is a process used in order to divide the images into multiple mean-

ingful parts which are more speci�c and easier to analyze. The nodule segmentation

part has a crucial importance on computational applications. During this procedure

the boundaries of the lung nodules are improved, because the features can be extracted

for further stages from the delineated nodule area such as malignancy classi�cation.

The accurate segmentation of the nodule areas improves the quality of the extracted

features and, as a consequence, the success of the classi�cation task.

According to the review study which has been done by El-Baz et al. [33] the

reported lung nodule segmentation methods are (1) thresholding, (2) mathematical

morphology, (3) region growing, (4) deformable model, (5) dynamic programming, (6)

spherical/ellipsoidal model �tting, (7) probabilistic classi�cation, (8) discriminative

classi�cation, (9) mean shift, (10) graph-cuts, and (11) watersheds.

We have built a semi-automatic method for lung nodule segmentation. The

initial attempt is to determine the nodule border automatically. Then, if the automatic

system do not work properly, the radiologists segment the nodules manually from a

screen that contains four version of the same chest x-ray image which are: the original

image, the image after pre-processing, a pseudo-colored image and the image after

applying fuzzy minimization.

We have developed a two-stage method to segment the nodule automatically.

The �rst stage of the process contains procedures in order to improve the nodule border

to ease the segmentation. The second stage is to delineate the nodule areas by using

active contours which is a part of dynamic programming method according to the

mentioned review study.

In this section, the automatic and manual segmentation processes are explained

in detail.
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2.4.1 Automatic Nodule Segmentation Process

In this study, the automatic nodule segmentation process consists of two main

steps. The aim of the �rst step is to improve the borders of the nodules in order to

increase the correctly segmented nodule rate. The second part is to delineate the area

with active contours.

We have used an image from the database as a reference image in order to

determine the characteristics of the process. Firstly, we have applied the histogram

normalization according to the minimum and maximum gray level values of the ref-

erence image in order to obtain the same interval for all of the images. Secondly, we

have set the window/level of the reference image to optimize the best value where the

lesion distinguished from the background as clear as possible. Then, we have applied

the fuzzy minimization algorithm which eliminates the irrelevant background. After

fuzzy minimization, the active contour has been used. Finally, the intensity of the area

out o� the segmented nodule area set to zero. The �nal segmented nodule area has

been used for feature extraction process.

Histogram normalization is a technique where the intensity interval of the images

is changed to stretch the gray level. The minimum intensity value of our reference image

is 191 while the maximum value is 3167. We have set the intensity range to 191-3167

for all of the chest radiographs in the database due to get normalized images. The

equation for histogram normalization is given below.

Nx,y =
Nmax −Nmin

Omax −Omin

(Ox,y −Omin) +Nmin (2.4)

where, Omin and Omax are the minimum and maximum gray level values of the

original image and Nminand Nmax are the values of the reference image.

After histogram normalization, we have changed the window/level of the ref-

erence image. Here, the goal is to obtain the maximum detectability of the nodule



24

area by eliminating the background structures which is, in our case, the irrelevant lung

areas such as ribs.

The windowing makes it possible to enhance the contrast of the image in a

speci�c area of the intensity range. For instance, a higher contrast can be achieved in

the darker areas or in the brighter areas of the chest images. The window and level of

the reference image are 2046 and 4094 respectively as shown in Figure 2.13. We have

changed the values to 1024 and 3011 in order to increase the visibility of the lesion as

shown in Figure 2.13.

Figure 2.11 The original image



25

Figure 2.12 Image after setting window/level

Figure 2.13 Window/level values of the original image and the image after process
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The main purpose of the fuzzy minimization process is the image enhancement

by reducing the amount of the fuzziness of the image. The algorithm follows mainly

three steps which are (1) Gray-level fuzzi�cation, (2) Membership modi�cation and (3)

To determine the new gray-levels by defuzzi�cation [34, 35].

The image after fuzzy minimization is shown in Figure 2.14 and the inversion

applied image is shown in Figure 2.15. The di�erence between the two images is only

the opposite gray level which means that the pixel values of the black and white regions

are replaced. They do not have a di�erence in terms of the contrast or other properties.

Figure 2.14 Image after fuzzy minimization



27

Figure 2.15 Inverted image
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To delineate the lung nodule boundary active contours, also called as snakes,

have been used. It is one of the most common techniques used for automatic seg-

mentation purposes. The aim of this method is to describe a target area by enclosing

it, which is the perimeter of the nodule in our study. To start the process an initial

contour is positioned outside of the nodule. Then, the contour is minimized until it

matches the target perimeter.

The method is proceeded as an energy minimization based on the Eq.2.5 where

Eint is the internal energy of the contour, Eimage is the energy of the image , Econ

constrained energy of the image which are functions of the points that creates a snake

v(s) (x and y coordinates of the snake).

Esnake =
∫ 1

s=0
Eint(v(s)) + Eimage(v(s)) + Econ(v(s))ds (2.5)

where Eint conducts the order of the snake points, Eimage and Econ provide low-

level and detailed information respectively to control the approach of the snake to the

target contour. The acquired snake contour has a lower energy and higher match with

the nodule boundary [25].

The initial contour has been determined according to the template area after

template matching process. It can be stated manually by the user. The initial boundary

and the minimized boundary which enclose the nodule area on the image after applying

fuzzy minimization algorithm is shown in Figure 2.16.

After determining the nodule boundary, the nodule area have been extracted

by setting the outer area to zero which is equal to a black background. Then, this

segmented nodule area have been used to extract features to use in characterization of

the lung nodules. The segmented nodule area is shown in Figure 2.17.
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Figure 2.16 Active contour

Figure 2.17 Segmented nodule area
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2.4.2 Manual Nodule Segmentation Process

The manual lung nodule segmentation procedure is used to delineate the lung

borders by the user when the automatic process failed. We have developed an interface

in order to increase the success of the segmentation. The system involves four di�erent

versions of the chest radiographs, which are the original image, the pre-processed image,

the image after fuzzy minimization process and the colored image. The novelty of this

divided screen is to give the opportunity to compare the nodule borders from a di�erent

view.

The raw chest x-ray images can contain noise and low contrast particularly when

there are overlapped structures. Therefore, we have added three di�erent processed

images of the original image. As mentioned before in pre-processing part, the pre-

processed image was obtained from the raw image after contrast enhancement and

noise reduction. Thus, the nodule area is expected to be more detectible after this

process. The fuzzy minimization provides a simpler image than the original one by

removing the fuzziness of the image. Thus, the border of the nodules can be seen

more clearly. However, some nodules such as the nodules close to the lung borders can

become invisible after fuzzy minimization. Lastly, we have added pseudo color to the

chest images in order to o�er a visibly di�erent image to the human vision. We have

used MATLAB to colorize the grayscale image. The principle of this algorithm is to

add color according to gray level of the pixel.

The images used for the manual segmentation process is shown in Figure 2.18

where the nodule area is labeled.

Some parts of the lung nodule boundary can be more visible at di�erent images.

Thus, we have added simultaneous zoom and bordering properties to the system due

to allow the users to compare the four images at the same time. Our aim is to make

the segmentation process easier and more e�ective for users. This interface is shown

in Figure 2.19.
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Figure 2.18 The images used for manual segmentation
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Figure 2.19 Manual segmentation interface
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The multiple image delineation process for manual nodule segmentation has

been discussed with Dr. H�d�r Kaygusuz from Dr. Abdurrahman Yurtaslan Ankara

Oncology Training and Research Hospital. Randomly chosen 30 images have been

evaluated. Firstly, the nodule areas were segmented from the raw chest radiographs

by the radiologist. As a result, 19 nodules were delineated properly; the segmentation

rate was 63.3%±17.2. Secondly, the segmentation for the same 30 images has been

performed by using the multiple screen. In this situation, the number of correctly seg-

mented nodules increased to 24 which is 80%±14.3 of all. As a result, the segmentation

rate has been increased at a rate of 16.7% with the help of the multiple delineation

option.

2.4.3 Results of Nodule Segmentation

The automatic segmentation process failed in some images. The main reasons

for this failure are the low visibility of some images, the nodules which lay under

the other structures of the chest such as the heart. Moreover, some nodules become

invisible after applying fuzzy minimization due to their positions near to the lung

borders. These nodule areas have been extracted semi-automatically or manually by

the users. The manually segmented nodules are mostly included in the level 1 according

to their degree of subtlety.

We have used 154 chest x-ray images which have 154 nodule areas in total. The

numbers of the nodules according to their segmentation process is shown in Table 2.1.

2.5 Feature Extraction

The features give information about the characteristics of the object which can

be de�ned as the measurable properties of an image. Therefore, feature extraction

is one of the most important parts of the CAD system which helps the system in
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Table 2.1

The number of segmented nodules according to the method.

Segmentation Process

Automatic Semi-automatic Manual

# segmented nodules 78 26 46

characterizing the nodules. The features obtained from the segmented nodule area

indicate information related to the lung nodule which enables the system to classify

the nodules as malignant or benign [36]. In this work, several features are calculated

from the segmented nodule areas by using MATLAB. They are mainly three features:

geometrical, statistical and textural. The features have been selected according to the

previous studies which have been done by Lingayat et al. in [37] and by Patil et al. in

[36].

2.5.1 Geometrical Features

Geometrical features are shape-based characteristics of the objects. The vari-

ation between the segmented nodule areas provides an e�ective classi�cation. The

geometrical features used in this study are area, perimeter, circularity (irregularity in-

dex), equivalent diameter, convex area and solidity are obtained from the binary image

which consists of ones and zeros as shown in Figure 2.20 and Figure 2.21.

Area

Area is the number of pixels in the image array. In the binary images, the

number of ones is counted to �nd the area of the nodules because in the binary image

the nodule area consists of ones and the outer area consists of zeros.

A = n[1] (2.6)



35

Figure 2.20 Segmented area of a malignant nodule

Figure 2.21 Segmented area of a benign nodule

Perimeter

Perimeter is the distance around the object. In MATLAB, this property of the

nodule area is calculated by counting the pixels around the boundary of the nodule.

Circularity

The circularity of the nodule indicates the growth of the nodule which is a crucial

parameter in specifying the malignant nodules [38]. The degree of irregularity around

the boundary of the nodule is de�ned by an index that is calculated as the following:

I =
4πArea

perimeter2
(2.7)
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The value of the index is equal to 1 if the object is circular. Otherwise, the value is less

than 1 [39]. It is assumed that the probability of the existence of a nodule increases in

direct proportion with the circularity [36].

Equivalent Diameter

Equivalent diameter is the value of the diameter of a circle which has the same

area as the object. The formula given for calculating equivalent diameter is:

Ediameter =

√
4Area

π
(2.8)

Convex Area

The value of the convex area is calculated by counting the pixels of convex image

which is the smallest polygon that contains the nodule region.

Solidity

The solidity is explained as the correlation between the convex area and the area

of an object. For very irregular surface, solidity comes near to 0 values. The formula

of solidity is given as the following:

Solidity =
Area

Convexarea
(2.9)

2.5.2 Textural Features

Texture is an important property of images which is capable of di�erentiating

textural images from non-textural images. Moreover, textural properties are more

e�ective in classi�cation when they are used with other attributes.

One of the methods to extract the textural features is to obtain the features
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from gray-level co-occurrence matrix statistically. GLCM counts the co-occurrence of

pixels with gray values at a given distance and direction [40]. To determine the texture

of an image with a single o�set is di�cult. Thus, we speci�ed o�set values at 0◦ [0 1],

45◦ [-1 1], 90◦ [-1 0] and 135◦ [-1 -1] as shown in Figure 2.22.

Figure 2.22 GLCM with di�erent o�sets

The textural features calculated in this study are: contrast, correlation, energy

and homogeneity. The formulas related to these properties are given below. i and j

values in the equations stand for the coordinates of the pixel in the image.

Contrast

contrast =
∑

i,j
|i− j|2p(i, j) (2.10)

Correlation

correlation =
∑

i,j

(i− µi)(j − µj)p(i, j)
σiσj

(2.11)

Energy

energy =
∑

i,j
p(i, j)2 (2.12)

Homogeneity

homogeneity =
∑

i,j

p(i, j)

1 + |i− j|
(2.13)
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2.5.3 Statistical Features

A frequently used approach for describing a region is to quantify the statistical

properties. These properties are calculated as an indicator of the gray level of the

images.

The statistical features calculated in this study are: entropy, mean, variance and

standard deviation. The formulas related to these properties are given below. Where

i and j are the coordinates of the pixel in the image, M and N are the total number of

pixel in the row and column.

Entropy

Entropy measures the randomness of a gray-level distribution.

E = −
m∑
i

n∑
j

P [i, j] logP [i, j] (2.14)

Mean

µ =
1

N ×M

M∑
i=0

N∑
j=0

P (i, j) (2.15)

The mean value of the gray levels in the image is calculated by the formula given

below.

Variance

σ2 =
1

N ×M

M−1∑
i=0

N−1∑
j=0

(P (i, j)− µ)2 (2.16)

It is a statistical measure of spread or variability. The variance is large when

the gray levels of the image are spread out greatly.
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Standard Deviation

std =
√
σ2 (2.17)

We calculated 14 features from each of the segmented nodule areas. The values

of extracted features from the nodule areas are given in Table 2.2 for a benign and a

malignant nodule.

Table 2.2

Feature values for benign and malignant nodules.

Feature Benign Malignant

Area 92 65

Perimeter 38,38478 77,59798

Convex Area 99 321

Solidity 0,929293 0,825545

Equivalent Diameter 10,82303 18,36868

Circularity 0,784657 0,553038

Entropy 0,004534 0,011516

Mean 0,000351 0,001011

Standard Deviation 0,01873 0,031779

Variance 0,000351 0,00101

Contrast 0,005309 0,010393

Correlation 0,826197 0,868111

Energy 0,999109 0,997656

Homogeneity 0,999809 0,999617
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2.6 Classi�cation

The purpose of CAD for classi�cation and radiologic evaluation of nodules on

chest radiographs is to noninvasively di�erentiate benign from malignant lesions as

accurately as possible. Several studies have been reported related to lung nodule char-

acterization. Some of the methods used for this purpose are multivariate logistic re-

gression, Bayesian analysis, arti�cial neural networks [20], support vector machines and

fuzzy inference systems.

In this study, we have used two classi�cation methods separately which are k

Nearest Neighbor Classi�cation and Fuzzy Rule Based Classi�cation to compare their

performance. In this section, these methods are explained in detail.

2.6.1 K-Nearest Neighbor Classi�cation

The k nearest neighbor (k-NN) is one of the most commonly used classi�cation

methods because of its simplicity. The basic concept of the model is to predict the class

of the object on the classes of its k nearest neighbors. According to the majority of these

neighbors the class of the object is speci�ed [41]. To make a classi�cation, the optimal

number of the nearest samples (k value) is determined experimentally for un-supervised

learning. Moreover, for supervised learning it is learned during cross-validation [42].

The nearness indicates a distance metric which by default is the Euclidean distance.

Euclidian Distance (d) is de�ned as given below where s and k are any two images and

M is the number of features [25].

d =

√√√√ M∑
i=1

(si − ki)2 (2.18)

There is a simple instance shown in Figure 2.23. There are samples of two

classes namely, class A and class B, and an unknown sample which is wanted to be

classi�ed. The members of class A and class B represented by X and O, respectively.



41

According to this example, x1 and x2 are the features of samples. In this situation,

if the k value is 3, the nearest three neighbors are selected (those three with the least

distance) and as a result the sample belongs to class B. In contrast, when the k value

is 5, the sample belongs to class A.

Figure 2.23 Example of k-NN classi�cation

In the present study, the k-NN classi�er was trained and tested with a leave-

one out cross-validation test. LOOCV method consists of training a classi�er using

all samples except for one. Then, this left-out sample is used to test the system.

This process continues until all of the samples have been classi�ed. The percentage

of correctly classi�ed samples gives the LOOCV accuracy. LOOCV is commonly used

when the number of samples is limited [42].

Our data set consists of 154 images, 100 of them contain malignant and 54 of

them contain benign nodule areas. As explained in Feature Extraction section, we

measure 14 features from all of the nodule areas. We apply k-NN classi�cation method

to classify these 154 images as benign or malignant by using the measured features.
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In this study, we have used MATLAB to implement the k-NN classi�cation

method. To apply this method we have determined a training set, the group of the

each data in the training set, a sample data and the k value. Firstly, we have di-

vided the images in the data set into two classes namely class 1 and class 2 which

depicted malignant and benign nodules respectively. These labels constitute to the

group variable.

Moreover, we have developed an algorithm to apply leave-one-out cross valida-

tion method to determine the training data set and test data for classi�cation. The

aim of using this method is to use all of the samples as training data. According to this

algorithm each of the samples have been used as test data one by one and classi�ed as

malignant and benign. Lastly, we have speci�ed the characteristic of the classi�cation

method by setting an initial k value and determining the distance metric as Euclidian

distance.

To optimize the method we have tested the system with several k values. The

evaluation metric used in this study is classi�cation accuracy. Thus, we set several

k values to get the higher accuracy. The k values which are used to optimize the

procedure are 5, 15, 25, 30, 35, 40 and 60. The higher classi�cation accuracy (68.8%)

have been obtained when the k value have set to 30.

When we eliminate, the textural features (contrast, correlation, energy and ho-

mogeneity), the accuracy rate at every k value have remained as the same. Thus, we

have not used these features at classi�cation procedure to reduce the complexity of the

algorithm and the computational load which provides a faster classi�cation.

2.6.2 Fuzzy Rule Based Classi�cation

The computers work with strings 0 and 1 while the human knowledge is not

as precise as computer systems. The judgments of natural language are partially true

or false because of the lack of information and limitation in de�ning knowledge. To
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deal with this uncertainty, the fuzzy logic structures are developed which are closer to

human reasoning than the present day computers. One of the most common application

areas of fuzzy logic is data classi�cation. In this study, we have used the fuzzy logic

based classi�cation system to classify the lung nodules as malignant or benign.

In contrast to classical theory, in fuzzy logic based classi�cation the object can

be partially in a class. The classical systems have only two membership degrees either

1 or 0 which means that the object is entirely a member of the class or not. On

the other hand, in fuzzy classi�cation, the membership values vary between 0 and 1,

one constitutes to the object that belongs to the class, while zero is the opposite and

other values between them gives the membership degree of being in the class. Fuzzy

set theory represents the linguistic perspective and rules which provides a model to

human knowledge.

The fuzzy inference systems are rule-based systems that make the decisions

dependent on the rules. The basic form of the rules is "IF X is A THEN Y is B" where

X and Y are fuzzy sets. The if-part of the rule "x is A" is called the antecedent while

the then-part of the rule "y is B" is called the consequent. The fuzzy rules are more

understandable and easier to change than the classical rules [43].

There are two important types of fuzzy inference methods: Mamdani's fuzzy

inference method and Sugeno method. We have used the Mamdani's method for this

study. Mamdani's method is the most commonly used method and it has widespread

acceptance. Moreover, other advantages of this method are: being intuitive and suit-

able to human decisions [49]. A Mamdani type fuzzy inference system mainly consists

of four parts: fuzzi�er, knowledge base, decision making unit and defuzzi�er [44]. A

standard model for this type of fuzzy system is shown in Figure 2.24.
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Figure 2.24 Block diagram of the Fuzzy inference System

The system contains both the antecedent and consequent parts of the rules.

Therefore the form of the IF-THEN rules is as follows:

IF A1 is X1 and/ or ...and/ or An is Xn THEN B is Y [43].

where Ai and B are input and output variables and Xi and Y are the linguistic

values.

The input values are crisp numbers that are converted to fuzzy sets by the

fuzzi�er. During this process the input values are compared with the membership

functions to determine the membership values, indicating the degree of belonging to

a linguistic set. The membership functions can have di�erent shapes such as triangle,

trapezoidal, Gaussian, Sigmoidal, S-shaped, Z-shaped membership functions.

Knowledge base and the decision-making unit are the main parts of the fuzzy in-

ference system. The knowledge base contains two parts, namely rule base and database.

A rule base consists of several "IF-THEN" rules while the database de�nes the mem-

bership functions and includes the fuzzy set. The decision-making unit applies the

reasoning operations on the appropriate fuzzy rules and input data. The fuzzy rea-

soning process involves the following operations: (1) determination of the matching

degree between the input data and the fuzzy sets, (2) Calculation of the �re strength
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and (3) acquisition of the outputs based on the calculated �re strength [45]. The de-

fuzzi�er converts the fuzzy set to a crisp number which is the �nal result [46]. The

commonly used defuzzi�cation methods are: centroid, center of sums, mean of maxima

and left-right maxima.

We have used the Fuzzy Logic Toolbox of the MATLAB 2009a in order to built

a Mamdani Type Fuzzy Inference System and to classify the nodules as malignant or

benign.

The dataset which we used includes 154 chest radiographs with benign and

malignant nodules. We divided the dataset randomly into two groups: training and

testing set. There are 110 nodules in the training data set which is 70% of all while

there are 44 nodules in the testing data set.

We build a Mamdani Type Fuzzy Inference System. The input nodes of the

system are the sets of the features: area, perimeter, circularity (irregularity index),

equivalent diameter, convex area, solidity, entropy, mean, standard deviation and vari-

ance extracted from the benign and malignant nodule regions as explained in Feature

Extraction section. Each of the features is represented by a set as follows:

A = a1, a2, ..., an (2.19)

P = p1, p2, ..., pn (2.20)

where A and P represents the area and the perimeter, respectively.

In the fuzzi�cation layer, two Gaussian membership functions are set up for each

of the inputs. The reasons of using Gaussian-distributed membership functions are the

limited number of data and the distribution of the Gaussian distributed features. The

Fuzzy Logic Toolbox of MATLAB needs two parameters for the valid membership

function de�nition: mean and standard deviation values. Therefore, the mean and
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standard deviation of each feature from each nodule type are calculated and taken as

the Gaussian parameters for the corresponding membership functions. The names of

the membership functions remain as the same: mf1 and mf2 for malignant and benign

structures respectively. Creation of the membership functions for the output variables

is done in the similar manner and the variables are named as malignant and benign.

The Gaussian membership function can be expressed as:

f(x) = e−
1
2
(x−µ
σ

)2 (2.21)

where µ represents the mean value and δ represents the Standard deviation of

the features[46].

After obtaining membership functions from the previous fuzzi�cation layer, the

rules are generated from each feature as follows:

Rule 1: IF (area is mf1) AND (perimeter is mf1) .....AND (variance is mf1)

THEN (nodule is malignant)

Rule 2: IF (area is mf2) AND (perimeter is mf2) .....AND (variance is mf2)

THEN (nodule is benign)

In our method, the fuzzy operator AND was chosen as minimum that means

the minimum value of the antecedents is taken:

A AND B = min A, B

where A and B are antecedents

The fuzzy reasoning operation was performed based on the max-min fuzzy in-

ference method. Firstly, a �ring strength for each output membership function is
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calculated. Then a max-min rule operation was applied in order to generate output

response values. At the �rst step of the process the min fuzzy operation is applied to

integrate the inputs for each output class. Then at the second step for aggregation the

maximum of all classes was combined.

For de�uzi�cation process the centroid de�uzi�cation technique is applied. Ac-

cording to this method, the center of gravity of the �nal fuzzy space is taken as the

result.

The developed fuzzy inference system for classi�cation is shown in Figure 2.25.

Figure 2.25 General view of lung nodule classi�cation Fuzzy Inference System
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Figure 2.26 Decision-making unit of the Fuzzy Inference System
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3. RESULTS & DISCUSSION

In this study, we have used two classi�cation methods namely k nearest neighbor

classi�cation and fuzzy classi�cation to characterize the lung nodules as malignant or

benign. We have evaluated the performance of these methods in terms of their accuracy.

Accuracy is the ratio of the correctly classi�ed nodules to the total number of nodules.

The accuracy is calculated as in Eq.3.1.

Accuracy = (TP + TN)/(TP + TN + FP + FN) ∗ 100% (3.1)

The con�dence interval for the accuracy values were determined for ±95%.

We have used 100 malignant and 54 benign nodules to evaluate the system we

proposed. 14 features from each nodule were determined as previously mentioned in

section 2.6. When we have eliminated the textural features which are contrast, corre-

lation, energy and homogeneity, the results, in terms accuracy remained as the same.

Thus, we used 10 features (area, perimeter, convex area, solidity, equivalent diame-

ter, circularity, entropy, mean, standard deviation and variance) for each classi�cation

method.

3.1 Results of k-NN Classi�cation

In k-NN classi�cation we used leave-one-out method while testing the system.

This method leads us to use all of the nodules to classify the one that we want to

classify. We have tested the k-NN classi�cation system for several k values to optimize

the accuracy. The results are shown in Table 3.1.

In this case, TP (true positive) represents the correctly classi�ed malignant

nodules, FP (false positive) represents the nodules labeled as malignant while they are
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Table 3.1

Results of k-NN classi�cation method.

k value TP FP TN FN Accuracy (%)

5 79 38 16 21 61.68

15 90 41 13 10 66.80

25 89 40 14 11 66.80

30 90 38 16 10 68.80

35 88 41 13 12 65.50

40 92 52 2 8 61.00

60 100 54 0 0 64.93

benign, TN (true negative) represents the correctly classi�ed benign nodules and FN

(false negative) represents the nodules labeled benign while they are actually malignant.

As shown in the Table 3.1 above, the higher accuracy was achieved when the

k value is 30. At that level the number of correctly classi�ed malignant nodules is 90

and the number of correctly classi�ed benign nodules is 16. Our initial results indicate

that the higher accuracy is 68.8%±7.3 for k-NN classi�cation, which means that 106

nodules out of 154 were classi�ed correctly.

3.2 Results of Fuzzy Classi�cation

We divided the data set as training set and testing set for fuzzy classi�cation.

The training set consists of randomly chosen 110 nodules that are approximately 70%

of all nodules, while there are 44 nodules in the training set.

The results of this system are shown in Table 3.2.
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Table 3.2

Results of Fuzzy Classi�cation Method.

Prediction

malignant benign

Actual malignant 15 11

benign 6 12

There are 27 correctly classi�ed nodules out of 44 nodules in the testing set.

Thus, the accuracy for fuzzy classi�cation is 61.3%±14.3.

3.3 Comparison of Classi�cation Techniques

The numbers of classi�ed nodules as true positive, true negative, false positive

and false negative according to the classi�cation methods is given in Table 3.3.

According to our initial results, we get a higher accuracy form the k-NN clas-

si�cation method than the fuzzy classi�cation method as shown in Table 3.4. The

con�dence interval for the accuracy values were determined for ±95%.

Table 3.3

Results of performance measures.

# classi�ed nodules fuzzy classi�er k-nearest neighbor classi�er

TP 15 90

TN 12 16

FP 11 38

FN 6 10
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Table 3.4

Results in terms of classi�cation accuracy.

Methods Accuracy (%)

k-NN Classi�cation 68.8 ±7.3

Fuzzy Classi�cation 61.3 ±14.3

3.4 Discussion

While the previous studies on lung nodule characterization reveal that the de-

veloped systems increase the performance of the radiologists, there are no commercially

available computerized systems for clinical usage. This is due to the liability concerns

for delaying a biopsy while it is necessary. Therefore, we have studied on this issue in

order to contribute to the progress. The studies which aim to di�erentiate the nodules

are more performed on CT images than chest x-ray images, because the characteriza-

tion of malignant lung nodules from benign lung nodules from chest radiographs is a

complicated task. However, chest radiography has an extensive usage in the �eld of

lung cancer imaging.

The most common types of classi�ers used are linear discriminant classi�ers

(LDC) and neural networks (NNs). We have used Fuzzy Rule Based classi�er and to

compare we applied a k-NN classi�er. According to our initial results, the accuracy

rate obtained from the k-NN classi�er is higher than the accuracy rate of the fuzzy

classi�er which is 68.8% ±7.3 and 61.3% ±14.3, respectively. However, most of the

previous studies where both of the classi�ers were used, indicated that the performance

of the fuzzy classi�ers is more e�cient than the k-NN classi�ers [47, 22]. Therefore, we

were expected a higher result from 68.8% for the fuzzy classi�cation method. When

we compare our study with other studies where the fuzzy inference systems were used

as classi�ers, we can say that the main reason for the lower accuracy can be the

number of rules. The performance of the system can be improved by increasing the

number of generated rules by experts. On the other hand, both of the classi�cation

methods have a high sensitivity rate. That means the methods successfully identify
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the malignant nodules. A solution to enhance the determination of the benign nodules

can be increasing the number of benign nodules in the database.

Based on literature research, it was observed that most of the studies have

the potential to improve the accuracy of the nodule detection and characterization

processes. When we compare our study with other studies where the classi�ers were

evaluated in terms of their accuracy, we can say that our study shows promising results.

The classi�cation accuracy of the study which is present by Kaya et al. in [22] is 79.5%.

Another study which is reported by Hosseini et al. in [23], reaches the rate 67.2% in

terms of classi�cation accuracy. In these studies fuzzy classi�ers were used in order

to di�erentiate the malignant and benign nodules. In our study, the classi�cation

accuracy is 68.8% according to our initial results.

The nodule segmentation process is the most important step for an accurate clas-

si�cation since the features of the nodules is determined according to the segmented

nodule areas. As mentioned before in section 2.4.2, for nodule segmentation the multi-

ple delineation option was evaluated with Dr. H�d�r Kaygusuz from Dr. Abdurrahman

Yurtaslan Ankara Oncology Training and Research Hospital. According to our initial

results the number of correctly segmented nodule rate was increased by 16.7%. The

results were found promising for segmentation process especially. The system was also

found bene�cial especially for teleradiology.
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4. CONCLUSION & FUTURE WORK

4.1 Summary of the Study

The primary objective of this study is to develop a semi-automatic computer

aided diagnosis system to classify the nodules as malignant or benign to help radiologist

diagnose the lung cancer and to prevent the unnecessary biopsies. In this study, we

developed a semi-automatic computer aided diagnosis system that mainly consists of

�ve steps: pre-processing, nodule detection, nodule segmentation, feature extraction

and nodule classi�cation. In pre-processing step, we aimed to improve the quality of the

image by enhancing the contrast of the image and by reducing the noise on the image.

This step worked successfully and increased the detection and segmentation rate of

the nodules. In the second step, we used template-matching techniques to detect the

nodules automatically. The rate of the detected nodules automatically with template

matching is 59.7%. This process did not work for all of the elements of the database. In

this situation, the detection of the nodules were done by the radiologists manually. The

third step is the segmentation. In this part �rstly, we matched the histograms of all

images according to a reference value which we obtained from an image experimentally

and set the window and level values. Secondly, to improve the boundaries of the nodule

areas fuzzy minimization was applied. After that, the nodules were segmented with

active contours. For our database the process worked for 78 images automatically.

We designed an alternative manual system in order to continue the process when the

automatic segmentation did not work. In this case, the radiologists segmented the

nodules manually from a screen which contains four version of the same chest x-ray

image. These four versions are: the original lung image, the image after contrast

enhancement and �ltering, a pseudo-colored image and the image after applying fuzzy

minimization. The manual segmentation rate was improved by using this divided

screen. The segmentation rate increased at a rate of 16.7%. From the segmented nodule

areas 14 features namely area, perimeter, convex area, solidity, equivalent diameter,

circularity, entropy, mean, standard deviation, variance,contrast, correlation, energy



55

and homogeneity were extracted to use as the inputs of classi�cation methods. Lastly,

two classi�cation techniques were used for characterization of tumors namely k-NN

classi�cation and fuzzy classi�cation. We evaluated these methods in terms of accuracy.

Our initial results indicate that the k-NN classi�er has a higher accuracy. To sum up,

the initial results obtained show that this methodology has the potential to assist

radiologists as a second opinion tool in the classi�cation of benign and malignant lung

nodules.

4.2 Future Work

The following items are suggestions for further studies on this system to improve

the system performance.

•The negative e�ects of bone shadows on nodule segmentation can be prevented

by applying bone subtraction techniques. This will also provide higher characterization

accuracy.

•Multiple image delineation step can be improved by adding the real time option

which allows the user to examine the images simultaneously. This issue was discussed

with a radiologist from Dr. Abdurrahman Yurtaslan Ankara Oncology Training and

Research Hospital. He �nds the idea bene�cial especially for PAC systems.

•A fully automatic CAD system can be developed by improving the detection

and segmentation parts of this system to obtain a faster process.

•Moreover, further development of this CAD system can be done by further

testing with larger sample sizes.

•The e�ects of the selected features on the classi�cation of nodules can be

analyzed in more detail.
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•Another improvement can be done on fuzzy classi�cation method by applying

more rules with the help of radiologists to increase the accuracy.

•The performance of the fuzzy classi�er can be tested with di�erent types of

fuzzy inference methods.
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