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ABSTRACT

EFFECT OF TUMOR DELINEATION STRATEGIES ON
ANN CLASSIFICATION ACCURACY IN LUNG CAD

Lung Cancer is a serious illness and patient survival rate depends on early and

accurate detection. CAD systems are commonly used for detection and characterization

of nodules. The type of tumor segmentation algorithm or radiologist segmentation

may a�ect the accuracy when characterizing lung nodules on chest x-ray images. In

order to segment and classify nodules better, preprocessing step is needed. Histogram

equalization, fuzzy minimization, bone subtraction, cropping can be some steps of

preprocessing.

In this study, the main object is to evaluate the accuracy of the characteriza-

tion of lung nodules on bone subtracted chest x-ray images by using di�erent types of

boundary segmentation algorithms and an arti�cial neural network based classi�cation

method. Another aim is to evaluate the contribution of CAD systems and accuracy

of radiologist segmentation on raw chest X-ray. The standard digital image database

with chest lung nodules (JSRT database) that was created by the Japanese Society of

Radiological Technology in cooperation with the Japanese Radiological Society (JRS)

is used. To subtract the bones a bone shadow elimination algorithm is used. Pre-

processing and look up tables are used if nodule is not clearly seen. Active contour,

spline active contour and radiologist based delineation methods are used. Arti�cial

neural network classi�cations are used and their accuracy is evaluated. At the end,

high speci�city and sensitivity ratios are obtained and di�erent segmentation tech-

niques are compared. As a result, results are satisfying and interesting. Future work

is possible to extend the study to other segmentation techniques and modalities.

Keywords: CAD, ANN, MATLAB, Lung Cancer, X-Ray.



v

ÖZET

AKC��ER KANSER� B�LG�SAYAR DESTEKL�
TE�H�S�NDE TÜMÖR Ç�Z�M STRATEJ�LER�N�N YAPAY
NÖRAL A� SINIFLANDIRMASI ÜZER�NDEK� ETK�S�

Akci§er kanseri ciddi bir hastal�kt�r ve hastalar�n hayatta kalma oran� erken

ve do§ru saptanmas�na ba§l�d�r. Bilgisayar te³his metotlar� tümörün saptanmas�nda

ve s�n��and�r�lmas�nda yayg�n olarak kullan�lmaktad�r. Tümör çizim algoritmalar�n�n

çe³idi veya radyolo§un çizimi gö§üs x-ray �lmlerinde bulunan akci§er tümörlerinin

s�n��and�r�lmas�na etki edebilir. Tümörleri daha iyi çizmek ve s�n��and�rmak için ön

i³leme gereklidir. Histogram e³itlemesi, bulan�k minimizasyonu, kemiklerin ç�kar�lmas�

ve tümör etraf�n�n kesilerek �lmden ç�kar�lmas� ön sürecin baz� i³lemleri aras�nda say�la-

bilir.

Bu çal�³mada temel amaç, kemikleri ç�kart�lm�³ gö§üs �lmleri üzerinde akci§er

tümörlerinin do§ru bir ³ekilde s�n��and�r�lmas�n� sa§lamak, de§i³ik tümör çizim al-

goritmalar� ve yapay nöral a§ s�n��and�r�lmalar� olu³turmak ve bu a§lar�n ba³ar�m�n�

ölçmektir. Ayn� zamanda da bilgisayar te³his metodunun katk�s�n� ve i³lenmemi³ �lmler

üzerinde yap�lan radyolog çizimlerine göre olu³an te³hisinin do§rulu§unu hesaplamak-

t�r. Çal�³mada JSRT(Japanese Society of Radiological Technology) taraf�ndan olu³-

turulmu³ tümör içeren standart dijital �lm verisi ve bu verinin kemikleri ç�kart�lm�³

halleri de çal�³mada kullan�lm�³t�r. Ön süreç ve pencere ayarlar� tümör tam olarak

görülmedi§inde kullan�lm�³t�r. Yapay nöral a§lar s�n��and�rma ve de§erlendirmede kul-

lan�lm�³t�r. Sonunda, yüksek duyarl�l�k ve özgünlük oranlar� elde edilmi³ ve de§i³ik

çizim tekniklerinin istatistiksel olarak farkl� olabilece§i bulunmu³tur. Özet olarak,

sonuçlar tatmin edici ve ilgi çekicidir. Çal�³ma gelecekte geni³letilebilir ve ba³ka çizim

algoritmalar� kullan�labilir.

Anahtar Sözcükler: Bilgisayarl� Te³his, Yapay Nöral A§, MATLAB, Akci§er Kanseri,

X-Ray.
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1. INTRODUCTION

1.1 Background and Motivation

In today's world, cancer has become one of the most common death reason in

the whole world. Currently, cancer is the second leading reason of death in the United

States. Moreover, cancer can surpass heart diseases as the leading cause of death in

the next few years. In the United States, estimated deaths for all cancers are 589,430

in 2015. With respect to statistics, lung cancer is the most occurred and most deadly

cancer type with the estimated number of death 158,040 in 2015. Cancer death rates

decline for the past 2 decades. Cancer death rate decreased 22% from 1991(when

most deaths occurred) up to now [2]. However, cancer, especially lung cancer, is still

a serious illness and it must be investigated. Early detection and treatment of lung

cancer are crucial for improvement of the patient survival rate. The patient survival

rate can be improved if the carcinoma is found and removed at this early stage. Thus,

early detection is the key factor to cure the lung cancer. Chest radiographs are the

most widely used imaging technique for detection and classi�cation of lung cancers.

However, studies show that radiologists could fail to detect pulmonary nodules in chest

x-ray images in up to 30% actually abnormal cases [3].

1.2 Computer Aided Diagnosis

Computer Aided Diagnosis (CAD) is one of the major research subjects in med-

ical imaging. CAD is a decision support system that helps radiologists to make their

�nal decisions. CAD is like a second opinion which takes into account equally the

roles of radiologist and computers. With CAD, the performance of computers are com-

plementary to radiologists, not comparable or better. Automated computer diagnosis

is based on computer algorithms only [4]. To assist radiologists in the diagnosis of

lung diseases, thus, computer-aided diagnosis (CAD) schemes can be developed for the
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detection of pulmonary nodules in digital chest X-Rays. The output from the CAD

scheme would be used to alert radiologists to potential nodule locations, and the �nal

diagnostic decision would then be made by the radiologists. A major obstacle in ob-

taining high performance for a computerized detection scheme is related to the problem

of how to reduce the false-positive detection rate. Biopsy costs are a main proportion

of total cost of diagnosing lung cancer today. Health sector needs to develop more

precise risk strati�cation tools to better identify patients who require referrals for lung

biopsy. This has the potential to reduce costs and improve patient outcomes. Biopsy

rates may decline if the classi�cation of the CAD diagnosis is better [5]. CAD scheme

contains many sub works to improve the schemes. The main objective of this thesis was

to implement the role of segmentation in the CAD schemes. To obtain the role of seg-

mentation, active contour and spline active contour methods were used. The detection

of the lung nodules can be found out by introducing Computer Aided Diagnosis (CAD)

scheme. But segmentation is a real problem to understand the nature of the tumour.

The aim is to develop a CAD scheme with improved sensitivity and speci�city to clas-

sify the lung nodules as benign or malignant by two methods namely active contour

segmentation, spline active contour segmentation and also we have manual radiologist

segmentation.

1.3 Bone Subtraction

In an X-Ray image, bones and clavicles are obstacles to detect or to segment

tumor areas. Eliminating bone shadows from chest radiographs can greatly improve

the accuracy of lesion detection and segmentation. To free images from rib and clavicle

shadows, they are �rst segmented using a dynamic programming approach. The seg-

mented shadows are eliminated in di�erence space. The cleaned images are processed

by a hybrid lesion detector based on gradient convergence, contrast and intensity statis-

tics. False �ndings are eliminated by a Support Vector Machine. Bone subtraction

method can eliminate approximately 80% of bone shadows (84% of the posterior part)

with an average segmentation error of 1 mm. With shadow removal the number of

false �ndings dropped from 2.94 to 1.23 at 63% of sensitivity for cancerous tumors.
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The output of the improved system showed much less dependence on bone shadows.

Bone shadow elimination can lead to great bene�ts for computer aided detection CAD

systems [6].

1.4 Arti�cal Neural Network Systems

Arti�cial neural network systems is commonly used in many areas. It is a

system that has common properties compared to neurons in brain. ANN systems have

many neurons to process. ANN systems have neurons and each neuron has di�erent

weight and also they are all connected by communication links. Weights are related to

solution of the network problem. There is no restriction about hidden layers. Moreover,

there is no rule to determine the neurons in the hidden layers. ANNs has an iterative

learning process and weights related to the input values are adjusted each time. ANN

systems have a great generalization capacity by using the given training data. This is a

great advantage for ANN systems to use various areas include medical diagnosis. ANN

systems have two di�erent steps namely training and testing. In our thesis, training and

testing are done simultaneously by using the MATLAB pattern recognition toolbox.

Feedforward backpropagation network type is used. Details can be checked by the

reference [1].
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Figure 1.1 A basic multilayer neural network [1]

1.5 Objectives

The main objective of this thesis was to study the role of segmentation in clas-

si�cation accuracy. To obtain the role of segmentation, active contour, spline active

contour methods and radiologist segmentation method was used. The detection of the

lung nodules can be obtained out by introducing CAD scheme. But segmentation is

a real problem to understand the nature of the tumor. The aim is to develop a CAD

scheme with improved sensitivity and speci�city to detect the lung nodules by two

methods namely active contour and spline active contour. Then, this thesis focuses

on the similarity indexes between these segmentation algorithms and the radiologist

segmentation.

1.6 Outline of The Thesis

Chapter 1 introduces the subject and gives outline of this thesis. In Chapter 2,

previous work are given. In Chapter 3, arti�cial neural network is discussed. Chapter 4

contains the whole methodology. In Chapter 5, segmentation and classi�cation results

are given. Future work and conclusion can be found in the Chapter 6.
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2. PREVIOUS WORK

CAD is one of the major research subjects in medical imaging and diagnostic ra-

diology. Computer-aided diagnosis has a part of clinical work of CAD that is a concept

based on the equal roles of physician and computer, and thus is distinctly di�erent from

automated computer diagnosis [7]. Previous work on CAD can be summed recently.

The feasibility and e�ciency of CAD were proved by Kobayashi et al. and MacMahon

et al. They proved that a CAD scheme could help radiologists in the detection of pul-

monary nodules. De Boo et al. [8] provided a detailed review of CAD schemes. They

showed that multiple studies could improve the detection performance of radiologists

especially less experienced ones. Giger et al.[9] built a di�erence-image technique to

reduce complexity of anatomic background structures. This helps to detect initial nod-

ule candidates. Lo et al. [10] used a similar technique to the di�erence-image to create

nodule-enhanced images. Then, images are processed by a feature extraction technique

based on edge detection, gray-level thresholding and sphere pro�le matching. They also

studied on a di�erence-image process, followed by feature extraction and classi�cation

processes. Yoshida et al [11] reported the wavelet transform to detect the subtle nodules

missed in the di�erence-image technique to initial nodule candidate detection. Vitti-

toe et al. [12] employed fractal texture characterization to raise the detection accuracy

for solitary pulmonary nodules. Recently, Carreira et al. [13] studied on detection of

nodule candidates with normalized cross-correlation images and classi�cation of the

candidates in curvature space. Then, Penedo et al. [14] improved the performance

by appliyng two-level Arti�cial Neural Network(ANN).Coppini et al. [15] provided a

biologically inspired ANNs with fuzzy coding to develop a CAD scheme. Shiraishi et

al. [16] incorporated a localized searching method based on anatomical classi�cation

and automated techniques. Schilham et al. [17] create a new initial nodule candidate

detection method by using multiscale techniques. The performance of a CAD scheme

improved by Campadelli et al. [18]. They introduce a new lung segmentation method.

Hardie et al. [19] incorporates a CAD scheme based on a weighted-multiscale conver-

gence index �lter for initial nodule candidate detection. The scheme also based on an
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adaptive distance-based threshold algorithm for candidate segmentation. Nodule de-

tection in chest x-rays is a great deal of work have to be done by researchers. However,

false positive rates are still high. False positives could confuse radiologists to decide

normal areas as suspicious. Moreover, radiologists can lose their con�dence CAD tools.

Matsumoto et al. [20] provided an observer performance study to investigate the e�ect

of false positives. They showed that if a CAD scheme had a high false-positive rate,

accuracy of radiologists in detecting pulmonary nodules was not improved with CAD,

although the scheme had a sensitivity of 80%. Scientists have developed many false

positive reduction methods. Yoshida and Keserci [21] applied an edge-guided wavelet

snake model to the extraction a weighted overlap between the snake and the multiscale

edges. Yoshida developed a CAD scheme based on local contralateral subtraction[22].

They aims to remove normal anatomic structures in chest x-rays based on the symme-

try between the left and right lung regions for false positive reduction. Suzuki et al.

proposed a multiple massive-training ANN to decrease the number of false positives in

a CAD scheme [23]. El-Baz, Ayman, et al. overviews the current state-of-the-art tech-

niques that have been developed to implement each of these CAD processing steps [4].

Htike, Zaw Zaw, et al. proposes a three-layered framework to perform automatic diag-

nosis of pulmonary nodules [24]. Meziane, Moulay, et al. demonstrates good detection

of moderately subtle lesions with a relatively low false positive rate [25].
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3. METHOD

3.1 Data Set

The standard digital image database with and without chest lung nodules (JSRT

database) was created by the Japanese Society of Radiological Technology (JSRT) in

cooperation with the Japanese Radiological Society (JRS) in 1998. Since then, the

JSRT database has been used many researchers for various research aims such as image

processing, computer-aided diagnosis (CAD), picture archiving and communication

system (PACS), and for training and testing.Citations for this database was 35 in

2006. After 10 years they decided to release the JSRT database with free of charge in

order to facilitate potential users around the world.

Descriptions of the JSRT database:

- Useful for ROC analysis (154 nodule and 93 non-nodule images)

- High resolution (2048 x 2048 matrix size, 0.175mm pixel size)

- Wide density range (12bit, 4096 gray scale)

- Universal image format (no header, big-endian raw data)

- Useful for diagnostic training and testing

- Patient age, gender diagnosis (malignant or benign), X and Y coordinates of nod-

ule, simple diagram of nodule location, degree of subtlety in visual detection of nodules.

However, clavicles and ribs are huge obstacle to segmentation. Eliminating bone shad-

ows from chest Radiographs can greatly improve the accuracy of automated lesion

detection. Bone shadow elimination can lead to great bene�ts for computer aided

detection CAD systems. Thus, bone suppressed images is used for semi-automated

systems. However, radiologists used raw version of the data [26].
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Figure 3.1 Some examples of raw JSRT data.
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3.2 Bone Subtraction

Bone subtraction or eliminating ribs and clavicles gives good results in another

study that is discussed in the Chapter 1.3. They used Active Shape Model to segment

and eliminate bones and to obtain soft tissue only. More information can be found at

the related reference. In this thesis, bone subtracted images is used for semi-automated

segmentations. Tumour areas can be seen well in these images. Bone subtraction is

the initial process of our CAD system.

3.3 Pre-processing

The mass segmentation method employed in this study starts with the initial

detection of a mass shape by the user. CAD systems have much to study and this

thesis focus on segmentations. Thus, all values that will be given in the next chapters

have the assumption of correct nodule �ndings. In order to see nodules clearly and

for the initiation, automated and semi-automated look up tables are used. Changing

window-level values provides more contrast. Also, histogram equalization and fuzzy

minimization is used in computer software if necessary. In some images cropping the

nodule is a good way to use histogram equalization and fuzzy minimization. This can

give better images to segment nodules. After that, initial polygonal ROI is given the

computer. This ROI is only a simple version not a complete segmentation. If the

nodule on the image is too complicated to give an initiation, radiologist segmentation

is a guide to give some initial contour. The �nal segmentation is given by computer

algorithms with using the software MIPAV.
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Figure 3.2 Some examples of bone suppressed JSRT data.
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Figure 3.3 Bone suppressed (left), histogram equalized (middle), fuzzy minimization (right)

3.4 Types of Segmentation

3.4.1 Active Contour Segmentation

The initial polygonal mass segmentation process is described in pre-processing.

Further re�nement was necessary before classi�cations of the nodules. An AC is a

deformable continuous curve, whose shape is controlled by internal forces and external

forces. The internal forces impose a smoothness constraint on the contour, and the

external forces push the contour toward salient image features, such as edges. To solve

a segmentation problem, an initial boundary is iteratively deformed so that the energy

due to internal and external forces is minimized along the contour. Further explanations

is discussed in the reference [27]. AC gives the segmentation of the nodule. Rest of the

non-nodule area is shaded to save for feature extraction. Examples can be seen on the

�gures.

3.4.2 Spline Active Contour Segmentation

The initial polygonal mass segmentation comes from preprocessing again. Fur-

ther re�nement procedure is applied in the same way to AC.Spline Active contour
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Figure 3.4 Some examples of nodule segmentations by AC

Figure 3.5 Some examples of nodule segmentations by SAC

method (SAC) is based on A parametric active contour method based on highly reduce

the computational cost. Further explanations is discussed here [28]. SAC gives also

the segmentation of the nodule.

3.4.3 Manuel Segmentation

Manuel segmentation is done by a radiologist. Radiologist uses raw images

without any processing. Radiologist segmentation (RS) results is also classi�ed by

ANN.
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Figure 3.6 Some examples of nodule segmentations by R

3.5 Feature Extraction

Region properties can be ordered as Area, MajorAxisLength, MinorAxisLength,

Eccentricity, Orientation, ConvexArea, FilledArea, EulerNumber, EquivDiameter, So-

lidity, Extent, and Perimeter. Results are saved in a structure for each image by using a

loop. Also, patient age and gender are the last two feature of the nodule. Features are

used from MATLAB. More information can be provided by the reference [29]. Finally,

matrix of the feature table is obtained.

3.6 Classi�cation

This step has done straightforwardly. It starts with nprstart toolbox in MAT-

LAB and pattern recognition is applied. The table from feature extraction is given as

input and nodule information from the JSRT data source is given as target. Neural

network tool uses 70% of the data for training,15% for validation and 15% for testing.

After training, the network is created and it is ready to show results. They will be

given in the Results Chapter.
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3.7 Evaluation

We can evaluate the CAD system basically in terms of sensitivity, accuracy, and

speci�city.

Sensitivity =
TP

TP + FN
(3.1)

Accuracy =
TP + TN

TP + TN + FP + FN
(3.2)

Specificity =
TN

TN + FP
(3.3)

TP: the number of true positives

FP: the number of false positives

FN: the number of false negatives

TN: the number of true negatives

For the comparison of the segmentations Area of Measure, Dice Similarity and Hauss-

dor� distance is used.
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4. RESULTS AND DISCUSSION

4.1 Arti�cial Neural Network Results

Arti�cial Neural Network results can be explained by confusion tables that con-

tains sensitivity and speci�city ratios.

4.1.1 AC Type 1

Non-specialist draws contours on the bone subtracted x-ray image. The image

is cropped around the tumour (approximately twice the diameter of the tumour).The

cropped image is subject to histogram equalization. Fuzzy minimization is used if

necesssary. Active Contour Algorithm used to segment the tumour using the Non-

specialist drawn contour as the initial region of interest.14 features are extracted.

ANN is used for classi�cation (14 input layer, 10 hidden layer, 70% of the data for

training,15% for validation and 15% for testing).

4.1.2 SAC Type 1

Non-specialist draws contours on the bone subtracted x-ray image. The image

is cropped around the tumour (approximately twice the diameter of the tumour).The

cropped image is subject to histogram equalization. Fuzzy minimization is used if

necessary. Spline Active Contour Algorithm used to segment the tumour using the

Non-specialist drawn contour as the initial region of interest.14 features are extracted.

ANN is used for classi�cation (14 input layer, 10 hidden layer, 70% of the data for

training,15% for validation and 15% for testing).
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Figure 4.1 testing table of AC Type 1 (1: malignant 2: benign)
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Figure 4.2 testing table of SAC Type 1 (1: malignant 2: benign)
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4.1.3 Radiologist Segmentation

Radiologist draws contours on original chest x-ray image. Contour is pasted on

the bone subtracted corresponding chest x-ray image.14 features are extracted. ANN is

used for classi�cation (14 input layer, 10 hidden layer, 70% of the data for training,15%

for validation and 15% for testing).

4.1.4 AC Type 2

Radiologist draws contours on original chest x-ray image. Contour is pasted on

the bone subtracted corresponding chest x-ray image. The image is cropped around

the tumor (approximately twice the diameter of the tumour). The cropped image is

subject to histogram equalization. Active Contour Algorithm used to segment the

tumour using the radiologist drawn contour as the initial region of interest.14 features

are extracted. ANN is used for classi�cation (14 input layer, 10 hidden layer, 70% of

the data for training,15% for validation and 15% for testing).

4.1.5 SAC Type 2

Radiologist draws contours on original chest x-ray image. Contour is pasted on

the bone subtracted corresponding chest x-ray image. The image is cropped around

the tumour (approximately twice the diameter of the tumour). The cropped image

is subject to histogram equalization. Active Contour Algorithm used to segment the

tumour using the radiologist drawn contour as the initial region of interest.14 features

are extracted. ANN is used for classi�cation (14 input layer, 10 hidden layer, 70% of

the data for training,15% for validation and 15% for testing).
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Figure 4.3 confusion table of RS classi�cation (1: malignant 2: benign)
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Figure 4.4 confusion table of AC Type 2 classi�cation (1: malignant 2: benign)



21

Figure 4.5 confusion table of SAC Type 2 classi�cation(1:malignant 2:benign)



22

4.2 Similarity Index Results

4.2.1 Area of Measure

Area of Measure (AOM) is the basic way of getting similarity ratios. It can be

calculated as follows:

AOM =
A \B

A [B
(4.1)

where A, B are the di�erent binary segmentations.

Mean and standart deviation for all comparisons are in the table.

Table 4.1

AOM Means and Standart Deviations

Mean Standart Deviation

AC-SAC 76,94% 11,94%

AC-R 68,13% 12,96%

SAC-R 76,63% 11,28%

4.2.2 Dice Similarity Index

Dice similarty index is common tool to calculate similarities.Formula is given as

follows:

DSI =
2 j A \B j

j A j + j B j
(4.2)

where A,B are the di�erent binary segmentations.

Mean and standart deviation for all comparisons are in the table.
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Table 4.2

DSI Means and Standart Deviations

Mean Standart Deviation

AC-SAC 86,07% 9,14%

AC-R 78,87% 10,49%

SAC-R 84,61% 8,55%

4.2.3 Haussdor� Distance

Hausdor� distance is a metric and it satis�es the identity and symmetry equal-

ities and the triangle inequality and it is nonnegative.More information can be found

on the reference [27].

Table 4.3

Haussdor�Means and Standart Deviations

Mean Standart Deviation

AC-SAC 2,49% 0,61%

AC-R 2,71% 0,65%

SAC-R 2,36% 0,56%
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4.2.4 Discussion

The mass boundaries obtained by the AC, SAC and R is compared with one

another in terms of the HD, the AOM, and DSI for the 100 masses that were segmented

by both radiologists. Tables shows the mean and standard deviation of these measures

computed using the three possible paired comparisons of the segmentations (AC-R, AC-

SAC, and SAC-R). Results are checked by a paired t-test. All tests, 95% con�dence

interval is used. In all similarity indexes gives the same result. Only AC-R and SAC-R

are not statistically di�erent. Thus, we can conclude that AC and R segmentations are

di�erent. With the results of training, we can conclude that AC segmentation gives us

a better segmentation compared to others.
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5. CONCLUSION AND FUTURE WORK

We conclude that two main types of results. Firstly, we get good speci�city

and sensitivity ratios in the classi�cation of AC segmentation. In evaluation part,

we get 83.3% sensitivity and 75% speci�city and 81.3% accuracy. In the whole data

of AC we get 86.5% accuracy. These results implies that AC segmentation can help

radiologist to classify nodules as malignant or benign. In SAC classi�cation, results

are not too satisfying compared to AC. However, SAC is still good R segmentation

classi�cation. Thus, radiologist should use CAD system to segment nodules. In this

way, biopsy rates can be avoided more. Moreover, early detection can be possible too.

Bone subtracted images, when used with local cropping, histogram equalization and

active contour segmentation result in a high tumour characterization accuracy. Clinical

validation is necessary as future work in order to assess the use of this method in lung

nodule management and prevention of unnecessary biopsies.

This study gives good results, nevertheless a better result can be possible by

contributing more study. We used only X-ray Images, but CT is a better way to detect

nodules since CT provides 3D images. In this study, 100 data is used for training. More

data can provide better results. To get more data, hospitals and universities should

work cooperatively. Another thing for future work can be using more features to train

ANN. Even anamnesis can be a part of neural network features.

Secondly, segmentation algorithms are compared by using three methods. Then

pairs are used to compare and we get that AC and R are statistically di�erent. Similar-

ity indexes are meaningful when we have a grand truth. However, comparing algorithms

can helps us with the training results. If we have more segmentation algorithms we can

use indexes to determine the best one. It can help merchandising of hospitals in the

future. To sum up, CAD is a huge area to study and researchers must provide a lot,

since cancer is a current health problem. This study area can save too many cancerous

or probable cancerous people.
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