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ABSTRACT

EEG DATA CLASSIFICATION USING MULTILINEAR
REGRESSION MODEL

Brain Computer Interfaces (BCI) are systems that facilitate people to use a

computer, to control an electromechanical or a neuroprosthetic device without using

their motor nervous system. It is possible to obtain an information about the brain

tissues with electrodes placed on the skull which record the electrical activity called

electroencephalogram (EEG) . The electrodes placed in di�erent regions capture the

activity in their neighborhood. BCI systems combining the electrical signals from these

electrodes use signal processing and machine learning algorithms to identify the motor

or the cognitive activity that is embedded in the brain signals so as to mobilize the

peripheral devices according to the information gathered. Emotion estimation is often

used in brain computer interface applications to improve and control the communi-

cation between man and machine. In recent years, emotion estimation studies based

on brain electrical activity, which is the most widespread method used for accurate

emotion analysis, have gained momentum. In this thesis study, multichannel EEG

data taken from normal subjects who encountered emotionally pleasant and unpleas-

ant pictures were classi�ed with a multilinear regression algorithm. The results were

compared with those of the Support Vector Machine (SVM) and proved to be better

in accuracy.

Keywords: Tensors, Multilinear Regression Model, Brain Computer Interface, Emo-

tion Detection.
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ÖZET

ÇOKLU DO�RUSAL REGRESYON MODEL�
KULLANARAK EEG VER�LER�N�N SINIFLANDIRMASI

Beyin Bilgisayar Arayüzleri (BCI), ki³ilerin, sinir sistemlerini kullanmaks�z�n,

elektromekanik veya nöroprostetik bir cihaz� bilgisayar yard�m�yla denetlemelerini sa§la-

yan sistemlerdir. Kafaderisi üzerine yerle³tirilen elektrotlardan elde edilen ve Elek-

troansefalogram (EEG) ad� verilen elektriksel kay�tlar sayesinde beyin dokular� hakk�nda

bilgi edinebilmek mümkündür. Farkl� bölgelere yerle³tirilen elektrotlar çevrelerindeki

elektriksel aktiviteyi yakalayabilmektedirler. BCI sistemleri, beyin sinyallerinin bar�nd�r-

d�§� motor veya bili³sel etkinlik bilgisini tan�mlay�p çevrede bulunan cihazlar� harekete

geçirebilmek için, bu elektrotlardan elde edilen elektriksel sinyalleri birle³tirerek, sinyal

i³leme ve yapay ö§renme algoritmalar� kullan�rlar. Duygu tahmini, genellikle beyin

bilgisayar arayüzü uygulamalar�nda insan ve makine aras�ndaki ileti³imi geli³tirmek

ve denetlemek için kullan�l�r. Do§ru duygu analizi için en yayg�n kullan�lan yöntem

olan beyin elektriksel aktivitesine dayal� duygu tahmini çal�³malar� son y�llarda ivme

kazanm�³t�r. Bu tez çal�³mas�nda, duygusal anlamda ho³ ve naho³ resimlerle kar³�la³an

normal deneklerden al�nan çok kanall� EEG verileri çoklu do§rusal regresyon algorit-

mas� ile s�n��and�r�lm�³t�r. Sonuçlar, Destek Vektörü Makinesi (SVM) sonuçlar� ile

kar³�la³t�r�larak do§rulukta daha iyi oldu§u kan�tlanm�³t�r.

Anahtar Sözcükler: Tensörler, Çoklu Do§rusal Regresyon Modeli, Beyin Bilgisayar

Arayüzü, Duygu Sezim.
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1. INTRODUCTION

To fully understand the inner workings of the human brain and to establish its

connections with neuropsychiatric and neurodegenerative diseases is one of the most

popular topics of recent scienti�c studies. Various neuroimaging technologies such

as anatomical Magnetic Resonance Imaging (MRI) , functional Magnetic Resonance

Imaging (fMRI), Electroencephalogram (EEG),Di�usion Tensor Imaging (DTI) and

Positron Emission Tomography (PET) are the mainstay of studies in the �eld of neu-

roscience.However, the high size of the medical imaging data and the complexity of the

data make it di�cult to accurately analyze the data.

It is possible to obtain an information about the brain tissues with electrodes

placed on the skull an electrical activity called EEG is recorded. The electrodes placed

in di�erent regions capture the activity in their neighborhood. BCI systems combining

the electrical signals from these electrodes use signal processing and machine learning

algorithms to identify the motor or the cognitive activity that is embedded in the brain

signals so as to mobilize the peripheral devices according to the information gathered.

These systems can be used for rehabilitation of people having medical problems such as

ALS or Tetraplegia who are unable to perform motor functions [2]. They can also pro-

vide hands-o� capability to control their environment in the context of entertainment

or neuro-feedback applications [3].

Tensor methods allow for classifying multidimensional images into di�erent clin-

ical outcomes using a regression based model incorporating the pertinent information

such as age, gender, treatment and other possible covariates or factors. This study

describes a classi�cation method based on a tensor regression algorithm using General

Linear Model (GLM) [4]. An approach to classi�cation of emotion from EEG signals is

described. Subjects are given visual stimuli from IAPS database library and EEG sig-

nals are recorded for analysis.The signals are subjected to wavelet decomposition and

divided into several frequency bands. Emotional states in various bands are classi�ed
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as having a positive or negative valence. The same classi�cation is compared using

Support Vector Machines (SVM), as well.

The organization of the thesis is as follows: In Chapter 2, the BCI systems,

its history and application �elds are explained. Chapter 3 gives general information

about emotion estimation, emotion analysis and emotion models. In Chapter 4, tensor

notation and operations that are used throughout the thesis are introduced. In Chapter

5 the tensor regression model which is used in this thesis is described and several

simulations are conducted. In Chapter 6, two tensorial data analysis results and their

comparison with those of the SVM are given. In Chapter 7, the results of the data

analysis are discussed and compared with those of similar studies. Finally, in Chapter

8, conclusion and future work are presented.
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2. BRAIN-COMPUTER-INTERFACE (BCI) SYSTEMS

A BCI is a communication system that enables people to interact with their

environment using control signals generated from their brain activity instead of their

peripheral nerves and muscles. This is done by measuring and interpreting the elec-

trical or hemodynamic activity of the brain using computer algorithms and generating

appropriate control signals. The idea of BCI was originally created in 1929 by Hans

Berger [5], who developed a device capable of measuring electrical brain activity known

as EEG.

A study of instrumental and operational conditioning by Eberhard E. Fetz at

the University of Seattle in 1969 showed that monkeys �rst learned to control the

displacement of a biofeedback arm with neuronal activity. It was found that monkeys

were able to learn single control as well as control of multiple neurons in the primary

motor cortex very quickly. Subsequently, these studies were also performed with rats.

It was found that the activity of newly isolated cells increased in both species [6].

In 1970, the US Defense Advanced Research Projects Agency (DARPA) launched a

program to explore brain communications using EEG [7]. In the 1980s, it was found

that multiple neuron groups in di�erent parts of the brain could send motor commands

together. In the 1990s, several groups of independent researchers were able to record

and analyze the motor signals of neuron groups. Thus, it was possible to have a

substantially better understanding of the electrical brain activity which led to the BCI

to develop in real sense [5]. Together with the Department of Neuroscience at Brown

University, Cyberkinetics Corporation launched its �rst publicly available BCI game

in 2003. In the 2000's, Wireless BCI ENOBIO was developed by a Spanish Company

called Starlab, �Silent Talk� BCI research was funded by DARPA and worldwide Annual

BCI competitions were organized by various organizations [7].
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2.1 Basic Prnciples of BCI Systems

BCI communication is made possible by measuring the brain electrical activity.

This interface can be invasive, non-invasive, or partially invasive depending on the

source from which it recieves the neural signals [8].

2.1.1 Invasive Systems

In the invasive method, the microelectrodes are implanted directly into the grey

matter into speci�c neuronal regions in the brain. Thus, electrical signals can be

captured in the brain and transferred to the computer. The invasive method is the

most accurate means, but always carries some risks and requires a painstaking surgical

procedure.

2.1.2 Partially-Invasive Systems

Partially invasive BCI devices are placed inside the skull but outside the brain

tissue. in this method, Electrocorticography, (ECOG) which measures the electrical

activity of the brain from the outer surface of the cortex.

2.1.3 Non-Invasive Systems

In non-invasive techniques, the EEG [9] functional near infrared spectrum (fNIRS)

activity are recorded from the scalp can be measured[10]. In some studies, fMRI is also

used [11] .Another non-invasive technique called Electromyogram (EMG) is also used

to record the electrical signal reaching the skeletal muscles from peripheral nerves [12].

EMG provides both high signal resolution and speci�city as it is directly based on the

activity of motor neurons. For example, for an electromechanical arm control, EMG

can pick up the signals directly from the nerves that control arm and palm movements
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in this way [13].

Among all the noninvasive methods, EEG is the most commonly used technique

in BCI. The electrical signal measured as the EEG passes through the tissues and the

skull as it reaches to the electrodes. This phenomena is called the volume conduction

e�ect. Therefore, its spatial resolution is poorer than that of fMRI or invasive methods.

However, the time resolution of EEG is high in the sense that it can capture the events

within the milisecond range [14]. When these systems are used, the subject performs

some mental task such as imagining to move an arm that leads to a change in the brain

activity, One of the most important objectives of the development of these systems

is to allow patients to control their environment who are restrained or completely

immobilized due to a neurological disorder, such as paralysis, or a neurodegenerative

problem such as ALS.

BCI systems are divided into three categories according to the way they record

signals from subjects [15]:

1. Active BCI: The brain signals are modi�ed consciously by the user. The purpose

of the movement, motor imageries and mental tasks are in this type of BCI

systems. [16].

2. Reactive BCI: The brain signals are generated in response to an external stimu-

lation such as audio, video, pain stimulations producing as a reaction [17].

3. Passive BCI : The brain signals are derived from spontaneous brain activity with-

out any purpose of voluntary control. This type of BCI is used for applications

that require assessment of mental states such as attention level, stress or workload

[17].
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Figure 2.1 EEG based BCI [1].

2.2 BCI Application Areas

BCI is used in several industrial sectors, including medical, educational enter-

tainment and defence. Primary objectives in the medical �eld can be divided into three

sub-areas; rehabilitation, diagnosis and treatment.

2.2.1 Rehabilitation

In neuro-rehabilitation, the BCI basically aims to decode the brain signals while

the patient is attempting to perform a speci�c mental or motor task. The main objec-

tive is to reactivate selected brain areas and to facilitate neural plasticity [18].

2.2.2 Diagnosis

In diagnostics, BCI is used for data collection. The data is then checked for

abnormalities. In epileptic patients, for instance, who are resistant to medication,

epicortical electrodes measuring the �eld potentials on the cortical surface are analyzed

to localize the epilepsy focus and to treat it surgically [19].
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2.2.3 Treatment

Therapy with BCIs is achieved by mainly by sending an impulse to a particular

organ. A commonly used therapy is Deep Brain Stimulation (DBS). As an example,

in Parkinson's disease, the electrodes are implanted under the thalamus, which can

suppress the vibration and thus cancel the movement sti�ness. These procedures can

be used to treat obsessive-compulsive behavior and depression as well as some forms

of epilepsy [20].
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3. EEG-BASED EMOTION RECOGNITION

3.1 Emotion Analysis

Although it has no clear de�nition, the emotion can be expressed as the situation

or reaction of people against external stimuli while they are thinking, communicating,

learning or making decisions. Emotions play an important role in daily life and people

with positive emotions are thought to be more successful in society. Therefore, emotion

a�ects human life both psychologically and physically. BCIs are used to measure

emotion-based responses and allow for communicaton between human and machines.

Di�erent methods such as facial expressions and voice signals were used in the

prediction of emotion and initially sound and face based prediction was performed in

1990s. Although data collection was easier in these methods, distortions due to mi-

crophone and camera quality could occur during recording. This sometimes led to

incorrect interpretations. Because of that, physiological signals such as Electrodermal

Activity (EDA), Electrocardiography (ECG), photopletismography, EEG, Blood Vol-

ume Pulse (BVP), Respiration (RSP), Galvanic Skin Response (GSR) and EMG have

been used recently in emotion prediction applications [21].

EEG is one of the most powerful methods in emotion prediction studies [22],

[23]. There are di�erent approaches to emotion recognition in the literature. Both

low frequency [24] and high frequency bands [25] can be used to determine the emo-

tional states. In addition, some researchers claim that important information to detect

emotional status is found below 30 Hz frequency band [26].

In this thesis, �ve di�erent frequency bands (Figure 3.1) [27] were examined for

emotion recognition :

• 0-4 Hz frequency band (Delta Waves)
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• 4-8 Hz frequency band (Theta Waves)

• 8-12 Hz frequency band (Alpha Waves)

• 12-25 Hz frequency band (Beta Waves)

Figure 3.1 EEG frequency bands.

3.1.1 Emotion Models

Emotion estimation studies have two di�erent models: discrete model and di-

mensional model. In the discrete model structure [28], there are six main emotions

such as fear, nerve, happiness, hate, sadness and surprise, whereas in the dimensional

model structure [29] there is an arousal-valence plane. In this model structure, emo-

tions in arousel coordinates are de�ned from calm to intense state, whereas in valence

coordinate system, emotions are expressed as negative to positive. Valence represents

an individual's love or hatred towards a particular situation or event. Arousal, on the

other hand, indicates the physiological state of individuals and represents the passive

or active state shown against a stimulus (Figure 3.2).

Although the application of a discrete emotion model is easier, the fact that the

arousal valence model is more universal has made this model more attractive [30]. In
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this model, a particular emotion is expressed not on a discrete basis but on a coordinate

system. For example, in this model, the sense of happiness is expressed as high arousal

positive valence, and the sense of sadness is expressed as low arousal negative valence.

Di�erent stimuli are used in the stage of obtaining emotions. Stimulants are

visual, auditory, memory based and both visual and auditory. In this study, images

to visual stimuli from IAPS database is used [31]. There are so many images in this

database that di�erent emotions are revealed through these visuals. The pictures are

divided into four di�erent regions on the arousel-valence plane. The positive/negative

and intense/calm state of the pictures is expressed with the values given to the pictures.

If the valence value is greater than 5, the emotion is positive, if smaller, then it is

negative. An excitation value greater than 5 indicates that the emotion is experienced

intensively, while a smaller value indicates that emotion is experienced in a calm way

[32].

Figure 3.2 Valance-Arousel model for basic emotions.
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4. TENSOR NOTATION AND OPERATIONS

In this chapter, the basic concepts of tensor algebra and some of the decomposi-

tion methods will be reviewed. The basic notations, de�nitions and operations will be

introduced [33]. As a tensor decomposition method, widely used Canonical Polyadic

Decomposition (CP) will be explained.

4.1 De�nitions

Tensors, which are multidimensional arrays, are generalizations of vectors and

matrices to higher dimensions. The number of dimensions of a tensor denotes the

order of the tensor. From this, vectors are 1−D tensors which are denoted as x∈ RP1

and matrices are 2 −D tensors which are denoted as X∈ RP1×P2 . N −D tensors are

represented by X∈ RP1×P2×...×PD .

In the tensor jargon, the rows and columns in the matrices are called �bers and

formed by �xing all indices except one indice in tensor. A 3−D tensor X∈ RP1×P2×P3

have 3 mode �bers: The mode-1 �ber which is denoted by X (i, :, k) , the mode-2 �ber

which is denoted by X (:, j, k) and the mode-3 �ber which is denoted by X (i, j, :).

Slices are two-dimensional sections formed by �xing all indices except two indices

in tensor. A 3−D tensorX∈ RP1×P2×P3 . For example, j th vertical slice ofX is denoted

by X (:, j, :).
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4.2 Tensor Operations

4.2.1 Inner Product , Outer Product , Kronecker Product and Khatri-Rao

Product

The Inner product of two tensor which have same size X ,Y∈ RP1×P2×...×PD is

the sum of products of their entries and is calculated as;

〈X ,Y〉 =
P1∑
p1=1

P2∑
p2=1

· · ·
PN∑
pn=1

xp1p2···pNyp1p2···pN (4.1)

The outer product of K vectors is denoted as b1◦b2· · · ◦bK where bk∈RPk . The

over all size of the product is a p1×p1×· · · pK and calculated as;

(b1 ◦ b2 · · · ◦ bK)i1···iK =
K∏
k=1

bkik (4.2)

The Kronecker product of two matrices, denoted by I⊗J where I∈ RK×L and

J∈ RM×N . The over all size of the I⊗J is KL × MN and calculated as;

I⊗J =


I(1, 1)J I(1, 2)J · · · I(1, L)J

I(2, 1)J I(2, 2)J · · · I(2, L)J
...

...
. . .

...

I(K, 1)J I(K, 2)J · · · I(K,L)J



The Khatri-Rao Product is a special form of kronecker product. Khatri-Rao

product of I and J (with the condition of L=N) denoted as I�J. The over all size of
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the I�J is KM × L and calculated as;

I�J =
[
I(:, 1)⊗ J(:, 1) I(:, 2)⊗ J(:, 2) · · · I(:, L)⊗ J(:, L)

]

4.2.2 Rank-R CP Decomposition

The basis of tensor modeling lies in the decomposition that can represent a high-

dimensional data with low-dimensioanal factors. Nowadays, high-dimensional tensor

decomposition is often applied to various �elds such as chemometrics, neuroscience,

image, video and signal processing [34]. There are basically two kinds of decompo-

sition methods: i) CP Decomposition and ii) Tucker Decomposition [35]. Only CP

decomposition is used in this study.

The CP decomposition [36],[37],[38] of a tensor generalizes the bilinear factor

models to multilinear data. Tensor rank decompositon can be considered as a general-

ization of the matrix singular value decompositon (SVD) [39]. The rank of a tensor is

the smallest number of components in a decomposition.

Rank-R decomposition ofN−D tensor as visualize in Figure 4.1B∈RP1×P2×...×PD

is as follows:

B =
R∑
r=1

β
(r)
1 ◦ · · · ◦ β

(r)
D (4.3)

where β(r)
D ∈ RPd ,d= 1, · · · , D, r= 1, · · · , R are vectors.
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Figure 4.1 A 3-D tensor X rank-1 decomposition (Left) , A 3-D tensor X rank-2 decomposition
(Right).

4.2.3 Tensor Matricization

Matrixization, also known as unfolding or �attening, is the process of reordering

elements of an N −D tensor into a matrices or as mentioned above into slices. In this

study, only the mode-n matricization is discussed. The mode-n matricization of a tensor

X∈ RP1×P2×...×PD . is denoted as X(n) as shown in Figure 4.2. The mode-n �bers of the

tensor X will be the coloumns of the resulting matrix. Notationally, the tensor element

(p1, p2, · · · , pN) maps to the matrix element (pn, j), where j = 1+
N∑
k=1

(pk−1)Jk, (k 6= n)

and Jk =
k−1∏
m=1

Im , (m 6= n).
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Figure 4.2 Tensor matricization.
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5. TENSOR REGRESSION

Tensor regression has several advantages over vector or matrix regression. Ten-

sor models preserve the multidimensional interdependence among variables. In terms

of learning, tensor models call for a lower sample complexity. The most commonly used

regression models are typically classi�ed as linear and nonlinear regression. Linear re-

gression models describe the relationship between dependent and independent variables

using a linear function in the parameters. GLM, as an extension of linear regression

models, can model response variables by sampling through a certain distribution from

the exponential family. Unlike linear regression models, nonlinear regression charac-

terizes nonlinear dependencies in data. The non-linear parameters generally take the

form of an exponential, trigonometric or a power function. Some of the nonparametric

nonlinear regression models frequently used in machine learning are Gaussian processes

(GP) [40] arti�cial neural networks (ANN) [41], decision trees [42] and support vector

regression (SVR) [43].

5.1 Low-Rank Tensor Regression :CP Tensor Regression

Tensor regression takes advantage of high degree of correlation in the data and

learns a multi-linear function whose parameters generate the tensor.

The classical GLM is related to a multidimensional X ∈ Rp with the observation

Y via µ = E(Y |X ) which is embedded in a link function g(.) ;

g(µ) = η = α + βTX (5.1)

Y is a member of exponential family with probability mass function

p(y|θ, φ) = exp
{yθ − b(θ)

a(φ)
+ c(y, φ)

}
(5.2)
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Generalization of Eq. 5.1 to high dimensional matrices can be expressed as in

Eq. 5.3.

g(µ) = α + γTZ + 〈 B,X〉 (5.3)

g(µ) = α + γTZ + 〈
R∑
r=1

β
(r)
1 ◦ β

(r)
2 ◦ · · · ◦ β

(r)
K ,X〉

= α + γTZ + 〈(BK � . . .�B1)1n, vec(X )〉

(5.4)

where X ∈ Rp1×...×pK is a K-dimensional array variate, Z is a vector-valued covariate

with weights, 1n is an array o� N ones. γ ∈ Rp0 , and BK = [β
(1)
K β

(2)
K . . . β

(r)
K ] ∈ RpD×r

is the array of multilinear regression coe�cients.

The Maximum Likelihood (ML) method for estimating the parameters BK is

employed. The likelihood function for given data (yi,Xi, Zi), i = 1, · · · , n is;

L(α, γ,B1, · · · .BK) =
n∑
i=1

yθ − b(θ)
a(φ)

+
n∑
i=1

c(yi, φ) (5.5)

Where θi is related to regression parameters (α, γ,B1, · · · .BK) through Eq. 5.4.

For maximizing L(α, γ,B1, · · · .BK) a block relaxation algorithm is used (Appendix

A.1).

The algorithm uses a known rank when estimating B. It is very important to

use the correct rank in tensor models. Finding the right rank is considered as a model

selection problem so Bayesian Information Criterion (BIC) can be used for this pur-

pose.BIC is a criterion for model selection among a �nite set of models and formulated

as follows;

BIC = −2 log(θ) + log(n)pi (5.6)
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pi is the e�ective number of parameters. For the model (Eq. 5.4): pi = R× (p1+ p2)−

R2forK = 2 and pi = R(
∑

k pk −K + 1) for K > 2 (K=dimension).

In statistics, BIC is a criterion for model selection among a �nite set of models

which is based on the likelihood function. When �tting models, the likelihood by

adding parameters is increased, but this usually results in over�tting. The BIC tries

to solve this problem by introducing a penalty term for the number of parameters in

the model. The smaller the BIC, the better will be the �tting.

5.1.1 Simulations for CP Tensor Regression

The simulations were performed for two shapes: Ellipse and 'L' shaped �g-

ure. For each shape, two simulations were conducted ; i) 500 and ii) 1000 univariate

responses yi with a normal distribution where the mean µi = γT zi + 〈B, xi〉 where

γ = 15. The inner product of two arrays is de�ned as 〈B,X〉 = 〈vecB, vecX〉 =∑
i1···iK βi1···iKxi1···iK . The coe�cient array B is binary, where the actual signal area is

equal to one and the remaning area is zero. The regular covariate zi and image covari-

ate xi are randomly generated and all elements are independent standard normals. The

aim is to identify the actual signal area in B using data yi, xi, and zi. The accuracies

of the estimates in the simulations were checked with BIC values.

It is clearly seen that the larger sample size is always an advantage and yields

a better estimate (Figure 5.1 compared with Figure 5.2 and Figure 5.3 compared with

Figure 5.4). When each simulation is evaluated in itself, the elliptical shape gives better

results in high rank estimates. BIC values are smaller at rank=3 estimations (Figure

5.1,Figure 5.2). The 'L' shaped �gure gives better results in rank=2 estimates . BIC

values are smaller at rank=2 estimations (Figure 5.3 and Figure 5.4).
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Figure 5.1 Simulation 1: Tensor regression of ellipse shape (Sample size n=500, level= 1,2,3 rank
estimations.)

Figure 5.2 Simulation 2 :Tensor regression of ellipse shape (Sample size n=1000, level= 1,2,3 rank
estimations).
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Figure 5.3 Simulation 3 :Tensor regression of 'L' Shape (Sample size n=500, level= 1,2,3 rank
estimations).

Figure 5.4 Simulation 4 :Tensor regression of 'L' shape (Sample size n=1000, level= 1,2,3 rank
estimations).
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5.2 Logistic Tensor Regression for Classi�cation

Logistic regression is one of the most frequently used classi�cation methods

commonly used in neuroscience applications which aims to model a logit transformation

as a linear combination of covariates. Tensor Logistic Regression has several advantages

over vector or matrix logistic regression as it preserves the spatial information of data

and its high dimensional structure.

Logistic tensor regression allows for classifying multidimensional images into

di�erent clinical categories by incorporating the pertinent information such as age,

gender, treatment and other possible covariates or factors. As an example, a typical

3-D Magnetic Resonance Image (MRI) require 256 × 256 × 256 = 16, 777, 216 regres-

sion parameters in a classication regression formulation. In contrast, a tensor based

multilinear model requires only r× (256 + 256 + 256) = r× 768 regression parameters

for a rank r which is typically chosen as a small integer like r = 1, 2, 3, or 4. This leads

to a substantial reduction in dimension and computational cost.

The logistic tensor regression model is expressed at Appendix A.2.

5.2.1 Simulations for Logistic Tensor Regression

The simulations were performed for two shapes: Ellipse and 'L' shaped �gures.

For each shape, two set of simulation data were generated; i) 500 and ii) 1000 univariate

responses yi according to a binomial model with mean µi = γT zi + 〈B, xi〉 where

γ = 15. The inner product between two arrays is de�ned as 〈B,X〉 = 〈vecB, vecX〉 =∑
i1···iD βi1···iDxi1···iD . The coe�cient array B is binary, where the actual signal area

is equal to one and the the remaining area is zero. The regular covariate zi and

image covariate xi are randomly generated and all elements are independent standard

normals. The aim is to identify the actual signal area in B using data yi , xi, and zi .

The accuracy of the estimates in the simulations were checked with BIC values.
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It is clearly seen that the larger sample size is always an advantage and yields

a better estimate (Figure 5.5 compared with Figure 5.6 and Figure 5.7 compared with

Figure 5.8). When each simulation is evaluated in itself, the elliptical shape gives better

results in low rank estimates. BIC values are smaller at rank=1 estimations (Figure

5.5,Figure 5.6). The 'L' shaped �gure gives better results in rank=1 estimates. BIC

values are smaller at rank=2 estimations (Figure 5.7, Figure 5.8).

Figure 5.5 Simulation 1: Tensor logistic regression of ellipse (Sample size n=500, level= 1,2,3 rank
estimations).
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Figure 5.6 Simulation 2: Tensor logistic regression of ellipse (Sample size n=1000, level= 1,2,3 rank
estimations).

Figure 5.7 Simulation 3 :Tensor logistic regression of 'L' shape (Sample size n=500,level= 1,2,3 rank
estimations).
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Figure 5.8 Simulation 4 :Tensor logistic regression of 'L' shaped Figure (Sample size n=1000, level=
1,2,3 rank estimations).
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6. TENSORIAL DATA ANALYSIS

6.1 EEG Motor Movement/Imagery BCI Data Analysis

This dataset is taken from PhysioNet [44] which was created by BCI2000 devel-

opers [45] The dataset is obtained from 109 volunteers, as explained below:

64-channel EEG signals recorded via BCI2000 system with 160 Hz sample rate

while subjects were performed four motor/imagery tasks . The electrode locations are

schematised in Figure 6.1. Each subject performed 14 experimental runs: two one-

minute baseline runs (one with eyes open, one with eyes closed), and three two-minute

runs of each of the four following tasks:

1. Move the right or left hand against the target respectively that appears on the

right or left side of the screen.

2. Imagine moving the right or left hand against the target respectively that appears

on the right or left side of the screen.

3. Open or close your �sts or move your feet against the target respectively that

appears at the top or bottom of the screen .

4. Imagine opening and closing your �sts against the target respectively that appears

at the top or bottom of the screen, or imagining moving your feet.

Here, the analysis was made on a subject-based basis. For each subject, the

EEG records of the �rst two of the above-numbered tasks were matricized. In total,

x-dimensional matrix of task 1 and y-dimensional matrix of task 2 were created for

each subject. This was repeated for 109 subjects.

For each subject, we obtained a data structure X ∈ R196×64×656 with dimen-

sions de�ning the trial × electrode × time and an associated binary output Y ∈



26

{−1,+1}196×1before feeding it into the algorithm. The test Xtest(i, :, :) ∈ R64×656 (%25)

and the train Xtrain(i, :, :) ∈ R64×656 (%75) portions of the data were used to classify

them into a binary status Y (i) indicating whether the task is the �rst or the second.

A rank-3 tensor was �t for BD ∈ R64×656 . The vector-covariates Z corresponding to

the linear part of the model was not included in the model.

The number of parameters in the multilinear model is only p = 3× (64+656) =

2160. This is much smaller than p0 = 64 × 656 = 41984 parameters in the classical

GLM [4].

Figure 6.1 EEG Electrode locations of 64 channel recording.

6.1.1 Performance Comparison on Classi�cation for BCI Data

The analyses were performed using MATLAB 2018a. For the tensor regression

model �Matlab TensorReg Toolbox Version 1.0� developed by Zhou [4] was used. SVM

was implemented using the MATLAB routines. The results are taken from a standard

notebook with 2.6 GHz Intel i5 CPU. Total analysis took about 65 minutes for the

multilinear regression. For the SVM classsi�cation MATLAB was also used. For the

purpose of training, Matlab code 'fitcsvm' was used, while for classi�cation, Matlab

code 'predict' was used. The analysis took 20 minutes for the SVM classi�cation.
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6.1.1.1 Tensor Regression Model Results . 100 di�erent runs of the same ex-

periment were performed by randomly selecting %75 of the 196 trials for training and

%25 for test for each subject. The ratio of the pleasant trials to unpleasant ones were

identically %50 for both train and test sets. A rank-3 tensor BD ∈ R(64×656) was �t

for each train set and is used for classi�cation with the X and Y in the test set. The

maximum accuracy, obtained for subject #13, was 89,1% and the average accuracy

determined over 100 runs for the 109 subjects was 79,6%.

6.1.1.2 Support Vector Machine Classi�cation Results . The classi�cation

was repeated using the SVM algorithm using the same data set for a comparison with

the multilinear regression. The maximum accuracy, obtained for subject #56, was

73,9% and the average accuracy determined over 100 runs for the 109 subjects was

62,3%.

The 109 subjects' classi�cation summary results using the multilinear regression

and SVM were given in (Table 6.1).

Table 6.1

EEG motor movement/imagery BCI data clasi�cation accuracy rates.

Succesfully classi�ed test data [%]
Accuracy

Tensor Regression SVM

Subject 1 % 81,3 % 62,9

Subject 2 % 79,4 % 68,7

Subject 3 % 77,6 % 60,9

Subject 4 % 83,5 % 61,3
...

...
...

Subject 109 % 85,7 % 64,11

Average % 79,6 % 62,3
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6.2 EEG Emotion BCI Data Analysis

6.2.1 Dataset

The EEG data was obtained from the Electrophysiology laboratory at the Is-

tanbul Medical School in Istanbul University. Event Related Potential (ERP) data

was recorded with a sampling frequency of 250 Hz from 13 healthy subjects, whose

mean age was 27.4 (±2.96). Approximately 265 pleasant and 265 unpleasant pictures

with positive or negative emotional valence were presented as standard stimuli in two

separate sessions (Figure 6.2). Each picture was displayed in the monitor for one sec-

ond and inter-stimulus interval was two seconds. Pictures were selected from the IAPS

dataset with the mean valence level di�ering (7.13/2.96), but the mean arousal level

being equal for the two sessions (4.99/5.02).

Figure 6.2 Emotional stimuli - pleasent and unpleasent pictures.

Labels and locations of recorded 30 channels are shown in Figure 6.3.
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Figure 6.3 EEG electrode locations of the 30 channel recording.

6.2.2 Wavelet Decomposition

The data was decomposed into �ve frequency bands using a Daubechies-4 wavelet

basis in the form of wavelet packet transform (DWPT): 0 Hz-4 Hz frequency band

(Delta ), 4 Hz-8 Hz frequency band (Theta), 8 Hz-12 Hz frequency band (Alpha), 0

Hz-8 Hz frequency band and 12 Hz-25 Hz frequency band (Beta).

For each subject, we obtained a data structure X ∈ R530×30×250 with dimensions

de�ning the trial × electrode × time. Before feeding it into the algorithm with the

associated binary output Y ∈ {−1,+1}530×1, this data structure was converted to

topographic maps using "topoplot" function in EEGLAB function with dimensions X

∈R32×32×250×530 for each frequency band of each subject (Figure 6.4). The test Xtest(i, :

, :, :) ∈ R32×32×250 (%25) and the train Xtrain(i, :, :, :) ∈ R32×32×250 (%75) portions of

the data were used to classify them into a binary status Y (i) indicating whether the

stimulus was pleasant or unpleasant. A rank-3 tensor was �t for BD ∈ R32×32×250 .

The vector-covarites Z corresponding to the linear part of the model was not included

in the model.

The same data structure X ∈R32×32×250×530 and Y ∈ {−1,+1}530×1 was used
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Figure 6.4 Example of a topographic graphs for one subject's one trial (X (:, :, :, 1) ∈R32×32×250×1)
at beta frequency band.

as input of Support Vector Machine (SVM) algorithm for a comparison. The radial

basis function (RBF) was chosen as the kernel and the scale parameter σ was chosen

as 6 [46].

6.2.3 Performance Comparison on Classi�cation for BCI Data

The analyses were performed using MATLAB 2018a. For the tensor regression

model �Matlab TensorReg Toolbox Version 1.0� developed by Zhou [4] was used. SVM

was implemented using the MATLAB routines. The results are taken from a stan-

dard notebook with 2.6 GHz Intel i5 CPU. Total analysis took about 15 minutes for

the multilinear regression. For the SVM, training was done using MATLAB function

'fitcsvm' and classi�cation with 'predict'. The analysis took about 5 minutes for the

SVM classi�cation.

6.2.3.1 Tensor Regression Model Results . 100 di�erent runs of the same ex-

periment were performed by randomly selecting %75 of the 530 trials for training and

%25 for test for each subject. The ratio of the pleasant trials to unpleasant ones were
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identically %50 for both train and test sets. A rank-3 tensor BD ∈ R(32×32×250) was �t

for each train set and was used for classi�cation with the X and Y in the test set. The

average classi�cation accuracies determined over 100 runs for several frequency bands

were;

1. 0-4Hz Average Classi�cation Accuracy : 61,13%

2. 0-8Hz Average Classi�cation Accuracy : 71,21%

3. 4-8Hz Average Classi�cation Accuracy : 64,59%

4. 8-12Hz Average Classi�cation Accuracy : 80,17%

5. 12-25Hz Average Classi�cation Accuracy : 89,93%.

6.2.3.2 SVM Classi�cation Results . The classi�cation was repeated using the

SVM algorithm using the same data set for a comparison with the multilinear re-

gression. The average classi�cation accuracies determined over 100 runs for several

frequency bands were ;

1. 0-4Hz Average Classi�cation Accuracy : 56,05%

2. 0-8Hz Average Classi�cation Accuracy : 54,82%

3. 4-8Hz Average Classi�cation Accuracy : 53,33 %

4. 8-12Hz Average Classi�cation Accuracy : 58,04%

5. 12-25Hz Average Classi�cation Accuracy : 75,59%.

Accuracy rates of each subject according to frequency bands are given in the

Table 6.2, Table 6.3, Table 6.4, Table 6.5 and Table 6.6 with both multilinear regression

algorithm and SVM.
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Table 6.2

0Hz- 4Hz frequency band EEG emotion BCI data classi�cation accuracy rates.

Succesfully classi�ed test data [%]
Accuracy

Tensor Regression SVM

Subject 1 60,91 % 54,23 %

Subject 2 63,11 % 56,33 %

Subject 3 56,16% 53,85 %

Subject 4 61,47% 54,06 %

Subject 5 60,54% 58,42%

Subject 6 57,78% 58,20 %

Subject 7 59,26% 56,21 %

Subject 8 60,58% 51,14%

Subject 9 66,08% 56,34%

Subject 10 64,70% 58,80%

Subject 11 57,70 % 55,72 %

Subject 12 65,16% 58,23 %

Subject 13 61,23% 57,19 %

Average 61,13 % 56,05 %
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Table 6.3

0Hz- 8Hz frequency band EEG emotion BCI data classi�cation accuracy rates.

Succesfully classi�ed test data [%]
Accuracy

Tensor Regression SVM

Subject 1 69,18% 55,61 %

Subject 2 69,33% 51,82 %

Subject 3 70,99% 53,62 %

Subject 4 73,30% 52,85%

Subject 5 69,84% 61,04%

Subject 6 71,55 % 53,92 %

Subject 7 70,66% 57,20 %

Subject 8 72,68% 54,94 %

Subject 9 69,37% 57,53%

Subject 10 71,05% 53,56 %

Subject 11 71,83% 52,03%

Subject 12 72,65% 51,99%

Subject 13 73,32% 56,57%

Average 71,21% 54,82%
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Table 6.4

4Hz- 8Hz frequency band EEG emotion BCI data classi�cation accuracy rates.

Succesfully classi�ed test data [%]
Accuracy

Tensor Regression SVM

Subject 1 66,38 % 49,97 %

Subject 2 64,42 % 53,20 %

Subject 3 65,56% 52,92 %

Subject 4 63,51% 54,04 %

Subject 5 66,69% 54,02 %

Subject 6 62,82% 51,67 %

Subject 7 62,97% 53,34%

Subject 8 63,46% 53,07%

Subject 9 59,41% 54,66%

Subject 10 67,73 % 55,59 %

Subject 11 65,62% 55,62 %

Subject 12 63,57% 51,67 %

Subject 13 67,60% 53,55%

Average 64,59% 53,33%
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Table 6.5

8 Hz- 12 Hz frequency band EEG emotion BCI data classi�cation accuracy rates.

Succesfully classi�ed test data [%]
Accuracy

Tensor Regression SVM

Subject 1 79,73 % 58,50%

Subject 2 78,71% 59,67%

Subject 3 83,13 % 63,21%

Subject 4 78,28 % 57,03%

Subject 5 80,29% 58,66%

Subject 6 82,38% 58,14%

Subject 7 78,79 % 54,63 %

Subject 8 81,04% 57,47%

Subject 9 81,25% 54,90%

Subject 10 79,63 % 59,91 %

Subject 11 80,32% 56,61%

Subject 12 78,25% 58,49%

Subject 13 80,44 % 57,26%

Average 80,17 % 58,04%
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Table 6.6

12Hz- 25Hz frequency band EEG emotion BCI data classi�cation accuracy rates.

Succesfully classi�ed test data [%]
Accuracy

Tensor Regression SVM

Subject 1 92,50 % 74,32%

Subject 2 85,84 % 75,69%

Subject 3 88,52% 73,88%

Subject 4 89,30% 73,32%

Subject 5 91,07% 76,69 %

Subject 6 85,82% 75,30%

Subject 7 91,18% 75,21%

Subject 8 86,97% 76,67%

Subject 9 90,17% 76,19%

Subject 10 91,63 % 75,83%

Subject 11 90,82% 77,18%

Subject 12 92,71% 76,69 %

Subject 13 92,52% 75,66%

Average 89,93% 75,59%
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7. DISCUSSION

A tensor regression algorithm has been implemented for BCI and its capability

is demonstrated by various simulations as well as real EEG data. Two classi�cation

studies were performed using this algorithm:

1. In the �rst analysis, motor imagery data were classi�ed with tensor regression

algorithm and SVM. An overwhelming advantage of tensor regression algorithm

over the SVM was observed with regard to the accuracy of the methods which

were 79,6% and 62,3%, respectively. When similar studies in the literature were

examined, in [47] they performed a similar experiment for classifying right and

left hand imagination. The data were subjected to various preprocessing steps

such as Laplacian spatial �ltering, time-frequency analysis and bandpass �ltering

then Independent Component Analysis (ICA) method was used for transforming

the multi dimensional vector into statistically independent vectors. These vectors

then used in source analysis for classi�cation and it ended up with a classi�cation

performance of 80%. One superiority of our approach over theirs is that, it does

not require any pre-processing step and there is no need to de�ne a prior region

of interest to select the relevant electrodes for analysis since we include all the

electrodes.

In another study [48], linear and nonlinear classi�cation methods were applied

to EEG data recorded while imagining left or right hand movement. Di�erent

feature sets extracted from EEG were used as inputs into linear, neural network

and Hidden Markov Model (HMM) classi�ers for classifying imagery movement

mental task after certain electrodes were selected. As another advantage, we

do not need to perform any feature extraction method for classi�cation in our

algorithm.

2. In the second analysis, EEG signals recorded from subjects driven by visual

stimuli obtained IAPS database library were subjected to wavelet decomposition

and divided into several frequency bands. Emotional states in various bands were
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classi�ed as positive/negative valence. In our low frequency emotion classi�cation

study, the performance rate was 65% for theta band, 80% for alpha band and 89%

for beta band. In a similar classi�cation study with SVM [49], the performance

rate for these frequencies was 81% at most. In a study conducted in 2008 [50],

SVM classifying accuracy rates for the valence from EEG signals was maximally

71%. In another emotion recognition study [51], video clips were used as visual

stimuli and it was found that beta band had the highest performance rate in

emotion identi�cation with a mean classi�cation accuray rate of 91%. Although

our accuracy is slightly lower than what is found in that study, not using any

feature extraction method for the EEG data prior to classi�cation is an advantage

for our method.
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8. CONCLUSION AND FUTURE WORK

A key motivation of our study was to test the multilinear regression framework

for a typical BCI classi�cation problem using EEG data and to compare it to a more

conventional SVM method. Our results proved to be superior to that obtained by SVM.

Furthermore, the multilinear approach allows for a parsimonius regression coe�cients

compared with those in a general regression in a multidimensional data setting. The

accuracy of the method can be improved in certain ways if the multidimensional nature

of the EEG data can be exploited by using spatial and spectral transforms which will

augment the dimensionality but preserve its features which are lost in the process

of its vectorization in a classical feature space. The downside of the method is its

computational exorbitance compared with the faster SVM. However, if more e�cient

algorithms are devised, the multilinear regression may be a more attractive alternative

in BCI applications due its better performance.

In this study, two di�erent analyzes were performed. In the �rst, the data

were not subjected to any preprocessing algorithms. In the second, the raw data

were divided into frequency bands by DWPT and feeded into the algorithm. Morlet

Wavelet as a symmetric �lter can be used [52] for preprocessing for time-frequency

analysis. The topographic 2-D data can be substituted by a 3-D source reconstructed

data by using EEG inverse modeling and the tensor decompositions may be repeated

using source space data instead of sensor space. Also the algorithm needs to be more

e�ciently implemented to be comparable with other methods like SVM in terms of

computational demand. The application area of the tensor classsi�cation method is

not limited to the EEG or neurosignal analysis. This algorithm may be used for all

'high dimensional' data types such as fMRI and DTI.
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APPENDIX A. ALGORITHMS USED IN THESIS

A.1 Tensor Regression Algorithm

Algorithm 1 Tensor Regression

1: Initialize : (α(0), γ(0)) =argmaxα,γL(α, γ, 0, · · · .0), B(0)
k ∈ Pk×R a random matrix

for k = 1, · · · , K

2: repeat

3: for k = 1, · · · , K do

4: B
(t+1)
k = argmaxBk

L(α(t), γ(t),B
(t+1)
1 , · · · ,B(t+1)

(k−1),B(d),B
(t)
(k+1), · · ·B

(t)
K )

5: end for

6: (α(t+1), γ(t+1) = argmaxα,γL(α, γ,B(t+1)
1 , · · · ,B(t+1)

K )

7: until L(θ(t+1) − L(θ(t) < ε

In the algorithm, only the terms which depend on d = 1, 2, · · · , D change, the

rest of the components is �xed. This is a feature of the block relaxation algorithm.

What makes this algorithm attractive is that updating the Bd block in each iteration.



41

A.2 Tensor Logistic Regression Algorithm

Tensor Logistic Regression :

L(α, γ,B1, · · · .BK) = −
n∑
i=1

log(1 + exp(−yi(〈B,X〉) + γ)) (A.1)

where X ∈ RP1×P2×···×PN is the tensorial data and yi ∈ {−1,+1} is its corresponding

class label.

Algorithm 2 Tensor Logistic Regression
Input: The tensorial data X ∈ RP1×P2×···×PN and their corresponding class labels

yi ∈ {−1,+1} Output: The regression coe�cient tensor B and the intercept γ

1: Initialize : (α(0), γ(0)) =argmaxα,γL(α, γ, 0, · · · .0), B(0)
k ∈ Pk×R a random matrix

for k = 1, · · · , K

2: repeat

3: for k = 1, · · · , K do

4: B
(t+1)
k = argmaxBk

L(α(t), γ(t),B
(t+1)
1 , · · · ,B(t+1)

(k−1),B(k),B
(t)
(k+1), · · ·B

(t)
K )

5: end for

6: (α(t+1), γ(t+1) = argmaxα,γL(α, γ,B(t+1)
1 , · · · ,B(t+1)

K )

7: until L(θ(t+1) − L(θ(t) < ε
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