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ABSTRACT 

\ 
The aim in the transmission facilities planning problem 

for a telecommunication network ·is to decide on the 

routing of the trunk groups over the transmission network 

and types and capacities of facili ties, so that, for a 

given set of trunk group requirements,· the resulting 

installation cost is minimized and a certain degree of 

reliability is maintained. 

In the present study, the optimization problem and its 

characteristics are presented. In the formulation. of the 

problem, a new dimension, technology of the. system, is 

introduced. This leads to a multi-fixed charge cost 

'function with concave continuous portions. The concavity 

reflects the econ·omies of scale· of the investment costs. 
\ , 
\ 

, \ 
Also, al ternati ve paths in routing the trunk groups are 

, \ 
considered to assure a certain satisfactory degree of 

\ 

reliability. i 
\ 

\ 
1 
\ 

Three binary mixed in'teger programming models are deve-

loped and applied to a \test network to show their functio-

nality and to set a comparison bas'is for future study. 

Keywords Investment Planning 

- Telecommunications Network 
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5ZET 

Aboneler aras1ndaki telefon baglant1lar1n1 saglayan tele-' 

komunikasyon §ebekesi, santral ve ileti§im §ebekesi olarak 

ikiye ayr1§t1r1l1p incelenmektedir. Santral §ebekesi, bir­

birlerine devreler ile baglanm1§ santrallardan olu§makta­

d1r. lleti§im §ebekesi ise santrallar1 baglayan ileti§im 

sistemlerini i~erir. Telekomlinikasyon §ebekesinin eniyi­

lenmesi (optimizasyonu) iki etapta du§linlilmektedir. 

Santral §ebekesinin eniyilenmesi olari birinci kademenin 

~1kt1lar1 ikinci optimizasyon kademesi olan ileti§im §ebe­

kesinin eniyilenmesi problemine girdi olarak kullan1lmak­

tad1r. 

l1eti§im §ebekelerinin eniyilenmesindeki hedef santrallar 

aras1nda dogan talebi iletecek eniyi (optimal) dag1t1m 

yollar1n1 sa'ptamak ve se~ilen ileti§im s,istemlerinin kapa­

s i telerini beli rlemektir. Bu hesaplamada, jonksiyon devre 

saY1s1 taleplerinin enkli~lik (minimum) maliyetle kar~1lan­

maS1 ve abonelere yeterli bir servis ve glivenilirlik sag­

lamak ama~lanmaktad1r. 

~al1§mada, probleme yeni bir boyut getirilmi§ ,ve sistemle~ 

rin teknolojilerinin se~imi de formlil~syonda i~erilmi§tir. 

Bu boyut, problemin onemli bir ozelligi olan ve yatlr1m 

(v) 
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maIiyetIerindeki (H~ek ekonomisini temsil .~den i~bUkey ma­

Iiyet i~levinde s1~ramalara yol a~maktad1r. Li tE';ratUrdeki 

sezgisel veyakIa~1k ~5zUm yordamIar1 bu boyutu, geneIIik-

Ie ele almamaktad1r. 

Bu· problemi' ~5zmek amac1yIa U~ tane 0, I karma~1k tamsaY1 

. programlama modeli geIi~tiriImi~tir. 

Bu modeller'!rlanda teIekomUnikasyon ~ebekesinin bir b5lti-

mUnU olu~turan bir test ~ebekesi i~in ~aI1~t1r1Im1~ ve 

mukayeseli olarak degerIendiriImi~lerdir . 
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CHAPTER I 

. INTRODU.CTION 

A telecommunications network is ·the means ·of inter-connec­

tingtelephone customers on demand. It comprises telephone 

exchanges (switching nodes) inter-connected by trans­

mission systems (links). A national network can be consi­

dered . as. a number of inter-linked discrete sub-networks 

and also being composed of a switched network and a trans­

mission network. 

The switched network· comprises switching nodes inter-90n­

nected by groups of circuits (truhk groups) which carry 

the parcels "of telephone traffic. 

The transmission network consists of transmission systems 

int~r-connecting switching nodes. 

In" real-life telecommunications networks the planning pro­

cess cons ists of two' major steps. The first step of the 

planning process termed as trunking analysis (Saybars, 

et.al., 1981), (Nivert, et.al.,1983) translates the 

1 
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'. originating traffic demand into trans- mission channels or 

trunks i.e. determines iinkwise .circuit requirements. This 

analysis employs a network hierarchy which permits blocked 

traffic on a direct route to be swi tched through other. 

junctions, eventually reaching the intended destination 

. (alternate routing). The output of the trunking analysis 

is a list of trunks between all point I2airs. 

The- second step of" the planning process considers the 

so-computed trunks· as inputs to a facilities planning 

model .. by referring to 'them formally as circui tfjl. The task 

at this stage may be termed the transmission facil.ities 
0. 

pl~nning. problem in telecommunications network: given 

point-pair circuit requirements, find a minimum cost faci-

Ii ty installation plan by specifying the type of trans-

mission systems and the links themselves on which the sys-

tems are to be installed as well as the number of circuits 

to be installed on each such link. Formally, this optimi-

zatrion problem i~ a fixed-charge multi-commodity flow syn-

thes"is problem 

The overall purpose of this thesis is to develop a 

transmission network optimization model. Three different 



3 

models are developed and tested for comparison 'against, 

each other. 

In Chapter II, a general definition of the problem is pre-

sented. A brief revie~ of the relevant literature on th~ 

.. . . 
transmission network optimization is given in Chapter III. 

The specific assumptions and the formulations of the deve-

loped models are described in Chapter IV. The general 

input requirements and the discuss ions on the numerical 

results ar~ included in Chapter V, while the Appendices . ' 
contain the re'lated computer outputs· and some mathematical 

calculations. 

" 



CHAPTER II 

PROBLEM DEFINITION \ 

A telecommunications network is a collection ·of junctions 

(or points) some or all which are joined by direct commu­

nicat.ion links. It can be pictorially represented by. a 

graph whose "vertices" and "edges" correspond to ·the 

"points" and the "links" of the network, respectively. For 

instanc~. the graph of Figure 11.1 represents a real-life 

telecommunications network with 8 points and 15 direct 

links. 

~ 

\ . , 

\ 
Figure 11.1 A Teiecommunications Network 

4 
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A link is a collection of ·facilities known as transmission 

equipment which. when taken together comprise various 

transmission systems. The main components of a trans-

mi ssion system are the circuits. One of the traditional' 

transmission facilities is the cable consisting of a large 

number of wires. In real-life telephone networks t~ere do 

not exist direct communication lines between all pairs of 

points. That is, in. graph theoretic' terms, telephone net­

works'are, typically non-complete graphs (Baybars, et.al., 

1981.). However the graph is connected and therefore, it is 

possibl~ to dial any point' ~rom' any specific point. 

Traffic, :in the form of voice telephpne calls, originate 

at a junction A, such as a city" to be transmitted to 

another junction B, termed the destination. If between two 

points a direct communication link does not exist, then 

the call is transmitted through a sequence of links. For 

instance, in the network of Figure II'.2 the traffic for 

the pair of points PA and PB can be also transmitted 

through the communication lines represented~by links LAC 

and L
CB

. Depending on how dense ( in terms of the number 

of 'links) the' network. is ., there may be a few ,or many such 

sequences of links which could carry the traf'fic of a 

specific link. Such sequences will be referred to a,s 

alternate routes. 
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\ 
Furthermore, if the, custom,er 

,exceeds the capacity 

demand for some 

of direct,· PA to 

pair 

P 
B 

communication link, excess demand can be switched to an 

alternate route. 

The size· of the problem grows exponentially wi th the num-

be~ of "alternate routes" for each demand relation. 

Routing implies that more than. one set of circui ts can be 

installed on a link -to meet the: r,equirements of several 

relations. However, the fixed cost of installing a system 

is in -general so high ·and there is so much economies of 

scale involve~ in installing a larger system that, it 
\ . 

often isle s: .. e_\.....;~\-e_n_s_1_. v_e_t_o_r_o_u_t_e.--,.;.t_h_e_m_t_h_e-::n.,. otherwi se. 

~~--------------------~D 

. Figure 11.2 Alternate Routes 
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The structure and dimensions of the transmission network 

are governed by the. need to route circuits in the· most 

cost· effective manner and to give the customer a prescri­

bed standard of service in terms of the proportion of 

successful calls during the busy hours of the' day. Other 

factors that can degrade the 'quality of servic~ perceived 

by the customer are caused by equipment failures and con"": 

gesticiridue to unforeseen surge~ of traffic due to custo­

mer behaviour. 

The' main objective· of the t-ransmission network optimiza­

tion-· is thus to route the trun~ groups requirements in 

such a way that the overall system cost will be minimum. 

Some related aspects and principles are presented below in 

order. to, give. a better understanding 6f the transmission 

system technology~ 

11.1 Technological Aspects of Transmission Systems 

Transmission 'systems 'exist to provide circui t3 for 'trans­

mi tting speech and other. signals between the nodes· of a 

telecommunications network. A circuit provides for the 
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\ 
transmission of t~ese signals in both directions. If the 

circuit uses a separate transmi sS.ion path for each direc-

tion, then each of these unidirectonal paths is called a 

channel. In general, a complete channel consi sts of sen-

ding equipment at a. terminal station, a transmission link, 

\'ihich may contain repeaters at intermediate stations, and 

receiving equipment at another terminal station (Flood, 

1975). 

Both transmission chann?ls and the signals they convey may 

be classif ied in two broad classes: analogue and digital. 

An analogue signal is a continuous function of time; at 

.a~¥ instant it may have. any value between limits set by 

th~ maximtim power that can be transmi tted. Speech signals 

~re\' an obvious, example. A digital signal can only have 

dis~rete. values~ The most common digital signal is a 
. , 

binary signal, having only two values (e.g. 'mark' and .\ ' 
'spaqe' or 'I' and '0'). A telegraph signal is thus a di-

gital\ signal. 'A televis ion waveform is a mixture of ana-
, i 

logue\ and digital signals, since it transmits both the . \ 
! 

picture contents and synchronising pulses. 

To transmit' an analogue signal witholl t error the channel. 

must be a linear system.' Any departure from linearity, 
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. caus~s nonlinear distor·tion of an analogue signal. ·Cable 

system's and' radio-relay systems equipped wfth linear amp­

lifi~rs are examples of analogue channels. A digital chan­

nel does riot require to be linear, since its output pro­

vides a number of discrete con~itions corresponding to the 

input signal. An example of a digital channel is a· tele­

graph circuit, whose output signal is provided by the ope­

ration of ~ relay. 

It· doe s not follow that analogue s ignal"s 

transmitted over analogue channels and 

must always be 

digital signals 

over digital channels. Data 

voice-6~equency telegr~phy over 

communica tion 

telephone lines 

and 

are 

examples of transmitting digital signals over analogue 

channels. Analogue signals may be coded for transmission 

over digital channels by means of ana"rogue-tci-digital con­

verters. An example is the transmission of speech by means 

of pulse-code modulation over lines equipped with regene­

rators. 

If .a link can provide adequate transmi ssion over a band of 

fr·equencies which is, wider, than that of the signals to be 

sent I it can be used to provide a number of channels. At 

the sending terminal the sign.~ls of di fferent channels arE 



; 
; , 

\. 
\ 
'\ 
\ 
\ 
\ 
\ 
i 
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\ 
combined to form a compOsite signal of wider bahdwidth. At 

the receiving terminal, the signals are separated and 

retransmitted over separate channels. This process is 

known as mUltiplexing. The separate channels that enter 

and leave the terminal ~tations are called baseband chan-

nels and the transmission link, which carries the multi-

plex signal, is called a broadband channel or a bearer 

channel. 

'. 



CHAPTER III 

LITE~TURE ~URVEY 

Capacity expansion models have been extensively used for 

communication network applications (Luss, 1982). 

GeneI:ally, in ,investment planning ,and capacity, expansion 

problems~the major-decisions are: 

(i) investment and/or expansion'capacities 

(ii) time of investments and/or expansions 

(iii) investment and/or expansion locations. 

The:- first issue to be considered is the capacity of 

investment., 

The second issue is the time of investments. In this 

study, the problem is solved for a target network which is 

aimed to be achieved, after a certain time period and is 

considered static whereas in ,real-life it 'should be 

dynamic. But in the case of unsatisfied demand in other 

words a waiting list or backorder (as in inventory 

-, 

11 
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systems) ,the model can be visualized as a static one. _ So 

the decisions on the time of investments and/or expansions 

are not relevant in this type of -formulation. 

Decisions on investment and/or expansion location have 

vital importance i.e. "which link's capacity in the 

transmission network will be expanded" constitute the 

thiI:'d issue. So, the question "which link's capacity" in 

com!llunications networks replaces the "at which location" 

question of general investment location pro1?lems. 

Furthermore, a new dimension which is generally not 
, -

co'nsidered is introduced in - this study. This is the 

technology or· type of the transmi ss ion system (Luss, 

1982).;. In investment planning models, the investment cost 

function. being usually concave, exhibits economies of 

scale. Popular cost functions are 

(i) the power ~ost function 

(ii) the fixed charge cost function 

0 if x=O 

f(x)= 

A+Bx if x)O 

(iii) or some combi na t ion of ·,·the two. 
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However in some applications such as telecommunication 

networks, the cost, function is .not continous. It is easily. 

seen that when. diff~rent technologies are considered, the 

cost function displayed is quasi-concave, i.e. it is 

concave in the range covered by any single technology 

(Figure IIL1). The objective function might have jumps at 

the cCl-pacities of the systems.This point as emphasized in 

Luss's'excellent paper ~8J, is not so simple to overcome. 

It causes additional difficulties in solution procedures . . . 

Cost 

'.~ 
I 
I 
I 

. I 

~ 

FigureII!.l Cost fUnction 

Capacity 
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In another study, Ulusoy· (1981) developed a heuristic 

algorithm which takes economies of scale into account. He 

considered that a unique technology will be applied·. So he 

accepted an objective function such as: 

1.5 x .. 
1J 

f .. = 1 • 2x. . + 42 
1J 1J 

O. 6x .. ;.: 174 
1J· 

o ~x .. ~ 140 
1J 

140<x .. ~220 
1J' - . 

220 <.x .. 
1J 

Also, in Ulusoy' s paper only one route is considered for 

each relation, so the reliability of the system is not 

included. Fixed charge is considered together wi th the 

impact of different fixed charge levels which carries the 

ingredients of a heuristic 

Evranuz (1982), Nivert et.al. (1983) presents studies in 

which heuristic algorithms have been developed for large 

scale. networks. In those studies, fixed charges are 

considered on the links and different technologies are 

. represented by parallel edges. 
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In- this thesis, the problem of transmission network 

optimization will be treated as a binary mixed integer 

problem. The first question that comes to the mind is "Why 

is an - integer programming model not cons idered ?" • It 

seems unreasonable to skip the poss ibility, for instance, 

-- -
to install two systems with thirty units of capacity 

instead of one system with ninety units of capacity if the 

required units are thirty-five. 

As seen in Figure III.2 the characteristics of the 

selected .cost - functions are such th.at- the costs incurred 

by adding a se.cond capacity of thirty units and using five 

units of that system is much higher than selecting a 

system with ninety units. The breakdown point of the two 

systems is at point (30,875). Until and including thirty 

units, system _ I is cheaper.' In the range between 

thtrty~one and ninety units system _ II is the cheapest; 

-fromniriety-one system III is the less costly. 

So. to cons ider a second system unit of the same system-

type will not be a~ optimal solution. It will only 

increase the size of the problem as well as the computer 

time. -
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\ 
I 

The. cost functions (Baybars, et.al., .. 1981) which are 

muitiple fixed charge in nature are graphically presented 

on Figure 111.3 are shown below. These are the cost 

functions utilized in the example problem solved in 

Chapter Vaf the thesis. 

530000 + 3l00x 

f(x)= 

870000 + 1077x 

~r 
I I 
I 
I 
I 
I 

~ 

30 

o <..x <30 -
30<x ~90 

. -

Figure III. 2 Cost Functions 
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Opposi te to. the. operational planning methods, the model 

developed· by Claus et.al. (1981) allows a global 

cost-optimal n·etwork which is subject to a certain set of 

constraints. His paper describes a practical planning 

problem, taken from the work of the "Network Planning. 

Department .. of the Telecommunication' Administration of the 

Deutsche. Bundespost". The actual planning problem is to 

. utilize· and to extend the. capaci ty of an existing burried 

cable network in such a way that all (future) traffic 

requirements are met by minimal costs~ 

The 'mathematical structure of the entire planning problem 

is 
, 

a c~i~ed-integer program. The decision variables are 

first, discrete digital syste~s· (PCM) set up on existing 

cable. lines and second, new cable links required in the 

future.' Furthermore; the formulation takes account of the 

circui t capacity of the system and path di versi fication 

required for reliability-reasons. 
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\ 
FORMULATION: . 

(1) Cost function: 
1'\' n~\ '" n 

min cost = .t .. <2. 2: c .. Z .. +2.2.a .. Y .. 
1. J ',:. \ Jo:. \-t\ 1. J 1. J ',,: .. \ j=\t' 1. J 1. J 

+ 22]..00000 p.. + 2. 2.. 100000 V .. ) 
\ "l 1. J t. j 1. J 

(2) Restriction of capacity: The flow on link (i,j) must 
" " 

be smaller than or equal to the existing circuit capacity. 

pl~s a· new circuit capaci ty achieved either by a new cable 

and/or by PCM systems (no PCM on new links) • 

. F.. L K.. + 27 p.. + Z .. 
1.J -- 1.J . 1.J 1.J 

One PCM~system enables 27 additional circuits to be set up 

on an existing copper cable. 

(3) Two-node connectivity: For reliability reasons, each 

source having more than. a certain amount G of traffic 

must 'beconnected via at least two node-disjoint paths 

Le. the flow on this link must not exceed .65% of the 

total requirements. 

k . k 
X .. .c.. 0.65 S 

1.J -
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For two or more parallel existing Ii nks, i.t yields: 

k L.' [k k X .. _m1n S iL .. J + 27 p .. 
. 1J. 1J 1J 

where' 

k . [ k t J min[0.65ski Ki j J L .. = m1n 0.65S ;Kij + 1J 
'1 
R .. = the circuit capacity of the 1J 

2 
K .. ~ = 

1J 
the circuit capacity of the 

(4) Flow conservation 

~ k = Sk 
. £... Xk· 
. j=-t' J 

k = l, ••• ,n 

F6r pos~ible transit nodes 

k· '" k "2,X .. - J!:.- X .. = 0 
'f!:k 1J \c.1e. Jl. 

first 

second 

link 

link 

I k 
Transit_ nodes' Tare only line-related nodes. The 

. 'circuits for all relations k remain seperated along the 

entire path.The elements k are manually selected to avoid 

unreasonable links. 

(5) Length Restriction: Cable paths w
k 

are not allowed 

to be longer . than 25 km. due to the low-frequency 

transmission technique. 

t. <:. 25 i
l
,i2 , ••• ~ Tk 

l·C -
1 

that means t(Wk) £ 25 
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where n = number of co~modities 

I = integer 0,1,2 ..• 

Sk = number of circuits demanded 

k 
Xij= flow of commodity k from node i to node j 

K .. = existing circuit capacity on link (i,j) 
1J 

Z .. = number of circuits to be newly installed on 
1J 

link (i,j) 

y .. = 1 if a new link must be installed between 
1J 

(i, j) 

= 0 otherwise 

p .. ,= number of PCM systems bet.ween (i~ j) 
1J 

v .. = 1 if at least one PCM system is installed 
l~ 

between (i, j) 

= 0 otherwise 

F .. = total flow on link (i, j) 
. 1 ~ 

=·2x~. + 2:.x~ . 
k. 1J Ie. J 1 

C .. = cost per circuit on link ( i, j) perkm. 
l.] 

a .. = fixed charge component 
1J 

. k 
T = set of possible transit nodes 

.t .. = distance between nodes i and j 
1J 

for 

wk = path between node k and center C 

G =lower bound for traffic splitting 

commodity k 
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Claus used a CDC Cyber 17.5 for his calcul<3:tions. Apex III 

was used as a mixed-integer program. The problem, with 

seven nodes is calculated in 470 seconds in 

straightforward use, in 200 seconds with addition 

constraint saying that an existing link shall only be 

extended'by PCM or new cable plants. 

Bay~ars et.al. (1981) considered the transmission network 

optimization problem on switching network. However-, most' 

European countries, 'consider. additional transmission 

centers as well the transmission. centers at switching 

centers' '(Evranuz, 1982), (Nivert, et:.al.,19~3) • This' new , 
., 

network i~ called as transmission network and it contains 
"" \ ' 

all vert:i.c\~ of switching network. Indeed, the switching 

network, is \somehow a hypothetic network and it shows the 

topology 0\ switching centers and trunk groups which­

connect the~., In real life, the trunk groups are routed 

via transmission nodes. The switching network is shown in 
\ 

Figure III. 3 .\a, and the corresponding transmission network 
. \ 

is shown in Figure III.3.b. 



22 

~~============~c 

A~--------------~ 

Fi gur e I II . 3 ; a Figure III.3.b 

The transmissiqn network in· Figure III .• 3.b contains the 
'. ' 

transmission node Eplus four transmission nodes at every 

four switching center. As seen in the Figure III.3.b, part 

of the trunk groups are routed via E., The other part of 

the trunk groups between A and B has a direct link as a 

second path. This application increases th~ connectivity 

(or availability)., On. the other hand, the link between, A 

and E carries some parts of trunk groups of AB, AD and AC. 

If that link is cut, those portions of trunk groups 

between the concerned relations are lo"st. 

At switching centers, the traffic is switched. However, at 

trans miss ion nodes there is no facili ty of' swi tching but 
. 

just multiplexing (COST PROJECT 201, 1980/1981). 

i' 
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\ 
Alternative routing is ,defined for switching networks. By 

multirouting (it is also called as diversification), a 

trunk group will be routed in more than one path. So, if 

one of the links on a path is cut, not all of the trunk 

groups for, that rela tio'n will, be lost. The formulation 

(Baybars, et.al., 1981) takes the alternative routing 

possibilities into account to increase the grade of 

service, but not the mUlti-routing in transmission. To 

increase the reliability, Baybars and.'> Kortanek put a 

constraint to ~uararitee th~t, not ill transmission systems 

will be of the' same type, but t'his is rather a weak 

protection ineasu're. They also specify the links as high 
\ 

usage, ~inkS and final choice links. In transmission 

networ.k~J, such .~ distinction on the transmission media is 

meaningless since a. link may carry high usage and final 
, \' 

choice tr~nk groups at the same time. 
, \ 

\ 
\ 
\ 
\ 



CHAPTER IV 

MATHEMATICAL MODELS 

As stated i.n chapter .II, the problem is to find a minimum 

cost transmission network which will satisfy the circuit 

requirements calculated by a previous model called as 

trunking analysis (COST PROJECT 201, 1980/81). So, the 

output of the first phase of the telecommunication network 

optimization problem constitutes ·the input of the second 

phase. 

transmi ss ion network problem has all the. 

characteristics of a mixed-integer problem. 
. "'. 

In. this 

chapter three models will be developed and the di fferences 

between these models will be pointed out.· 

The properties related with the problem are as follows: 

(i) The model. is determinis·tic. 

(ii) The flows are considered as undirected. 

24. 
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\ 
I 

(iii) The problem is considered static. 

(iv) The network topology (nodes and distances) is 

given;neither new links nor new switching equipment are_to 

be installed. 

(v) Each link cost associated with the installation of 

transmission systems is assumed to be a concave function 

of the link size (marginal cost decreases as size 

increases). This assumption is based upo~ the fact that 

the cost functions associated with installing t~ansmission 

system~ are concave I reflecting economies of scale. These 

functions may be d~composed approximately. -- into a 

fixed. charge and a ~ariable; part. The fixed charge part 

represents the initi~ investment cost of installing a 
. \ 

transmission system o~ a link for the first time whereas 
\ 

the variable cost par4 represents the cost of inst~lling 

the circuits of that s~stem. It's furthermore as~umed that 

both of these costs dep1end on the length of the individual 
\ . 

.\ 
links. (Evram.iz I 1981) I ~hat is the actual distance between 

i . 
the two points joined by\ that link·(Figure IV.I). 
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\ 
/ 

Figure IV.l Cost Functions 

(vi) There are alternate transmission systems such as 

\ 
\. , 

cables, satellites, microwave radios. 

\ (vii) In order to ensure system reliabil~ty, the flow 

\ between two demand points should not only be directed via 

\ a· certain path; in case of failure of a link, the demand 

\ on that relation 'should have the capabili ty to flow partly 

\ on another 
; 

route. 

multi-routing). 

(This application is called' as 
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I 

(viii) Mess~ge flows- have definite destinations and 

origins: each flow concerned with some deroahd relation is 

considered' as a different ib;!m. Thus ·the restriction that 

the flows from certain sources must be sent to certain 

sinks, makes the problem a multicomIIiodity problem 

(Baybars~ 1981), (Hu, 1970). 

IV.l Model I 

In addition to th~ above properties, one assumption will 

be included: there will be no prespecif}ed routes for each 

'flow r-~quirement. So,' a maximum graph which specifies the 

topology of the network will be considered (Hu,1970). This 

maximum graph is manually selected, and. is a subset of the 

complete graph. The purpose is to rout~ the flows in such 

a way that' the cost of installation will be minimum while 

satisfying all the generated demands between the nodes, 

regardless of the paths. 

Formulation: 

s ~ -s s 
Min Z= 2:F~. y .. +..:::;. c .. u .. 

;j~ ~ J ~ J. . 'jS ~]: ~ J 



\ 
\ 
I 

\ 
\ 
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-d j=p pq 

o j:j:p,q ~(p,q). 

d j=q pq 

. ( 2) 2. v1?~ - L u ~. = O· 
P'1 . ~J s ~J 

(3) 

. (4) 

u~. L.. ps y~. 
~J ~J 

s Y .. = 0 or 1 
~J 

s . 
. U ij f 0 

where (ij) denotes the 

(pq) denotes the 

p denotes the 

q. denotes the 

S denotes the 

Inputs are; 

d = demand value 
pq 

sink N q 
s fixE;!d charge F .. = 
~] 

s on the arc 

'Q ( ij ) 

\J(ij),s 

\/(ij),s 

v (ij), (pq) 

\I (ij ), (.pq) 

arc A .. 
~] 

demand' relation 

source node N p 

sink node N 
q 

system type 

from source N to the 
p 

of installing a system 

A .. 
l.] 
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s c. • variable u~it cost of installing 
~J 

one circuit of system s on the arc 

A .. 
~J 

pS = capacity of system s 

Decision Variables are; 

s 
Y .. = 0,1 integer variable indicating 
~J 

whether communication systems will 

be' installed on the arc A.. or 
~J 

not. 

vI?~ = arc flow on arc A .. with source 
1J ~J 

Np .and sink Nq • 

u7. = total arc flow on the arc A .. , 
~J ~J 

over system· s. 

The objective fUnction is the sum of the fixed costs of 

installing transmi ss ion systems and ,variable costs of 

installin9 circuits on the links of the network. 

constraint (1) provides conservation of flows: 

- the sum of flows diverging from a source and 

related with a requirement should equal the demand 

- the. sum of flows mergirigto a s in~ Nq and related with 

a requirement should equal the demand 
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\ - ,. 
- the flows. related with a certain requirement on 

intermedi~te nodes should-hot be lost. 

Constraint (2) is the redundant equation specifying the 

relation between the decision variables on the links. 

Constraint (3) limits the ar-c flow over system s on a link 

(i j ) . 

Constraint· (4) is the nonnegativity and integer 

constraints. 

The'." size of the problem is too large to consider; since 
\ 

\ 
the \problem assumes a maximum graph, each demand relation 

evalha t.es ~ach· 1 ink. The relationship between each two 

adjaJ~nt links are considered for each relation. 

\ . 

IV.2 M0del -II 

\ 
\ 

Model II is a simplified version of the pl:"oblem and 

assumes a network with predetermined routes for._ each 

demand~elation. In order to avoid dependency only on one 

route,· a reliabili ty constraint is added to the model 
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which guarantees that at least a specific percentage 9 f 

the circuit demand will be routed on another route. 

* Formulation: 

(1) 2:. 
s 

(2) ~ vn 
n pq = d 

pq 

(3). 

(4) 

(5) 

s s S 
u .. ~ p Y .. 
~J ~J 

s· Y .. = 0,1 . ~J 

u~. ) 0 
~J 'I 

n 
v h 0 pq I 

= 0 \{(ij) 

.¥(pq) 

'.J (pq) , n 

'1 (ij),s 

'J(ij),s 

'V(ij),s 

Y (pq) , n 

* The author, wishes to acknowledge Mr.' <;etin. Evranuz' s 

. J:lel.p and ·guidance in the de~elopment of this model,; 

- 1 
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where n denotes the alternative path 

kn is reliability parameter associated with the 

alternative path n. 

I is the set of links (ij) belonging to the pq,n 
th 

n path of the relation pq. 

Decision Variables are: 

s Yij = 0,1 integer variable ~ndicating 

whether communication systems wil~ be 

Constraint 

installed on the arc A .. or not. 
~J 

s' 
u.· = total arc flow on the arc A. " 

1J over system s. .' \~ . 
. n . \ 
Vpq= arc flow over. path n belOngin~ 

\ relation (pq) i 
\ 

\ 
I 
I 
\ 

to 

(1) specifies that the sum of flows , 
'. 
'. 

on arc 

A .. over system s is the sum of flows of relation (pq) 
~J 

having an alternate route passing by (ij). 

Constraint (2) indicates that the sum of flows of relation 

pq over all its alternative routes should satisfy its 

demand. 

\ 
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Constraint (3) is the reliability constraint providing 

that the flows be distributed among the alternative paths 

on a prespecified percentage, regardless of economies of 

scale. 

Constraint (4) is the capacity constraint. 

IV.3 Model III 

A slight variation made to model II results in model_III~ 

namely, the variable cost is not considered. 

Formulation: 

(3) 

Mi n . Z = 2. F~. y~. 
iJS l. J l. J 

Y (pq) 

\j (ij) 

'vj(p,q),n 
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\ 

(4 ) Y7; = 0 or I V (i, j >., s~ 1J 

v n 
~ pq 

'0 'Y (pq),n 

As it is seen on the formulation, the decision variable 

s 
u.. of model, II is not considered here. In ·this cas'e, 1J 

the model does not give the information about the 

distribution of flows over different types of systems on a 

link. Once a system ~s installed, the variable costs being 

not considered in this model, the number of circuits used 

do not a£fect the incurred system cos~. SOi the existence' 

s of the variable u .. is not necessary for this model. 
1J 

Constraint (I )' states that the sum of flows of· the 
, \ 

alternative paths concerning. a\ certaln demand relation 

should at least equal that deman~: (Since additional flows 

don't charge any variable cost, there can be more than the 

demanded circui ts in the capa'ci"ty ~ange installed). 

, "," \'" 
, \ 

Constraint (2) states' that the sum \ of all flows on a link 
\ 

A.,. should at most equal the total c;apac i ty of the I ink. 
1J 

The di fference is that in model I I the totC!-1 flows 

should equal the demand while in model I I I it can be e.qual 

or greater since an additional flow in the capacity range 

does not 'cause any additional cost once a system is 

installed. 



CHAPTER V 

NUMERICAL RESULTS 

The mathematical models presented- and developed in chapter 

IV are solved by means of the functional' mathematical 

programming package called FMPS [11] on Univac 1106 Data 

Processing System which uses a branch and bound algori thni •. 

V.l TEST NETWORK 

The test network represented in Figure V.l is a part of 

the Irish Telecommunication Network and it is commonly 

used by eleven European Countries in the· context of COST 

(European~ CO-Operation in Scientific and Technical 

Research) , PROJECT 201 : "Methods for Planning and 

Optimisation of Telecommunication Networks". The switching 

nodes. and the transmission nodes are denoted on' the test 

network in Figure V.l by squares (D) and circles . (0) , 

respectively. The switching nodes numbered as 1,2,3,4,5 

and 6 are the originating and terminating nodes of trunk 

groups, whereas the transmission nodes denoted by 1,8 and 

9 constitute the junctions (or mUltiplexing nodes over 

which the trunk groups are routed). 

35 
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\ 

The sixteen links between nodes are denoted by A through P 

alphabetically. 

V.2 INPUT DATA 

All, input. data is taken from COST PROJECT 201 except. for 

the system capacities and the related cost figures. These 

ffgures provide a better analysis - and . are taken from· 

Baybars et.al. (1981), because of the limited number of 

al ternati ve transmiss ion . systems . in the original probl·em 

of Irish Telecommunication network. 

V.2.1 Distance Matrix 

The symmetric distance 

indicates the· length of 

source i and the sink j. 

\, 
\ 

\ 
\ 
\ 

matrix given in Table 
\ 

each e,xisting link between 
\ 
\ 

\ 

V.l 

the· 
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;j 

Figure V.I Test Network 
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Table V.l. Distance Matrix (Kilometers) 

~ 1 2 3 4 5 6 7 8 9 

1 11 64 26 

2 75 144 20 

3 75 - 40 15 46 

4 30 

5 144 40 30 

6 15 90 75 

7 11 90 
, 

8 64 75 98 

9 26 20 ·46 98 

10 14 30 30 

V.2.2 System Costs and Capacities 

System- capadities and the reiated cost figures are 

,tabulated in Table V. 2. The costs are the Turkish Lira 

conversion of Baybars I s cost figures, based on the 

e~c~ange rat~ of. 1 U8$=200 TL.-. 

: 

10 

14 

30 

30 
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The mUltiplication of the unit costs by the corresponding 

lengths of the links is detailed. in Appendix A. 

The operating costs of the transmission systems being 

negligible with respect to the variable costs (oral 

communication - Mi~s Arlanoglu from N'eta~) are not taken 

into account in this study. 

Table V.2 Capacity and Cost Figures 

System 

I 

System' 

II 

Capacity 

30 

90 

V.-2.3 Demand Matrix 

Fixed Cost/km 

10.600.000 

17.400.000 

Variable .Cost/km '. 

62.000 

21.500 

The demands between switching centers are shown in. Table 

V.3 .. As stated in Chapter IV, the links being undirected, 
-, . 

the demands on the same link but in opposite directions 

are to be additioned. 
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\ 
I 

Table V.3. Demand Matrix 

1 2 3 4 5 6, 

Node 

1 23 18 40 52 35 

2 49 30 6' 6 

3· 30 16 

4 30 

5 18 

6 14 

.; 

V-2.4 Alternative Paths 

\ 
This input section is relevant only 

\ 
for the second and 

\ 

third type mathematical models, the 

\ 
maximum graph \ without specified 

first one being a 

routes. The demand 

originated betw~en two nodes can be routed via di fferen't 

paths and thus allocating the demand onto various paths to 

increase the reliability; in case. of failure of one link 
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on a ~ath, only a portion of trunk groups will be lost. In 

this test network, cons idering . the three shortest paths, 

three alternative paths which are not necessarily disjoint 

are selected manually for' each relation. These paths are 

tabulated in Table V.4. 

Table V'.4. Alternative Paths 

Origi~ating Terminating 

node node Path 1 .Path 2 Path 3 

1 2 1,9,2 1,8,9,3,2- 1,7,6,3,5, 

1 3, 1,7,6,3 1,9,2·,3 1,8,9, 

1 4 1,9,2,10,4 1,7,6~3,5,4 1,8,9,3,2,5, 

1 5 1,7,6,3,5 I, 8 , 9, 3 ; 2 , 5 1,9,2,10, 

1 6 1,7,6 1,8,6 1,9;3, 

2- 3 2,3 2,9,3 2,5, 

2 4 2,10,4 2,5,4 2,3,5, 

2 5 2,5 2~10,5 2,3, 

3 6 3,6 3,9,8,6 3,9,1,7, 
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\ , 
V.3 SOLUTIONS 

The three models presented in chapter IV are attempted to . 

be solved. 

V . 3.1 r-lodel I 

The size of this model with maximum graph applied to the 

test' . network is very large to handle. The program was 

unable to find any feasible solution by the end of 20 

minutes of CPU time on the Univac 1106 system. Although 

thelimi ts of the FMPS parameters such as FCUTOFF, 

IZTABZS', IENDNODE are progressive,lly increased in several 

::::::~. nOusafg~eas::~: ;:l::iO:im::ed O:::in::~ :aic:ciene t:: 
rather srw, getting·a solution for this model is given up. 

\ 
V.3.2 Mod~l II 

\ r 
As mentioned in Chapter IV, this model is completely 

\ 
different I, from the, first model. For every trunk group 

relation three 'alternative paths are specified over which 

the trunk groups requirements will be routed. The model 

can select one, two or three paths according to the 
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reliabili ty co.nstraints and cost: optimization. The model 

also determines' the amounts of trunk groups which will be 

routed over each path. 

The model is run for three di f'ferent reliability measures. 

The first run do not consider a reliability constraint. 

The parameters used iIi the second and third are 70% - and 

40%, respectively. These figures are selected in order to 

guarantee the distribution of the demand at least over two 

and three -routes. The model should be tested y.li th several:­

different parameter value~ in order to make a better 

analysis. The rel'iabili ty measure values employed here 

correspond to different level of service. The relationship 

governing this correspondence is, rather complex and no 

a ttempt has been made to trans'late each reliabili ty 

measure to its corresponding level of service value. The 

only hint we have here is that 'an increasing reliability 

measure i'mplies an increasing level of service. 

V.3.2.l Solution 1 

In the first run, no reliability constraint is considered. 

The model is 'free to choose the paths .. The goal is to meet 

the demands in the most economical way. In the problem, 

there are 32 integer variables, 59 continuous variables 



\ 
\ 

\ 
M 

44 

\ 

Figure V. 2 Network Generated by SO.lution I 
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and 57 constraints. Figure V.2 shows the' network generated 

after 13.08 minutes of computer time. The optimal resul·ts 

are found in branch numbered 829, at iteration 2422. 

Hain results concerning system type choice are listed in 

Table V.5. 

Table V·.5. System Choice-Solution 1 

System Chosen Used Unused: 

Link. Source Sink Type Capacity Capacity Capacity 

A 1 7 II 90 83 7 

B 1 8 II 90 80 10 

C 1 9 II 90 90 0 

D 2 3 II 90 90'· 0 

E 2 5 

F 2 9 II 90 90 0 

G 2 10 II 90 90 0 

H 3 5 II 90 46 44 

I 3 6 II 90 90 0 

J 3 9 II 90 86 4 

K 4 5 

L 4 10 II 90 64 26 

H 5 10 I 30 26 4 

N 6 7 II 90 83 7 

0 6 8 

p 8 9 II 90 80 10 
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\ 
As seen from Figure V.2 and Table V.5, 13 links out of 16 links 

are used. System II is chosen for all links except for the lin 

M. The second type transmission systems are mostly preferred i 

order to get the benefit of economies of scale. 5 relations ouj 

of 9 are routed in t.wo paths in this solution. The minimum tota1 

cost minized equals 10.485.978.414 TL.-.The distribution of the 

trunk groups on the alternative paths is shown in Table V.6. 

Table V.6. Distribution of Trunk Groups-Solution 1 

Source Sink Demand Path 1· Path 2 Path 3 

I 
': 

J 1 \ 2 72 40 32 

~ \, ';3 48 48 

4 40 40 

,1 \ 5 52 45 .:.. 7 

1 \ 6 35 35 

2 \ 3 60 57 3 

2 \ 4 24 24 

2 \ 5 20 19 1 
\ .3 6 48 45 3 1 

\ 
i 
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'V.3.2.2 Solution 2 

'r1le second run includes the rel iabili ty cons traint which 

guarantees 'the use of at least two paths for every' trunk 

group relations. This is achieved by specifying that the 

flow on each path ,will'be at most 70% of the demand. The 

optimal, resul ts found at iteration 4829, branch I~Ol, at 

the end of 20.24 minutes of computer time 'are listed in 

Table V.7 an~ Tabl~ V.8 and the resulting network is shown 

in Figure V.3. The objective function value is equal to 

12.109.445.402.-TL.. The number of coristraints was 

increased from 57 of solution. 1 to 84 at this solution. 

This time, the number of unused edges dropped from 3 to 2. 

More importantly, two transmission systems are used 

together on the links C, F, and J. Only one link K pas 

only system I with 30 capacity. In the solution, there is 

no relation for which all three paths are used. 8 

relations use the first choice paths, 4 relations' use the 

second' choice paths and 6" rela tions' use third choice paths. 
. ." I 
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Figure. V.3 Network Generated by Solution 2 
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Table V.7 System Choice-Solution 2 

Sys.tem Chose'n Us~d 

Link Source Sink Type Capacity Capacity 

A 1 7 II 90 85 
B 1 8 II 90 70 
C 1 9 I,ll 30,90 30,90 

D 2 3 II 90 90 

E 2 5 

F 2 9 I,ll 30,.90 '26,90 

G 2 10 II 90 90 

H .3 5 II 90 46 

I 3 6· II 90 90 

J 3 9 I,ll 30,90 24,90 

K 4 5 I 30 19 

L 4 10 II 90 45 

M 5 10 II 90 45 

N 6 7 II 90 85 

0 6 8 

p 8 9 II 90 70 

Unus'ed 

Capacity 

5 

20 

0 

0 

4 

0 

44 

0 

6 

11 

45 

45 

5 

20 
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\ 
Table V.8 Distrib6tion of Trunk Groups-Solution 2 

Source Sink Demand Path I Path 2 Path 3 

1 2 72 36 36 

1 3 48 14 

I 4 40. 28 12 
1 5 52 20. 

1 6 35 25 

·2 3· 60 40. 20. 
2_ 4 24 17 

2 5 20. 13 

3 6 48 34 

\, 
\ V.3.2.3 Solution 3 
\ . 
\ 

\The third run increases the measure of reliability by 

~ .. 
ppec~fy~ng that each path can carry at most 40.% of the 
1 . 
I 
~emand. So the usage of all the 3 paths are required but 
, 
tihe distrib.ution among these paths are to be determined. 

The size of the problem is the same as of the second 

solution. Total cost amounts to 15.652.868~633.-TL at the 

end of 8.57 minutes of computer time, at ,iteration 1982, 

34 

32 

10. 

7 

7 

14 
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Figure V.3 Net,Work Generated by SOlutioiJ 3' 
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and branch 499. The resulting network and the 

corresponding results ar·e shown in Figure V. 3 and Table 

V.9 and Table V.IO. 

Table ·V.9 System Choice-Solution 3 

System Chosen 

Link Source Sink' Type Capacity 

A 1 7 II 90 

B 1 8 II 90 

C 1 9 I, II. . 30,90 

D 2 3 II 90 

E 2 5 II 90 

F 2 9 II 90 

G 2 10 II 90 

H 3 5 II 90 

I 3 6 I,I! 30,90. 

J 3 9 I,ll 30,90 

K 4 5 II 90 

L 4 10 I 30 

M 5 10 I 30 

N 6 7 II 90 

0 6 8 I 30 

p 8 9 II 90 

Used 

Capacity 

90 

75.·3 

11.7,90 

90 

77.3 

90 

54 

85.3 

12.7,90 

30,90 

38 

26 

28 

90 

29.7 

83.7 

Unused 
\ 

Capaci ty 

0 

14.7 

18.3 

0 

12.7· 

0 

36 

4.7 

17.9 

0 

52. 

4 

2 

0 

0.3 

6.3 
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\. 
In the solution ali links: are used. Unexpectedly, the 

number of links which use only the first transmission 

system are increased from· 1 to 3. The number· of links 

using both systems are 3. 

Table V.IO Distribution of Trunk Groups-Solution 3 

Source· Sink Demand Path I Path 2 Path 3 

1 2 72 29 27.7 15~3 

1 3 48 17.3 11.7 19 

1 4 40 16 16 8 

1 \5 52 21 10 21 

1 \r 35 10.3 10.7 14 
., 

2 3 60 23.7 12.3 24 

2 '.~ 24 10 10 4 

2 20 8 7 5 

3 6\ 48 19 19 10 
\ 
\ 
\ 
\ 
\ 
1 

\ 
\ 

V.3 :3 Model lIn 

It is a modified version of model II. The aim is to test· 

the -significance o~ variable portion of· transmission 

t So the mode.l is changed as stated in systems cos s. 

·1 
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Chapter IV. The size of the 
. ~ 

model is decreased. It 

.cons ists now of 32 integer variables with 20 continuous 

variables. The model with 40% reliability meas~re is run 

and the new objective fUnction value' amounts to 

14.123.400.000 TL. The network is presented in Figure V.4 

and the results are listed in Tab~es V.ll and V.12. 

Table V.ll System Choice-Model III 

System Chosen Used* Unused 

Link Sourc~ Sink Type Capacity Capacity Capacity 

A 1 7 II 90 90 0 

B ·1 8 1;1 90 75.5 14.5 

C 1 9 I,ll 30,90 11.5,90 18.5 

D 2 ·3 II 90· 90 0 
., 

E 2 ? II 90 88 2 

F 2 9· II 90 90 0 

G 2 10 . II 90 54 36 

H 3 5 \ II 90 85 5 \ 
\ 

I 3 6 \ I,ll 30,90 13,90 17 

J 3 9 \ I,ll 30,90 30,90 0 
I 

K 4 5 \ II 90 38 52 , 
L 4- . 10 \ I 30 26 4 

I 
I 30 28 2 M 5 10 , 

N 6 7 II 90 90 0 

0 6 8 I 30 30 0 

p 8 9 II 90 83.5 6.5 

. can be· determined either by the program or * The capaci tl.es 

summation of the link flows. 
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\ 
Table V.12 Distribution' of Trunk Groups-Model III 

Source Sink Demand 

1 2 

1 3 

1 4 

1 5 

1 6 

2 3 

2 4 

2 -S 

3 6 

\ 

\ 
.; 

\ 
V'.4, OVERALL DISCUSSION 

\ 

72 

48 

40 

52 

35 

60 

24 

20 

48 

Path 1 Path 2 

29 21. 5 

17 12.5 

16 10.5 

21 11 

10 11 

23.5 12.5 

10 .10 

8 8 

19 19 

Path 3· 

21.5 

18.5 

13.5 

20 

14 

24 

4 

4 

10 

\ 
As· expected, improved reliability costs more. As the 

\ 
1 • • h t h number 9f paths lncreases, ln ot er erms t e upper limit 
\ 
\ 

of the;' flow on a path decreases, the total cost 

increases. vli th two-forced paths, the total cost is 

increased by 15% compared with the case of one-forced 

path. For the three-forced paths, the' cost is increased 
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28% with' respect to the second case and 48% wi th respect· 

to the first case. 

The variations. in the system choice depending ·on the. 

reliabili ty measures are summarized·· in Table. V.13 and 

Table.V.14. 

Table V.13 System Choice ~omparison of The Three Solutions 

Link' 1st run nd 2 run rd 3 . run 

A II II II 

B II II II 

C II I,ll I,I! 

D II II II 

E II 

F II I,ll II 

G II II II 

H II II II 

I II II I,ll 

J 1-1 I,ll I,ll 

K I II 

L II II II 

M I II .1 

N II II II 

0 iT 

p II II II 
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Table V.14 Comparison of The Three\solutions 

1st run (no) 2nd run(%70) 

Cost (TL) 10.485.978.414 12.109.445.402 

CPU time (min) 3.277 5.739 

Iteration no. 

Branch no. 

2422 

829 

4829 

l.lOl 

" 3 rd rune %40) 

15.652.868.633.-TL. 

2.340 

1892 

499 

Another important point is that there is no change in the 

values of binary variables of the 40 % reliability 

constraint with and without variable costs. That is all 
\ 

transmission \\ystems selected are the same in both 

solutions bl.l't tihe num~er of circuits which are put in each 

system are d~fkerent. The' percentage of unused capaci ty . . . \ 
decreases by,6.4% if variable costs are not considered. As 

expected, in th~ run with variable costs, the model looks 

\ for cheapest patlls as much as possible, whereas in the run 
\ 

withou't variab1e\ costs the model tries to distribute 
. \ 

t 

evenly the circui 1:s requirements among paths., 
. " 

It ,is easily seen that if the variable costs are applied 

on the, used capacities of the last run then, the total 

variable costs amounts to 1.569.800:000 TL.;... approximately 

.. 
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(Ap~endix B)~ The total. costs increasing to 15.721~400.000 

TL.- will. exceed the total costs of the third run by 

68.532. OOOTL. - • The. difference between the .evenly routed 

flows in model III and the cheapest routed flows in model 

II being around 0.44% for the case discussed is 

negligible. So, the third model brings a small variable 

cost increment, but saves a lot of computer time with its 

size decreased. 

The comparison of the three solutions of model II shows 

that the transmission node numbered as 7 is a r.edundant 

one. Since in all the three cases it only transmits the 

flows between link A" aqd N"" and it does not have" the 

mUltiplexing function, the r~sult will not change if it 

is taken out. The elimination of one node and· one link 

will. also decrease the size of the model; two integer 

variables and two continuous variables may be taken out. 

Finally, consideration of one . link instead of· two will 

cause a decrease of total system cost. 



CHAPTER VI 

CONCLUSION \ 
\ 

AND 

SUGGESTIONS FOR FUTURE WORK 

In this thesis, the problem of optimal planning for 

telecommunications networks are studied. For 

telecommunications networks, the planning prosess consists 

of two major stages; The first stage defined as swi tching 

network optimization problem, translates the originating 

traffic demand into traiismiss ion .channels or· trunks. The 

output of. this stage is the list of trunks between all 

swi tching cente·rs;. The 'second stage of the planning 

process conside.rs\ the .. trunk group requirements as inputs 

to a facilities. Ja.anning' model by which the routings of 
. . . \, 

trunk groups ove~ the transmission networks and the 

6a~acities of facilities are determined. 

\ 
In an· investment-expansion planning problem, the major 

\ 
issues ar.e· the capacities, times, and locations of the 

\ 
investment-expans ion \ decj.sions. In this problem the 

59 
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\ 
capadities are defin~das the number of trunk groups and 

'-

the locations are c"onsidered as links on which facilities 

are installed. The problem is not formulated as 

time-phased, and is solved for a target network which 

reflects the demand at the end of the planning horizon. 

This is not a real drawback for the case of a country such 

as Turkey which faces a great deal of unsatisfied demand. 

The models developed can be' easily modified to be 

time-phased, but the necessary computer time will be 

further increased. 

In this study, another dimens ion, technology or type of 

transmission systems, which is general-ly not considered in 

otheif stUdi~s is introduced. The cost function reflecting 

econqmies of scale in investment costs are concave. 
. . \' 
Furth'frmore, the introduction of technologies of 

transiliission system causes jumps at these concave cost 
- \ - - -

functi~ns- and -makes the problem harder to be solved. Most 

\ 
of tht heuristic procedures (Evranuz, 1981), (Ulusoy, 

1981), \ (Yaged, 1971) do not take the technologies of 

transmiission syst~ms on the same 1 ink into account. 

The formulation also takes the re~iability constraints 

into account. The trunk ". groups can be -required to be 

.j 
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routed in more than' one path to guarantee that not all 

trunk groups are lost when an edge is cu·t. 'This feature is 

used before by Claus et. al. (1981),' only fO'r a special 

type network (a star-type network). The way of their 

"formulation might cause' some problems· for a general 

network. 

Three different models have been developed and numerically 

tested on' a network which is aparj: of Iris~ 

Telecommunications Network. An important point" 

emphasize is. that more reliability costs more. To ensure_ 

the reliability; additional transmission systems are 

needed and trunk gr.o\lps are routed in longer paths. This 

may cause the increases in the ratios of" capacities used 

on the systems. 

Another point is that the variable costs can be neglected 

when compared to fixed costs; this wi 11 provide the same 

or very similar installation pattern and will take less 

computer time. 

The problem can be defin!=d as capacity expansions planning 

problem by taking the existing networks into account. The 

sam"e model can also be "used for this pur.r:>0se. When this is 
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One way to test the reliability (or availability) is to 

evaluate the grade of service that will be practised in 

case of failures. In that case, the trade-off between the 

costs of reliability and increases 

should be looked for. To increase 

in grade of service 

the reliability in 

failure. cases, the overprovision (provide more circuits 

than optimum value) and stand-by facilities might be 

considered. 

To achieve more evenly distribution of the circui ts and 

consequently better reliability, it can be suggested first 

to optimize the structure of the transmission. network and 

thEm finding the optimum circui t touting on that network 

structure. 

Finally, to handle bigger real life networks the 

development of more accurate and, efficient heuristic 

algori thms should be, deveioped. 
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APP·ENDIX A 

COSTS OF TRANStn SSIONS 

ON 

DIFFERENT LINKS 
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\ 
Table A.1"c6sts of Systemr (TL) 

Link 

A 

B 

C 

D 

E 

F· 

G 

H 

r 
.T 

., K 

L 

M 

N 

0 

p 

Length 

(km) 

11 

64 

26 

75 

144 

20 

14 

40 

15. 

46 " 

30 

30 

30 

90 

75 

98 

Fixed Cost 

(106 TL!km) 

1,166 

6,78.4 

2,756 

7,950 

15,264 

2,120 

1,484 

4,240 

1,890 

4,876 

3,180 

3,180 

3,180 

9,540 

8,250 . 

10,388 

variable Cost 

(0.62 TL!km) 

6.82 

39.68 

l.6.12 

46.50 

89.28 

12.40 

8.h8 

24.87 

Q.30 

28~52" 

18.60 

18.60 

18.60 

55.80 

46.50 

60.76 
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Table A.2 Costs of System II (TL) 

Link 

A 

B 

C 

D 

E 

F 

G 

H 

I 

J 

K 

L 

M 

N 

0 

p 

. Length 

(km) 

11 

1)4 

26 

75 

144 

20 

14 

40 

15 

46 

30 

30 

30 

90 

75 

98 

; 

Fixed Cost 

. (174 TL/km) 

1,914 

11~136 

4,524 

13,050 

25,056· 

3,480 

2,436 

6,960 

2,610 

8,004 

5,220 

5,220 

5,220 

15,660 

13,050 

17,052 

Variable Cost 

( 2 .1 S TL / k m ) 

2.36 

13.76 

5.59 

16.12 

30.96 

4.30 

3.01 

8.60 

3.22 

9.89 

6.45 

6.45 

6.45 

19.35 

16.12 

21.07 
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APPENDIX B 

COST COMPARISON OF MODEL II, SOLUTION ~ 

WITH MODEL I,ll. 
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Table B.l Va~iable.Cost Calculations for Model III (TL)· 

Link Amount (Circuits) Unit Cost Cost 

A 90 2.36 212.85 

B 75.5 13.76 1,038.88 

C 11.5, 90 16.12, 5.59 188.07 

D 90 16.12 503.10 

E· 88 30.96 1,451.25 

F 90 4.30 2,724.48 

G 54 3.01 387.00 

H 85 8.6p 162.54 

I 13, 90 9.30, 3.22 .731.00 

J 30, 90 28.52, 9.89 117.80 

K 38 6.45 290.25 

L 26 18.6 855.60 

M 28 18.60 890.10 

N 90 19.35 245.10 

0 30 46.50 483.60 

p 83.5 21.07 520.80 

TOTAL = 15,698.26 * 100,000 = 1,569,826,000 TL.-. 

,. 
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APPENDIX·C 

COMPUTER OUTPUTS 
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MODEL II SOLUTION 1 

\ 
\ 
\ ~ 
i 
\ 
\ , 





6/83 
- -~.~---'--'- --_ .. - .- 0-. 

_ •• T 

.. 
.. -

- .~. - : - -- -. I 

'ION 1 - ROViS PRH1AL-DUAL OUTPUT 

,ER .. Nl'Jv'JF. .• AT .'.ACTIVITY.~ SLACK ACTIVI'Ff \ . LOWER LHlIT- .UPPER LIt,aTl 
4-8 R22 BS 24.00000 NONE 24.00000. 
49 R23 BS 19.00000 1.00000 , NONE 24.'00000·: 
50 R?4 BS 1.00000 19.00000 \ NONE: 24.00000i 
51 R25 BS 45.00000 3.00000 \ NONE 48.00000 , 

t 
52 R26 BS 48.00000 

\ 
NONE 48.00000. 

53 R27 BS 3.00000 45.00000 NOlm 48.00000' 
54 Pl UL \ NONE 
55 P2 BS -7.00000 7.00000 \ NONE \ 
5·6 ! \ 

. 
P4 UL NONE 

57 P5 BS -10.00000 10.00000 NONE 
-58 P7 UL -\ NONE 
59 P8 UL '\ NOl\'E 
60 Pl0 UL NONE 
61 Pll UL -, NONE \ 
62 P13 UL NONE 
63 P14 UL' NONE 
64 - P16 UL NOl\;E 
65 P17 UL NONE 
66 P19 UL NONE 
67 P20 UL NONE 
68 P22 UL NONE 
69 P23 BS -44.00000 44.00000 " N-OKE 
70 P25 UL .NONE 
71 P26 UL :t-JOKE 
72 P28 BS NOl-;"E 
73 P2? BS --4.00000 4.00000 l\!m\'F 
74 P]"l BS NONE 
75 P32 BS NOKE 
76 P34 BS NONE 
77 P35 ES -26.00000 26.00000 NOJ:E 
7[3 P37 BS -4.00000 4.00000 t:rOl~E 

79 P38 UL Fm::E 
80 P40 UL NOFE 
81 P41 -ES -7.00000 7.00000 Nm\'E 
82 P43 UL ' 1';;01\'E 
83 P44 UL Nm';E ' . 
84 P46 UL NOKF 
85 P47 BS -10.00000 10.00000 NQNE 

I 

\ 
'-





---- . " 

/l h / 83 

- , 

I 

eTION 2 - C,OLDr'JNS PRHlJI.L-DUAL °YTPUT 

~mER .. NAME .. AT . . ACTIVITY .. . INPUT COST . . LOWER LDlIT .UPPER LIl>HT 
133 ITB2 BS 46.00000 ,8.60000 NONE· 
134 UI1 . BS 9.30000 NONE 

' .. 

_~35 UI2 
, BS 90.00000 3.22500 'NONE. 

136 UJ1 LL 28.52000 NONE 
137 UJ2 BS 86.00000 9.89000 NONE 
138 UKI LL 18.60000 NONE 
139 UK2 LL 6.45000 NONE 
140 ULI LL 18.60000 NONE 
141 UL2 BS 64.00000 6.45000. N'O}:E 
142 .mll BS 2fi.ooono 18.60000 1'; ONE 
14;3, Ul>12 . BS 6.45000 NONE 
144 UNI LL '.55.80000 · NOl'7E 
145 UN2 ,BS 83.00000 19.35000 NONE 

'146 UOI LL 46.50000 NORE 
147 U02 BS . , 16 .. 12500 NONE 
148 UPI LL 60.76000 K01"£ 
149 UP2 BS 80.00000 21.07000 NONE I 
150 VII BS 40.00000 NONE 
151 V12 BS 32.00000 NOl~:r; 

152 V13 LL NO!~E 

153 V21 LL NONE 
154 V7.2 BS NOl-7E 
155 \723 BS 48.00000 Km~E 

156 \131 BS 40.00000 I\O~~E 

157 .\732 BS Ko!\'E 
158 V33 .lili l'IO~':F 

159 '¥'41 BS 45.00000 NUKE I 

160 \,742 BS · FOl,E 
161 V43 BS 7.00000 17 OI-:! E 
162 V51 BS 35.00000 :tZ'O~E 

163 '1.752 BS NO~~E 

164 V53 LL NOh'E 
165 V61 BS 57.00000 · . KO~T 

166 '1.762· BS 3.00000 l\O~'~E 

167 V63 LL NO!'-;E 
168 V71 BS 74.00nOO 1'7m7E 
169 V72 LL . NONE 
170 V73 BS NONE 
171 V81 LL I · NONE 
172 V82 BS 19.00000 NONE 
173 V83 BS 1.00000 NONE 
174 v91 BS 45.00000 NOl'7E 
175 V92 BS NONE 
176 V93 BS - 3.00000 Nm·7E 
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HODEL II SOLUTION 2 

\ 

\ 



-,"; 

. 
". 

16/B3::- ' .-
" 

-~. _. I 

nON 1 - ROWS 

3ER .. NAVE .. AT 
1 COST FR 
2 Cl EO 
3 C2 EO 
4 C3 EO 
5 C4 EC! 
6 C5 EO 
7 C6 EO 
8 C7 EO 
9 C8 EQ 

10, C9 EO 
11 CID EQ 
12 Cll EQ 
13 C12 EQ 
14 C13 EO 
15 C14 'F'(l 
16 C15 EO 
17 ,C16 EO 
18 Dl EO 
19 D2 EO 
20, D3 EQ 
21 D4 EO 
22 D5 ' EO 
23 D6 FO 
24 D7 EO' 
25 D8 F0 
26 D9 EO 
27 PI 2S 
28 Ft2 BS 
29 R3 3S 
3D R4 BS 
31 RS SS 
32 R6 L'L 
33 R7 UL 
34 R8 BS 
35 R9 3S 
3fi RID BS 
37 Rll BS 
38 R12 BS 
39 R13 UL 
40, R14 BS 
41 R15 BS 
42 R16 B~\ 
43 R17 BS\ 
44 RIB BS 
45 R19 UL 
,46 R2D BS 
tl7 R21 BS 

PRIMAL-DUAL' OUTPUT , •• 

.. !,.CTIVITY. . SLACK 'ACTIVITx 
1210,94.45402 \ - !i2iD9+D6 

72.0,0,0,0,0, 
48.QDDDD 
40.00,0,0,0 
52.DOOGD 
35.0,0,0,00 
60.0,00,0,0, 
24.0,0,0,00, 
20,.00000 
48.DODon 
3fi.OOOOO 
3(-;.DDD()0 

14.000,00, 

34.0,0,0,0,0, 
28.0,0,0,0,0 
12.0,0,0,00 

20.0,0,0,00 

32.0,0,0,00 
2S.DDODO 

10,.0,0000, 
40.0,0,0,0,0' 
20,.0,0,000, 

17.00,0,00, 

7.00000 

; , 

\ 
i 
l 
\ 
\ , 
\ 
\ 

\ 
.:\ ' 

" 

\ 

14.0,0,0,00 
14.0,00,0,0, 
50.0,0,00,0 
20,.0,0,0,0,0, 
34.0,0,0,00, 

16.0,0,0,00 
28.00,0,0,0, 
16.0,0,00,0, 
36.00000 

4.0,0,0,00 

25.0,0,0,00 
15.0,00,0,0, 

2.00,0,0,0, 
22.0,0,0,0,0 
42.00,0,0,0 

17.00,0,00, 
10.0,0000 

.LOYlER LHHT • UPPER LHHT 
NONE NONE 

, " 

' . 
. , 7 2'~ 0,0,0,00, 72.0,0,0,0,0

1 48.0,00,00 48.0,00,0,0, 
4D.DDono 40.0DDDOl 
52.0,0,0,00, 52.0DDOC

1 
35.00,000 35.0,0000 
60,.00,000 6'o.000Del 
24.00,0,00 24.0000°

1 

20,.0,00,00, 20.0000e 
48.0,0,000 48.00,0,00 

NO~':E :::n o,nooel -..IV.. ' ...... 

NO~:;-E 50 ;oDooel 
l'~O~:E 50.Doooe 
NOXE 

' I 

34.DOOOOj 
l;C~\E 34.o,OODC 
l":',~'-i:" 34.Doooel !.' '.-':"t..l-; 

~"n"-'" 28.DDOOq "v.'~ 

I~O~:E 28.0Dooei 
l'7C:'~F 28.0Dooel 
N01';E 36.Doooel 
l'm:'~F 36.DDDOCI 
Nm,E 36.000DC I 
NO!\E 25.00DOCI 
NOKE 2S.000DC 
NO:7£ 25.DDODe: 
NONE 42.DODOC: 
NOXE 42.0DOOC 
1"OKE 42.0DOOC. 

I 

NO~·JE 17.0000C: 
NOFF. 17.00,0,00: 
HOKE 17.DODDc.' 
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.. ' '" ." - . 

ION 1 - ROKS P RI t-1AL- DUAL OUTPUT 

-:;"p ....... . • NAME .. AT .. p~CTIVITY .. SLACK AC}:'IVITY . LOWER LII1IT .UPPER LIIvHT 
48 R22 BS 14.00000, NONE 14 .. 00000 
49 R23 BS 13.00000 1~00000 NONE 14.00000 
50 R24 BS 7.00000 7.00000 NONE" 14.00000 
51 R25 DL 34.00000. NONE 34.00000 
52 R2fi BS 34.00000 NONE 34.00000 
53 R27 BS 14.00000 20.00000 'NONE 34.00000 
54 PI DL NON~ 

55 P2 BS -5.00000 5.00000 NONE ; 

56 P4 DL NONE .. . 
57 P5 BS -20.00000 20.00000 NONE 
58 P7 UL NONE 
59 P8 DL NONE 
60 P10 DL NONE 
61 P11 UL NONE 
62 P13 DL NONE 
63 P14 DL NONE 
64 P16 BS -4.00000 4.00000 NONE 
65 P17 DL " ,NONE 
66 P19 DL NONE 
67 P20 lITJ NOKE 
68 P22 .UL NONE 
69 P23 BS -44.00000 44.00000 NONE 
70 P25 DL KONE 
71 P26 DL NQ1,;E 
""'') I L. P28 BS -f).00000 6.00DOO NOKF 
73 P29 UL NOKE 
74 P"" J.L BS -11.00000 11.00000 NOl\"E 
75 P3t' VL NONE 
76 P34 BS KONE 
77 P35 BS -45.00000 45.00000 NONE 
78 P37 VL l'-TONE 
79 P3R BS -45.00000 45.00000 NONE 
80 :P40 UL HOKE 
81 P41 BS -5.00000 5.00000 l'JOi'~E 

82 P43 VL . NOl'~:P 
83 P44 DL l'JO!,7E 
84 P46 DI. l~ONE 

85 P47 BS -20.00000 20.00000 l\"O:t~E 



.. _. -~-- . .... -. _ ... 

~ION 2 - COLUMNS 

3ER .. Nl>.BE .. - AT 
86 YAI IT 
87 ' YA2 IT· 
88 ' YBI IT. 
89 YB2 IT 
90 YCI IT 
91 YC2 IT 
92 YDI IT 
93 YD2 IT 
94 YEI IT 
95 ! YE2 IT 
96 YFI IT 
.97 YF2 IT 

,98 YGI IT 
99 YG2 IT 

LOO YHI IT 
LOI YH2 IT 
102 YIl IT 
L03 YI2 IT 
104 YJl IT 
LOS YJ2 IT 
L06 YKI ' IT 
L07 YK2 IT 
l08 YLI IT 
109 'YL2 IT 
110 Yt'jl IT 
III . YH2 IT 
112 VYl IT - 'r 
113 ".:.1:72 IT 
114 YOI IT 
115 Y02 IT 
116 yT1 IT 
117 YP2 IT 
118 VAl LL 
119 UA2 BS 
120 UBI LL 
121 UB2 BS 
122 UCI BS 
123 UC2 BS 
124 UDI LL 
125 UD2 BS 
126 UEI LL 
127 UE2 BS 
128 UFI BS 
129 UF2 BS 
130 UGI LL 
131 UG2 BS 
132 UH1 LL 

.. ACTIVITY .. 

1.00000 

1.00000 
1.00000 
1.000no 

1. 00000 

1. 00000 
1.00000 

1.00000 

1. 00000 
1.00000 
1.00000 
1.00000 
1.00000 
1. 0000.0 

1.000no 

1.00000 

1.00000 

1.00000 

85.00000 

70.00000 
30.00000' 
90.00000 

90.00000 

26.00000 
90.00000 

90.00000 

, .. 
~ -.- '.- .. ~- '-".' _ . 

._ _ •• __ _ M~. •• • - .,-.-.. ~ _ .. _-' 

PRIMAL-DUAL, OUTPUT ,. 

. INPUT COST._ c ; LOYlER LHHT '. UPPERLlt1IT, 
1166.00000 1.obooo 
1914.00000 1.00000' 
6784.00000 1.00000 

11136.00000 1.00000. 
2756.00000 1.00000 
4524.00000 1.00000 
7950.00000 · 1.00000 

l:i050.000qo 1.00000 
15264.00000 1.00000 
25056.00000 1.00000 
2120.00000 1.00000 
3480.00000 1.0nOOO 
1484.00000 1.00000 
2436.00000 1.00000 
424P~00000 ~.OOOOO 
6960.00000 1.00000 
1890.00000 · 1.00000 
2619·00000 -1.000001 
4876.00000 1.00000i 
8004.00000 1.00000' 
3180.00000 · , 1.00000: 
522'0.00000, 1.00000; 
3180.00000· 1.00000: 
5220.00000 1.000001 
3180.00000 1.00000· 
5220.00000 1.'00000 . 
9540.00000 1.00000' 

15660.00000 1.00eJOO· 
8250.00000 1.00000· 

13050.00000 1.00000 
'10388.00000 1.00000 
17052~OOOOO · 1.00000' 

6.82000 t'~O~~::j 
2.36500 1'701-:-E: 

39,.68000 l'JO~TE I 

13 :76000 'NO~JE' 
16.12000 Nn~-p 

..../ .. "J.... I 

5.59000 NOl-:-;;: : 
46.50000 NOKE: 
16.12500 nONE, 
89.28000 ~o~,rE: 
30.96000' l\~o~;rE: 
12.40000 NONE: 

4.30000 NONE: 
8.68000 

/' 
nONE: 

3:01000 NONE: 
24~8700(\ NONE: 

i 
I 



~UPPER LHHT 
. NONE 
NONE 
NONE 
NONE 
NONE 
NONE 
1\·0':"'171 . J.:·'LJ.I 

NONE1 
NONE! 
)~ON? I .1. .... ..1-J I 

NOKEI 
. i 

KOl';E 
NONE 

, 

!'TOi~E ! 

NONE' 
lmNE 
KONE 
NONE 
NOl';-E 
NONE 
IJONE 
NONE 
!'-JOt-~E 

!'~O!:rE 

r;.O~JE; 

~·~Ol'~~~ 

KON:!::! 
I'70!'7E! 
J';-O:.JE! 
NOl'~:r:: 

I 

l\'"O'!','71='11 • ~'~I 

NONE 
I 

NONE 
NONE 
NONE 
NONE 
NO~,;i 

, L'-"-! 
nONE: 

NONE 
NONE 
NONE 



83 

MODEL II SOLUTION 3 

\ 

\ 
1 , 
\ 
\ 
\ 

\ 





,/83 .' 

ON 1 - ROWS .. 

:R •• NA1-1E •• AT 
.a R22 UL 
,9 R23 ' BS 
;0 R24 BS 
,1 R25 

,_ ._, ____ 0 ____ UL'-
2 R/.h UL 
,3 , R27 BS 
;4 PI BS 
oS P2 BS 
;Ei P4 UL 
,7 P5 BS 
;8 P7 BS 
,9 PR UL 
,0 PI0 BS 
1 PIl UL 
2 P13 UL 
3 P14 BS 
<1 P16 BS 
5 P17 UL 
6 PI9 BS 
7 P20 BS 
8 P22 UL 
9 P23 BS 
n - P25 BS 
I P26 UL 
2 P28 UL 
~ P29 UL .... 
~ ·P31 UL 
5 P32 BS 
'6 P34' BS 
7 P35 UL 
8 P37 UL 
'0 P38 uL 
:rl P40 VL 
" P41 UL '-'-

:2 P43 ES 
,..., 
'.:l P44 UL .,.. P46 UL .~ 

\5 P47 BS 

\ 

.. ACTIVITY .. ' 
8.00000 
7.000bo 
5.00000 

19.000QO 
19.0noqo 
In.OOOOp 

! 
1 

\ 
\ 
i: 

\ 
-14.66667\ 
-18.33333\ 

'\ 
-12.66667 

-43.00000 

-4:66667 
-17.33333 

-52.00000 
-4.00000 

-.33333 

-G.33333 

,-

PRH1AL-DUAL OUTPUT, 

SLACK ACTIVITY . . LOWER LUUT. UPPER LINIT~ 

1.00000 
5.<::l0000 

'"._"- . 
9.00000 

14.66667 
18:33333 

12.66667 

43.00000 

4.66667 
17.33333-

52.00000 
L.OOOOO 

.33333 

n.33333 

NONE ,_. 8.00000' 
. NONE 8.00000, 
NONF. ' . R. 00000' 

'..-NONE - J. 9.00000. 
NONE 19.00000 
NONE 19.00000 
NONE 
NONE 
NONE 
NONE' 
NONE 
NONE 
NONE 
NONE 

, NONE 
NOKE 
NONE 
NONE 
NONE 
NONE 
NONE 

, NONE 
NONE 
.1'1Ol';E 
NONF. 
NONE 
NONE 
NONE 
NONE 
NONE 
N01'F 

, N01,7E 
lml·~E 

NOYE 
N01~r: 

NONE 
NONE 
i-701-7E 



, , ., ' 

_ .. 

- .". -

- /83 .--. J .. .-'. -~: 
' " 

_ .. _-- -. __ .---

ION 2 - COLUMNS P,RI MAL- DUAL OUTPUTc, 

::R .. ~AHE .. AT .. ACTIVITY .. . INPUT COST. c" .LOWER LI1·HT .UPPER LUlIT 
36 YAI IT : . 1.166.00000 1.00000 
i7 YA2 IT L ooono 1914.00000 1.00.000 
38 YBI IT 678.1..00000' · 1.00000 
39 'YB2 IT I'; 00000 11136.00000 1.0nooo 
~O YCI IT 1100000 ,? 7 56.00000 · 1.00000 
jl YC2 IT 1.\00000 4524.onooo I.ooooe 
?2 YDI IT \ 7950.00000 : 1.00000 · , 
?3 YD2 IT 1.000qO 13050.00000 ' 1.0000e 
94 YEI IT · \ 15?'64~00000 1.0000e 
95 YE2 IT 1.0\0000 25056'.00000 1.00ooe 
96 YFI IT · \ ?120.00000 1.0000e \ 
97 YF2 IT I·Q9 000 3480.00000 1.0000e 
98 YGI IT \ 1484.00000 1.0000e 
99 YG2 IT 1.00'0°0 2436.00000 · 1.000oe 
DO YHI IT 4240.00000 1.0000e 
01 YB2 17 1.00000 6960.00000 1.0000e 
02 Yll IT 1.00000 1890.00000 1.0000( 
03 YI2 IT 1.00000 2610.00000 1.0000e 
~4 YJl IT '1.00000 4876.00000 ]. .ooooe 
05 YJ2 IT l.ooono R004~00000 1. ooooe 
:)6 YKI IT 3180.00000 1.0000.c 
07 YK2 IT ' 1.00000 5220.00000 1.0000( 
08 YLI IT 1.00000 3180.00000' l,.ooooe 
09 YL2 1'7' 52?0.00000 1.0000( 
:::"0 Yl'H IT 1.00000 3180.00000 1.000':)( 
i1 Yt<? 1'7' 527.0.00000 3. • OOOO! 
l2 v-"" "'"- 1.'" __ T'" _ .l. 9540.00000 '1.oaGO( 
i3 xl:< 2 ~..., 

.L .L 1.00000 15660.00000 1.0000! 
2.4 YOI IT 1.00000 R250.00000 1. OOOO! 
15 Y02 IT 13050.00000 '1.00001 
1.6 YPl I"r 10388.00000 1.0000t 
i7 YP2 IT 1.00000 17052.00000 1.0000: 
i8 VAl LIJ 6.82000 l-n'-' 

~\U,\, 

19 UA2 BS 90.000no 2.36500 r;o!~: 

20 UBI LL 39.(;8000 ~-r,"""" L. ............ , 

21 UB2 BS 75.33333 13.76000 NON 
22 UCI BS 11.66667 16.12000 KO!':' 
23 UC2 RS 90.0n OOO 5.59000 !"OK 
24 UDI LL 46.50000 i'7m~ 
25 UD? BS 90.00000 16.12500 NON 
26 UEl LL 89.28000 ~m·7 
.27 ~E2 BS 75.33333 30~96000 !~ot~ 
,28 nlFl LL 12,.40000 NOK 
.29 UF2 BS 90.00000 4.30000 NON 
.30 UGI LL 8.68000 NO~ 
.31 UG2 BS 54.00000 3.01000 NON 
.32 URI LL 24.87000 NO!'; 



\ 

- -

- ... ~ 

... _-
-

.6/83 _ 

:ION 2 - COLUK~S - -

mR .. NAME .. AT 
.33 UH2 BS 
~34 UIl BS 
.35 UI2 BS 
.36 -- UJI BS 
.37 UJ2 BS 
.38 UKI LL 
_39 UK2 BS 
AO ULI BS 
Al UL2 BS 
A2 Ul'n BS 
A3 Ul'12 BS 
A4 UNI I LL 
.45 UN2 BS 
.46 UOI BS 
.47 U02 BS 
.48 UPI LL 
49 UP2 ES 
50 Vl1 BS 
51 - V12 BS 
52 - V13 BS 
53 V21 BS 
54 V22 BS 
55 V23 BS 
56 V31 BS 
57 \132 ES 
58 V33 BS 
59 _\141 BS· 
1;0 4\T42 BS 
61 Vt..":J . .,) BS 
62 V51 BS 
63 V52 BS 
64 V53 PS 
65 V61 BS 
66 V62 BS 
67 V63 BS 
68 V71 BS 
69 .v72 BS 
70 V73 BS 
71 VR1 BS 
72 V82 BS 
73 V83 BS-
74 \191 BS 
75 V92 BS 
76 V93 BS 

.. ACTIVITY .. 
85.33333 
12-.6fi667 
90.00000 
30.00000 
90.00000' 

38.00000 
26.00000 

28.00000 

90.00000 
29.f,fifi67 

83.66667-
29.000'00 
27.66667 
15.33333 
17 .3333-3 
11.66667 
19.00000 
-16.00000 
16.00000 

R.OOOOO 
21.00000 
10.00000 
21.00000 
10.'33333 
10.66667 
14.00000 
23.66667 
12.33333 
24.00000 
10.00000 
10.00000 

4.00000 
R.OOOOO 
7.00000 
5.00000 

. 19.00000_ 
i9.00000 
10.00000 

--
-" 

P RI MAL- DUAL OUTPUT;-

. IlIIt'UT"COST. 
8.60000 
9.30000 
3.22500 

28.52000 _-
9.89000 

18.60000 
-6.45000 
18.60000 

6.45000 
18.60000 

6.45000 
55.ROOOO 
19.35000 
46.50000 
16.12500 
60.76000 
21.07000 

l • 

:LOWER LHlIT 

.-

.UPPE~ 

NONE 
NOKE 
NONE 
NONF. 
NONE 
:NONE 
NONE I 

NONE 
NONE 
NONE 
NONE 

NONE 

NOL"E 
NONE 
NONE 
Nom::: 
NONE 

l,-""--;-. ' '--' .... -' 

.NOXE. 
!'~O!::-r: 

l':JO"t-TE 

Nm~:r: 

t~ONE 

t\'ONE 
~m~E 

t,ONE 
nON;:: 
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NODEL III 

\ 

\ 

\ 
I 
\ 

\ 
i . 
\ 
\ 
\ 

'\ 



r-,· 

---" 
'" 

---" - ----

7/83 

ION 1 - ROHS 
-.--_." 

ER .. NAME .. 
1 COST 
2 CI 

.:3 C? 
L1 <:3 
5 C4 
6 CS 
7 Ch. 
8 C7 
q CR 

10 CQ 
11 CIO 
I? ell 
13 Cl? 
14- Cl3 
15 C14 
16 CIS 
17 CHi 
18 DI 
19 D2 
)0 D3 
n D4 
22 D5 
'3 Dh 
24 D7 
'5 08 
~f, Dq 

n PI 
;B R7. 
~9 R:f 
3() Rc 
31 R5 
:2 RG 
n R7 
" ,1 J~ R8 
~5 R~ 

36 RIO 
n , RU. 
3P. Rl2 
i9 Pl3 
~O R14 
11 R1S 
~2 Rlf> 
~3 R17. 
14 RIA 
~ Ii . P19 
t6 R?O 
17 R7.J. 

AT 
FR 
F,() 
EC? 
EO 
F,G 
EO 
EO 
EO 
F,0 
F,0 
EO 
E0 
F-Q 
EO 
F.O 
yo 
F,0 
EO 
EO 
EO 
~Q 
F-O 
EO 
EQ 
P0 
FC! 
,~U 

BS 
RS 
BS 
BS 
BS 
AU 
BS 
BS 
AU 
BS 
BS 
BS 
BS 
AU 
BS· 
BS 
AU 
AU 
AU 
HS 

PRIMAIrDUJl.L ,OUTPUT 

.. ACTIVJ'T'Y. . SLACK ACTIVITY 
1417.3 A .QOOOo ~.14i23~06 

77..00000 
4A.onooo 
40.00noo 
.S? onono 
35.00000 
Go.oonoo 
7.4.00000 
?o.oonoo 
Ll8. 00000' 
29.00000 
21.50000 
7.1.S0000 
17.00000 
1?50000 
lA.SOOOO 
Hi.OOOOO 
10.nOOGn 
1;1.S0000 
?J..OOOOO 
11 .00000 
:/0.00000 
10.00000 
11.00000 
14.nOO'oo 
23.50000 
12.50000 
24.00000 
10.00000 
10.00000 

It. (roooo 

72.00000 
48.00000 
40.00000 
57..00000 
3S.00noo 
f,O~OOOOO 
24.00000 

. 7.n.oooOO 
4R. oo"noo 

7.50000 
7.5000,0 .. 

. 2.00000 
h.50000 

.sonno 

5.50000 
?50nno 

10.00000 
1.00000 . 
4.00000 
3.00000 

.50000 
11.50000 

0;00000 

.LOWER LUGT . UPPER LIMI~ 
NONF. NON} 

.; 

72 .• 00000 
48.'ooono 
40..00000 
52.00000 
35.00000 
60.00000 
24.00000 
:;>0.00000 
'cR. 00000 

NON? 

~O~{F 

NON? 
KO~'~E 

NOl\E 
NONE 

RO!,rF: 
NmJF, 
Nm:-F. 
NON? 

NONE 
NONE 
NONF. 

. - " 

7.9.00noc 
2D.ooonc 
?C'I.ooonc 
lC).OOOO(J 
19.0000r. 

'2.?OOOOO 
lh.()OOOt: 
l()~O()OO(l 

IF-.ooooa 
21.00000 
21.0(lnoo 
~l.()OOOO 

J;.4.o0noo 
lLl-.OOOOO 
14.00000 
?.1.00000 
24.00000 
24.00009 
;Lo.Onooo 
lO.OOOOO 
lCl.onooo 



ION L- ROVIS 
._- --

ER • • Nf.J-m •• A.T 

48 R?2 AU 
49 R23 AU 
SO R~4 BS 
51 R25 ......... AU 
:;2 R?6 . AU 
53 R?7 BS 
54 PI BS 
55 P2 BS 
t;(, P4 UI, 
57 P5 BS 
58 P7' BS 
1~9 PA AU 
hO PIO AU 
F1 Pll Jm 
62 P13 UL 
h3 P14 /I.U 
64 P16 AU 
fi5 P17 AU 
fi6 PI9 BS 
67 ; P?O £IS 
61=<'· p/? UL 
69 P?3 BS 
70 P25 BS 
71 P26 AU 
72 P28 ]\U 
73 P2 0 ]I.U 
7!J. F31 UL 
75 D')? ,J _ _ ) .. _ BS 
IF. 

~ 

P34 BS 
77 P35 j\U 
78 P37 }\U 
7Q P38 ."A.U 
80 P!J.O UI, 
81 P4l AU 
87 P43 AU 
R3 P44 . A.U 
8tL P46 UI, 
85 P47 BS 

.. ACTIVITY .. 
8.00000 
8.00000 
4.00noO 

19.00000 
19.00000 
10.00000 

-14.50000 ' 
~18.5nono 

-4!J..00000 

-s.ooooo 
-17.0nooo 

-52.00000 
-.1.00000 

-6.5000n 

PRH~AL-DUAL OUTPUT. 

SLACK ACTIVITY . 

4.00000 

9.00000 

14.50000 
lR.50noo 

44.00noo 

5.00000 
17.0000n. 

" 

S 2.00000 
4.00000 

6.50000 

. .LOHER LH:IT 
}JOKE 
NOFE 
NONE 
NONE 
Nm;;-F' 
NONE' 
NO}7::; 
NOl·7E 
NOF? 
Ne:-}': 
Nm~E 

NONE 
NOl'~E 

NONE 
NotS 
NOl';E 
Hal,IE 
NONE 
NONE 
1:JONT: 
Nm::-:::: 
NO:!'::-? 
NOl·7E 

'N'Jl'~E 

NO~::? 

r~O!':-::: 

. FO~:F' 
I':-m;:=: 
I';O:'~F' 

1'1m',: 
10'0>::-

NO?\F 

I 

\ 

. UPPER LIMI ~ 
8.0000( 
8. OOOO( 
8.0000( 

19 .. OOOO( 
l(L OOOO( 
19. OOO'O( 



,..¥~ • - -- -- _._-.. 
.. -_.- . 

;. 

7/83 -~- --- -- ------, 

.. -- -

- . 

ION 2 - COLVl'1Nq 

FoR ' •. NAME .. AT 
86 YAI IT 
87 YA2 IT 
38 YBI IT 
>i.q YB2 IT 
qO YCI IT 
~1 YC2 IT 
:32 YDI IT 
)3 YD2 IT 
~4 YEI IT 
:35 YE2 IT 
:36 YFI IT 
)7 YF2 IT 
:"!8 YGI IT 
~~ YG2 IT 
)0 YHI IT 
n YH2 IT 
)2 YIl IT 
)3 YI2 IT 
)4 Y~Tl IT 
)5 Y.T? IT 
)6 YKI I'J' . 
)7 YK2 'IT 
)8 YL1 IT 
)0 'YL2 IT 
.0 YI,n I'J' 
.1 Yl'12 IT 
2 YNl IT 

.3 yr? . IT 

.4 YOI IT 

.5 Y02 IT 
6 YPI IT 

.7 YP2 IT 
R UAl ],~L 
a 

.-' UA2 RS 
'0 UBI LL 
1 UB? BS 
2 UCI BS 
::l UC2 BS 
4 UDI BS 
~ UD?' BS 
6 UEI LL 
7 UE2 BS 
8 UPI BS 
9 UP?" BS 
0 UGI .1\1., 

1· UG2 BS 
2 URI LL 

. ~ACTIVITY .. 

1.00000 

1.00000 
1.00000 
J .• 00000 

1.00000 

1.00000 

1.0,1000 

1.00000 

1.00000 
1.00000 
1.00000 
1.00000 
1.00000 

1.000nO 
1.000nO 

1.00000 

l.oo0no 
1.00000. 

1.0nono 

<In.OODOO 

75.50000' 
11.50000 
9n.00OOo 

?O.oonoo 

PR.O(lOOO 

"?O . 00000 

54.00000 

. , 

.PRIMAL-DUAL OUTPUT 

. INPUT .COST. 
'11 ES (-j . 00000 , 
1914.00000 
6784.00000 

.LOWER LIMIT; .UPPER Lll·~I'J: 

11136.00000 . 
275ES.00000 
4524.00000 
7950.00000 

13050.00000 
15264.00000 
/.5056.00000 

2120.00000 
34PO.00000 
1484.00000 
243(-j.00000 
4240.0000.0 
ES960 .. 00000 
1890.00000 
2ESI0:00000. 
4876.00000 
ROOt,..OOOOO 
3180.00000 
5220.00000. 
3180.00000 
5220.00000 
3180.0QOOO· 
5220.0(l000 
0,54,0.00000 

It;(-jGO.onono 
R250.00000 

13050.00000 
10388.00000 
17 Or:; 2. .oooon 

\ 

\ 
\ . 
\ . 
! , 

\ 
\ , 
\ 
I 
I 

\' 
, \ 

\ 
\ 

1.0000q 
l.OOOOe 
1.0nOOiJ, 
1.0000~ 

1.0000l1 
. 1 . OOOO~ 

I.OOOOq 
1.0000G 
1·.OOOOq 
1.0000q 
1.0000q 
1.0000q 
·I.onooq 
1.0000q 
1.0000q 
1.0000q 
1.00noq 
'1.0nOOa 
1.0000q 
I.COOOO 
1.OOOOQ 
1.00000 
1.00.000, 

·1.000CO 
1 . or ::;C'::;, 

1. c':: ,:,rj 
1 • C'~>JC'~ 
1. 'C::C~CJQ~ 
1.0(',000, 
1.O:!OCO: 
1.0:'0CO: 

~~o~:~ 
~~O~--:"~ 

1':2~:?, 

~~C'~:-~I 
!-~Oi'IE 

I 

1:70173: 
~~O~-:-:=:I 
~.-C-? 

1~Ol'-;3 
I 

KON.F: 
t-:m::E 



•• ACTI'VITY •. 
85.00000 
13.00000 
~o. 00000 . 
30.00000 
~O.OOOOO 

3R.00000 
26.onooo 

2R.OOOOO' 

90.00000 
30.00000 

83:50000 
2C),.ooono 
21.50000 
21.'50000 
17.00000 
12.50000 
18~50000 

16.'00000 
10.50000 
13.50000 
21.00000 
lI.GOaDO 
20.00000 
10.OnOOO 
11.00000 
14.00000 
23.1)0000 
12.50n00 
2 L1 .O(lonn 
10.0nooo 
10.0'3000 

4.0nooo 
·P,.ooooo 
R.nonnO 
4.00000 

19.00000 
l~.;OOOOO 

10.00000 

~RIMAL-DUAL OUTPUT 

. . I};-PUT COST. • LO'IYER LUlIT 

- -.'. --
... 

. .. ... .J 

. UPPER LHll ~ 
NON] 
NON] 

'. NONi 
NON] 
NON] 
NON] 
NON] 
NON] 
NON] 

. NOl'~: 
NON: 
NON; 
NON: 
NON: 
NON: 
NON: 
NON: 
NON. 
NO~; 

POX 

Nm·T 
I·TOl'·T 

NO~: 

NON 

NOI~ 

NON 
nON 
HON 

!·IO~·~ 

'Nm~ 

}:m~ 
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