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ABSTRACT 

This thesis considers a scheduling problem that has 

precedence constraints of a general form as in CPM/Pert 

problems. It consists of two stages: 

First, the schedule of activities which minimizes total 

resource usage (optimum schedule) is generated. For this purpose, 

an exhaustive enumeration procedure is developed. 

Second, for this schedule, optimum resource requirements 

and overtime schedule that minimizes the total of regular and 

overtime work along with hiring and firing costs are determined. 

To accomplish this, another exhaustive enumeration technique is 

used to find the set of jobs that uses overtime. 

Following are obtained: 

* Total resources used (with and without overtime) for 

each unit of time in the project, 

* Set of activities using overtime, 

* Total cost in case of regular work, 

* Minimum cost in case of overtime work. 
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QZET 

Bu tez birbirini izleyen i§lerden olu§an genel 

CPM/Pert turu projelerde faaliyetlerin zamanlanmas~n~ 

incelemektedir. 

ilk olarak toplam kaynak kullan~m~n~ en aza indirecek 

zamanlama bulunur. Bu amagla bir teker teker degerlendirme 

yontemi (enumeration) geli§tirilmi§tir. 

Daha sonra ilk a§amada bulunan zamanlamaya ek olarak 

normal ucret, fazla mesai (overtime) maliyeti, i§e al~§ ve 

i§ten g~kartma maliyetleri toplam~n~ en aza indirecek §ekilde 

bir mesai planlamas~ yap~lmaktad~r. Burada da yine bir ba§ka 

teker teker degerlendirme metodu kullan~larak fazla mesai ile 

yap~lan i§ler grubu belirlenmektedir. 

Sonugta §unlar elde edilmektedir: 

* Projenin birim zaman dilimlerine ait toplam kaynak 

kullan~mlar~, 

* Fazla mesai ile yap~lan i§ler grubu, 

* Normal gal~§man~n toplam maliyeti, 

* Fazla mesaili gal~§mada minimum maliyet. 
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INTRODUCTION 

The growing complexites of today's projects have 

de~anded more systematic and more effective planning techniques 

with the objective of optimizing the efficiency of executing 

the project. Efficiency here means accomplishing the utmost 

reduction in the time required to complete the project while 

accounting for the economic feasibility of using avaliable 

resources. 

The primary focus of this research has been the 

development of an iterative procedure which provides an optimum 

solution to the I scheduling problems with technological 

(precedence) and resource constraints. The existing procedures 

require large memory computers and excessive computer time to 

solve prablems of realistic size (IO)-pp.1170-1171 ThereforE 

the objective has been to attack this problem by developing an 

iterative procedure that could be used on small core computers 

while at the same time requiring at least a reasonable amount 

of execution time. 
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CHAPTER I 

NETWORK SCHEDULING WITH LIMITED RESOURCES 

The problem generally encountered in the literature is 
scheduling the activities of a project network to minimize 
project duration under conditions of precedence constraints and 
resource requirements. 

There are mainly two types of solution techniques 
mentioned in the literature related to this topic: (1) Heuristic 
approaches and (2) optimal techniques. 

A) HEURISTIC APPROACHES TO SCHEDULING 

A most standard type of constrained- resource project 
scheduling problem is project duration minimization under fixed 
apriori resource ~equirements. This is generally encountered 
when the performance of project activities depend on resources 
that are limited in nature. Because of these situations, the 
activities must be sequenced and as a result, it becomes no more 
possible to finish the project within the time that is determined 
from standard critical path analysis with no resource 
constrai nts. 

The problem stated above is a combinatorial one and 
therefore optimal techniques of mathematical programming have 
been satisfactory on at most only for smaller sized project 

networks. 

liThe problem of how to allocate limited resources among 
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the activit~es of a project i~ yet largely unsolved in a manner 
conducive to rapid computation. While such allocation problems 
can be represented as integer and 0-1 programming problems t 

the computation times involved often render the methods -
impractical or infeasible. Huber (11) concludes that 0-1 
programming is an ineffective means of solving this problem, 
and others (12), (13) dismiss integer programming as an 
alternative because of excessive computation times. 

Recent research efforts have concentrated on 
enumerative methods for solving this problem. Johnson (5) 
presents a branch and bound approach for solving the single­
constrained resource, project scheduling problem. He indicates 
that his algorithm should be practical for projects of up to 
50 activities". (9) 

The difficulties of attacking this problem have led to 
development of heuristic procedures that produce "good" 
feasible solutions instead of optimal ones. These rules are 

nothing more than assigning activity pirorities on making the 
activity scheduling decisions which are necessary for solving 
resource conflicts. One heuristic approach example is looking 
f,rst at the activities that have the most slack and 
attempting to delay them as long as possible without delaying 

the completion forthe entire project. 

From a large variety of heuristic procedures some are 
listed in \.2), and most of the complicated heuristics used in 
commercial network analysis programs are not published. 

Other procedures are published and descriptions of 

common rules are given (3). This kind of heuristic based 
scheduling procedures for constrained-resource scheduling are 
today the most practical ways of obtaining workable solutions to 
large complex problems that are encountered. When they are used 
in connection with certain optimization routines (4), (5), (6), 
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the res u 1 tin g pre 1 i min a r y s tar tin g. s·o 1 uti 0 n can b e use d for 
further requirements with less effort. 

Because of their nature, heuristic sequencing rule 
produce solutions with varying degress of "goodness " , depending 
on the problem. Here, by II goodness II the ability to produce 
IIreasonable" schedules for actual projects is meant, and one 
means of checking thi~ is by the measure of the project 
duration. 

There have also been reported comparisons of heuristic 
based solutions relative to the optimum solution. In one such 
reported comparison, authors Pritsker, Watters and Wolfe (7) 

compared two heuristic based schedules with the optimum based 
schedule for a small multiproject example containing projects 
of about three jobs each. In this case, a minimum-s1ack-first 
rule gave the optimum schedule. 

B) OPTIMAL TECHNIQUES 

B.l.) GENERAL PROBLEM FOR~lULATION; 

In summary, a general formulation which is used by a 
number of authors (6), (7), (9) and (10) is as follows: 

Minimize fN 

sub j e c t tom a x {f n} + d j ~ f j 
nEPj 

L rjk :::;; Rkt 

JESt 

k= 1 , •••• , K 

t= 1 , ••.. ,PC 

( 1 ) 

(2) 

(3) 

f. An integer variable representing the current finish 
J 

time for job j. 
N Total number of jobs in the network. It is also the 
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Pj 

d . 
J 

k 

K 

number of the unique ending job. 

The set of all immediate predecessors of job j. 

The time duration of job j. 

A specific resource. k=l , ..... , K. 

Number of resource types. 

rjk: Amount of resource k required by job j each period 
job j is active. 

Rkt : Total amount of resource k availa~le in time period t. 

PC The critical path completion time for the Project. 
St The set of all jobs active in time period t. 

The objective of this formulation is to minimize the 
terminal job's (N) completion time which also is equivalent to 
min i m i z i n g pro j e c t d u rat ion (1). The fir s t con s t r a i n t ( 2 ) i s the 
one inv,olveuwith the precedence relationships which means that 
a job is considered for assignment only if all of its predecessors 
have been assigned and the latest finish time of all these 
predecessors is less or equal to the start time of that particular 
job. This is an obvious result of the construction logic of the 
project networks that is if a job is a successor of a group of 
activities, its duration may not overtap with any of the 
predecessor job's durations when they are performed. Finally the 
rule (3) states that resource usage must not exceed resource 
availability in any given time period. The set of all jobs active 
concurrently must use a total amount of resurce that is less or 
equal to the allowed or available quantity of that particular 
resource type in any given time period. In the formulation of 
the constraint (3) it is also implicitly assumed that a resource 
can be assigned to only one activity ata time. Furthermore, for 
all the jobs in the network once a resource rjk has been assigned 
to activity j, that resource r jk must remain assigned to job j 
as long as job j is active. 

When the scheduling problem is formulated in thIs way, 
it is not detailed enough to be solved-by integer programming 
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techniques because the elements. of set St are not included in 
the formVlation. One way of overcoming this is the use of 0-1 
integer variables such as: 

Xjt a variable which is 1 if job project is completed 
in period t; 0 otherwise. Xjt is not a variable in 
all periods, since it is 0 for t<:::'ES j and LFj«t. 

Xt a variable which is 1 in period t if all jobs of 
project have been completed by period t; 0 
otherwise. 

Although the above mentioned supplementary variables 
make the problem yielding to solution technique of integer 
programming, they at the same time increase the number of 
variables and constraints required in the formulation. But this 
inconvenience must be regarded as one of the burdens of optimum 
solution techniques. Once these techniques are implemented, 
they at the same time bring their inconveniencies in some way. 

B.2) OPTIMAL TECHNIQUES - A REVIEW 

Owing to the mathematical complexities of the constrained 
resource scheduling problem's combinatorial nature, the methods 
developed up to date, as stated above are limited only to 
relatively small projects. But with the condensation of the big 
networks they become a very effective tool for managers. 
Condensation means representing a group of related activities by 
a single activity. 

Here in chronological order some of the optimal 
procedures will be summarized and necessary details will be 
given: 

a) In his research A.M. Geoffrion (8) gives a hybrid 
technique of Balasian implicit enumeration with integer linear 
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programming and its applications to some hetwork problems. 

b) Linus Schrage (6) considers a scheduling problem that 
has both precedence and resource constraints and gives an 
enumerative technique for generating all active schedules for 
this problem. Based on this technique, he describes a branch 
and bound method for implicitly enumerating all schedules and 
determining the optimum. 

c) Pritsker, Lawrance. and Wolfe (7) in their joint effort 
have developed a general technique to solve multiproject and 
job shop scheduling problems with 0-1 programming. Their 
approach considers three different objectives: 

1- Minimize total throughput time for all projects, 
2- Minimize the time by which all projects are completed, 
3- Minimize total lateness or total lateness penalty for 

projects. 

They developed the formulation to meet the following 
constraints: 

1- Limited resources, 
2- Precedence relations between jobs, 
3- Job splitting possibilities, 
4- Project and job due dates, 
5- Substitution of resources to perform the jobs, 
6- Concurrent and nonconcurrent job performance 

requirements 

d) Patterson and Huber (9) give a method to produce minimum 
duration schedules for the resource constrained project 
scheduling problems that incorporates a bounding technique 
similar to those used with branch and bound procedures in 
conjuction with 0-1 programming. The algorithms developed 

consist of examining the feasibility of a series of 0-1 integer 
programming problems rather than solving one 0-1 problem 
optimally. 
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formulation of the problem is: 

(4) Maximize 

(5) 

(6) 

(7) 

(8 ) 

Subject to 

1 . t Xj t= 1 , j=1,2, .... N job completion constraints, 

t=e. 
J 

X- t ..::( 1 / N ) ~ 1 t:. X j q • 
J 

t=e, e+l, ... , T project 

completion constraints, 

\lm 

Lt=e m 

tX mt + dnL~e tX nt 

n 

* t mLn , precedence 
constraints, 

r j k X j q == R k t t= 1 ,. • • ,T k = 1 ,2 , . 0 0' K 
resource constraints. 

(* denotes" immediately precedes" ) 

The definitions are such that: 

Subscri pts ; 

j job number, 

k : resource number, 

t: time period, 

k=1,2, ... ,K, 

t= 1,2, ... ,T 

[T i s the 1 a s t per i 0 din 

scheduling horizo0 

Constants: 

CP the oritical path length of the project (in time periods t) ~ 
d. : duration of job j (in integer time periods t) t 

J 
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e ear 1 i est po s sib 1 e per i 0 d .b Y w hi c h . the pro j e c t co u 1 d be 
completed, 

e. the earliest possible period in which job j could be 
J 

compl eted, 

1. the latest possible period in which job j could be 
J 

completed, 

r jk amount of resource k required during each time period of 
job j1s duration. 

Rk amount of resource k available during each scheduling 
period. 

Variables: 

Xjt= 1 ..... 
1 I job j i s completed in period t, 

= 0 otherwi se, (X j t 0 for t e . 
J 

and t 1 .) 
J 

Xt = in neri or! t if all jobs have been completed by period 

= 0 otherwi se, (X t 0 for t e) 

The minimum bounding algorithm: 

t , 

The minimum bounding algorithm initially establishes a 
lower bound T on the length of a schedule and examines the 
resulting 0-1 programming problem (based on a maximum schedule 
span of T periods) to see if it is feasible. If the 0-1 problem 
is feasible, the algorithm terminates. If the 0-1 program is not 
feasible, T is increased by one time unit and another 0-1 
program is set up using a maximum schedule span of T+l periods. 
The resulting 0-1 program is then examined for feasibility. This 
process is continued until feasibility in a 0-1 program is 

attained. 

An outline of the algorithm follows: 

1. Determine T to be used in (4)-(8) as follows, 

W max (cP,[max k ~k I;-l rjkdjJ} t 

T=[wJ+where [~J+ denotes the sma 11 es t i nteger~W, 
9 



T is tbe lower bound on the length of a schedule. 

2. Set up a 0-1 integer programming problem using' 
(4)-(8) with T as the maximum finish period. Call 
this problem p. 

3. Is P feasible? 
Yes. Terminate 0-1 program and return the feasible 

solution. Since a schedule of 'length: less than T time periods 
is not feasible, the shortest duration schedule has been found. 

No. Replace T by T+l and return to step g. 

eJ Finally authors Patterson and Talbot (10) describe an 
integer programming algorithm for allocating-limit~d resources to 
competing activitIes of a project such that the completion time 
of the project is minimized among all possible alternatives. The 
procedure consists of a systematic evaluation of all possible 
job finish times. To limit the number of task assignments, which 
have to be explicitly exaluated, a device called a "network cut" 
is used which removes from consideration the evaluation of job 
finish times which can not lead to reduced project completion 
time. 

In the method, precedence and resource restrictions are 
met by using an immediate predecessor array and two resource 
related arrays. In this manner they avoid explicitly formulating 
the constraints. The resulting formulation has a low computer 
core requirement. 

Integer Formulation: 
The model assumes that resource availabilities, 

requirements, activity durations (d j ), the set of all immediate 
predecessors, number of resource types and number of activities 

(N) are all integer valved and known with certainty. 

To begin, jobs in the project are numbered (hence 
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considered for augmentation ) su~h that if n is a member of the 
pre dec e s s 0 r SIS e t 0 f job m, the n n<:m. If a he uri s tic sol uti 0 n 
HP is not known for the completion time of the project, they 

N 
set HP=I dj . The latest possible finish time of job j is: 

j = 1 

Uj= LF j - 1 +(HP-LF N) 
LFj:latestflnish time of job j. 

The algorithm begins by assigning job 1 to its 
earliest completion time and subtracting its resDurce 
requirements from the resource available for the duration it is 
active. Next, job 2 is assigned to its earliest feasible 
completion time. In general, precedence relationships are 
maintained by selecting for assignment the lowest numbered job 
that has not been assigned a feasible completion time. The 
described job numbering rule insures that a job is considered 
for ass i g n men ton 1 y i f a 11 0 fit s j: re.c 2 d es s 0 rs h a v e bee n ass i g ned . 

The resource remaining array is searched for the 
period job 2 is active and its requirements are subtracted from 
the array. This assignment process is continued for jobs 
3~4, .... ,N until either job N is assigned a completion time or 
some job (j*) N cannot be assigned due to resource infeasibility. 

If job N is assigned a completion time fN' an improved 
solution to the problem has been found. It 1S HP-f N periods 
shorter than the best solution found before. The improved 
solution is stored and upper bounds (Uj) are all reduced by 
HP-f N units. 

If in the augmentation phase of the algorithm, a job 
j*can not be assigned a resource feasible completion time less 
than or equal to uj ' then backtracking occurs. An attempt is 
made to reassign job j*-l to the earliest feasible completion 

11 



time greater than fj*_l. If this is possible, then the 
assignment process continues with job j*: If it is not possible 
to reassign j*-l either because of resource infeasibility or 

b e c a use f j * _ 1 = u j* _ 1 ' the n b a c k t r a c kin g pro c e e d s to job j * - 2 . 

The use of Network Cuts in Fathoming Partial 
Solutions: 

In order to improve the basic enumeration procedure 
described above a fathoming technique is empl,oyed that reduces 
solution times by identifying, early in the enumeration 
procedure, partial schedules that cannot possibly lead to 
improved solutions. 

A network cut is an integer time period C which is 
l~c~HP and serves two purposes: (1) It is used to i denti fy when 
schedule elimination rules can be applied, (2) It is a parameter 
used in the formulation of the elimination rules. A job is being 
cut by c if c is between its early start and latest possible 
finish time (u j ). An integer time period qualifies as a cut if 
the two conditions hold. 

1. There exists at least one job with their early start 
times equal to that period, 

2. There is no preceeding job that has an early start 
time smaller than that period. 

The figure below represents some possible cuts for a 21 
job project. The cuts are at times 1,10,11 ,14,20,21 ,27 and 30. 

The method expedites backtracking by exploiting the 
precedence and numbering relationships between jobs. The 
procedure eliminates the need to augment certain variables 
during the solution procedure, which is equivalent to eliminating 

from explicit considerations many partial schedules. Partial 
schedules identified by network cuts are exaluated for their 

1 2 
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FIGURE 1. An exampl e of 
network cuts 

potential to lead to improved solutions for the entire project, 
during the augmentatio~ by applying formulas to show the 
inferiority. If a partial schedule can possibly lead to an 
improved solution~ then augmentation continues. If the partial 
schedule cannot improve up0.n the performance of previously 
generated partial schedules, then backtracking proceeds. 

The reason of using network cuts to form partial 
schedules in the beginningof the algorithm is this: 

The cut marks a period for the jobs of the partial 
schedule identified by this cut, that if anyone of them passes 

this period to finish after the cut, then the passed job starts 
to share resources with the jobs of the time frame between 
network cut and the project completion time. The increased 
resource totals of the period between network cut and the 
project completion time force the jobs situated in this time 
frame to move towards the erid of the project and increase 
project's duration. Therefore, network cuts and the partial 
schedules marked by these cuts are the sensitive parts of the 
project which playa strong role in determining its duration and 

because of this property ~re thetked specially. 
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CHAPTER II 

The objective is to minimize the total resource 
requirement of the set of jobs active in anyone period. 

Precedence relationships of the activities are taken 
into account by setting a specific job's start time equal to or 
greater than the maximum of all its immediate predecessor jobs' 
finish times. 

Resource requirements, activity durations and finish 
times of activites are all positive. 

A) ALGORITHM OF THE PROCEDURE 

1- Schedule the jobs to their early start times, add 
the resource requirements of the jobs for each working period. 
Find the maximum of these resource requirement summations. Save 
thi s maximum as the "maximum resou rce requi rement" and the 
corresponding schedule in an array "best schedule". 

2- Change the schedule of at least one activity to 
obtain the next scheduling combination. 

3- Add the resource requirements of the jobs for each 
worki ng peri od. Upon.compl eti on .of each work; ng peri ad 
summation check if this sum of resource requirements is less 
than or equal to the "maximum resource requirement" which was 
found before. If it is less, go to (a) if not, go to (b). 

14 



a) Conti[luethe summations j,mtil the end of the project. 
Find the new maximum resource requirement which is 
smaller than the one found in the last step. Save 
the new schedule of activities in the best 
schedule". Discard previosTy· saved schedule. If 
there are any scheduling cumbinations left to be 
enumerat·ed,go to (2), if not go to (5). 

b) Mark the period in which the new total exceeds the 
saved maximum resource requirement. The set of jobs 
that are active in this period constitute an inferior 
partical schedule. Save this inferior partial 
schedule. (For an inferior partical schedule, we do 

not compute resource totals, therefore significant 
computation time is saved). Continue to move the 
jobs of the project to obtain the succesive 
s c h e d u 1 i n g com bin at ion sun til at 1 east 0 n e 0 f the 
jobs of the saved inferior partial schedule leave 
the marked period. 

4- If, there·are any scheduling combinations that are 
not enumerated yet, go to step (3). If there are not, go to (5). 

5- Terminate the enumeration. The last saved "maximum­
resource requirement" is the optimum solution and the 
correspoiiding schedule is the IIbest schedule ll which was saved 
with the optimum solution. 

In addition to these, the following are assumed to be 
valid for this problem: 

Each job may have only one resource type. In practice 
this would mean that the most important resource is selected 
for optimization. 

1 5 
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Pr eli ni ina r y s c he du 1 e 

(early start times) 

add resource 
requirement,find 
the maximum 

SAVE 
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"best schedule" 

next scheduling combination 

add resource requirements 

YES 

contiune to add the reso­
urce requirements, find 
the new maximum 

SAVE 

"maximum resource regOir." 
"best schedule" 

NO 

NO 

YES 

mark the' period of 
new sum>old sum 

save inferior par­
tial schedule PS 
Stop to add res.re 

any schedules left 
for enum era ti on 

NO 

optimum = the last "maximum resource 
requi rem ent" 

"best schedule" for this optimum 

FIGURE 2 Flowchart of the ·algorithm. 
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Job splitting is not allowed. However if it is 
necessary to split a job, this can be done apriori and the job 
can be represented by two seperate jobs. For example, if a 
certain rers~urce is in use o~ly during the first p periods 
of the job where p dj , then the job is treated as two sequenced 
subjobs with different resource requirements and with durations 
of p and dj-P respectively. 

Multiple ;nital or terminal jobs can be considered in 
formulation as all the other activities and therefore the rule 
"networks may have only one inital activity (with no predecessor) 
and only one terminal activity (with no successor)1I is not 
required. A project may have more than one starting point. 
Supposing this is the case, the computations are artificially 
brought together to single inital or terminal activities. 

Concurrencey and noncurrency: A concurrency constraint 
on jobs m and n, means that they must be performed simultane _ 
ously. It can be obtained by (1) combining resource requirements 
and treating m and n as a single job or, (2) making necessary 
adjustments on the network as addition of a dummy activity 
between the heads or tails of two concurrent activities. 

A nonconcurrency constraint on jobs m and n means that 
they must not be performed simultaneously, but permits them to 
be performed in any order. This constraint can be met by 
adjusting the network so that the nonconcurrent activities are 
not parallel but rather in serial order. 

Linearity: In the cost minimization stage of the 
algorithm, the hiring and firing costs are considered to be 
fixed for each unit of resource type. In other words, hiring the 
lOOth unit of resource A has the same additional cost as hiring 
the first unit of the same resource. If this is not the case, 
necessary adjustments must be added to the program to take the 
differences of costs into account. But in this case the basic 
algorithm 'does - not change and the same algorithm can be applied 
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to both cases. The only change would be the modification of the 
computer program to take the cost changes in account. 

-
Inflation: All the costs of the project ( unit cost, 

hiring-firing costs and overtime costs) are considered to be 
fixed over time. If the project in question has long duration, 
than this assumption loses its strength and the results of 
fixed cost computations would be rather misleading. To overcome 
this deficiency, either discrete or continuous change of the 
costs can be easily introduced to the related part of the 
computer program. This adjustment is not made in the basic form 
of the program because it does not affect the enumeration 
algorithm but increase the complexity of the computation 
structure and is not considered to be an imp~rtant parameter for 
the development and application of the algorithm. 

Productivity: Productivity of the resources is thought 
to be constant in the overtime period as they are in normal 
working periods, In reality, this assumption may not hold 
especially for the excessively overtime loaded cases. When 
planning a project, this requisition must be kept in mind. 

8) THE COMPARISON 

The procedure used in this research differs from other 
optimal techniques. All these optimal techniques attack the 
scheduling problem to seek a minimum duration solution to the 
project by satisfying the multiple resource constraints. 

In this research however, there is no definite 
resource constraint that is used in the enumeration procedure, 
but rather all the resources are considered to be scarce and 
their use is tried to be minimized. 

Another difference comes from the meaning of multiple 
resource concept. In other techniques a single job may use more 
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than one resource type in d~ffe~ent amouhts. But in this 
research each activity may use only one type of resource. 
Nevertheless, different jobs may use different resources and 
there is no limit to the number of unique resource types. Each 
resource group is taken as a subproject in the enumerative 
process. 

The prnject's duration which is the amount of time 

pass~d __ !ro_lI1.th~. begi nni n~_o! the p_roject unti 1 the end of 
the last job, does not play an open role in the mathematical 
structure of the problem. It is duration that is found by 
regular CPM computations and retained the same throughout the 
enumeration. But in other methods, it is tried to be minimized 
by scheduling the activities ~o that the constraints are not 
violated. 

Also the critical activities remain as they are and no 
attempt is made to alter neither start, time nor resource usages 
for these~ Only the non-critical activities are in question and 
they are shifted to and fro to seek improvements from the 
preliminary schedule. 

This procedure uses the same name IInetwork cutll as the 
method explained by authors patterson and Talbot. Both uses are 
similar in calling a working period as a network cut which passes 
over some jobs of the project in the Gantt bar chart. But the 
two methods do not use network cuts in the same way. 

Patterson and Talbot's cut is determined once the 
network is given with the CPM computations. Therefore the number 
of network cuts are known with certainity before the enumeration. 
If at any period in the project's life a job has an early start 
time that comes before than all the independent successor jobs' 
early start times, the cut occurs. It cuts through some of the 
activities between their early start and latest possible finish 
times and they form a partial schedule. 
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The network cuts used in this st~dy on the other harid, 
cannot be found before the enumeration starts. They are 
developed during the elimination by the method of "bounding". A 
cut occurs in enumeration if a certain schedule results at a 
greater total resource requirement than the best available total 
in a specific period in the life of the project. The jobs marked 
by network cut are moved to. leave this period and elimination 
advances accordingly. 

In the last stage, total cost minimization (made of 
regular, overtime, hiring and firing costs) using overtime 
scheduling is considered in addition to determination of optimum 
schedule of the first stage. Other methods mentioned do not 
attempt to consider costs in that manner at all. 

The method in question is an integer bounding techhigue 

in e~sen~e and it searches for an optimum solution by systematic 
exhaustive evaluation of job slacks to meet its objectives of 

minimum resource usage and costs. 
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CHAPTER III 

DATA PREPARATION 

A) NETWORK PARAMETERS 

In the beginning, the basic parameters must be defined. 
Those are number of nodes, number of activities in the network 
and the number of dangling activities. 

The beginning and ending points of activities are called 
II nodes ll . Synonyms arellevent ll and IIconnectorll. An event can be 
presented graphically by a numbered circle, as shown. 

FIGURE 3 The Numbering. 

16 order to carry out the forward and backward CPM 
calculations and identifying the set of predecessor activities 
of each activity in the project, the jobs mut be ranked by a 
node numbering rule. In making the forward pass computations to 
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compute an earliest finish time for an activity we must have its 
earliest start time. which is equal to the latest finish time of 
its predecessor events. By ranki ng the acti vi ti es, it is ensured 
that the necessary early finish times of preceeding activities 
are always computed prior to the computations of a given 
activity. With the activities pla~ed in predecessor event groups 
they appear in the list according to their position in the 
network. To accomplish this, the following steps must be taken: 

1) Number all the nodes without predecessors first by 
beginning with 1. 

2) Go to the adjacent nodes which are not numbered yet. 
3) Number them as long as all the predecessor nodes of 

any particular node are numbered. 
4) Continue the steps until there are no more empty 

nodes left. 

IINumber of nodes ll is equal to the largest number used 
during numbering steps. 

The second parameter is lithe number of activities ll 

which can be found by a simple count of all the arrows of the 
network diagram. Dummy activities are also taken into account 

here. 

The third parameter is the number of nodes without 
pr~decessors (excluding the unique beginning node of the 
project) and number of nodes without successors (excluding the 

unique terminal node). 

Network parameters define the size and the character of 
the project. By charecter, two specific characters are called 

for: 

* Single or multi-project network 
* Project complexity which is: n.of activitiei!n.of nodes 
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8) ACTIVITY PARAMETERS 

An activity is defined by five different parameters ~ 

1. An i ni ti al numQer i (number of the tai 1 node), 
2. A termi na 1 number j (number of the head node) I 

3. Mean activity timed.-. 
, J 

4. Activity resource requirement corresponding to the 
mean activity time rijk' 

5. Type of resource that is demanded by this activity k. 

The initial number must always be less than the terminal 
number. The size of these numbers do not matter however 

In estimating times for each activity, it is important 
to be as accurate and objective as possible. In time estimation 
s t e p f 011 owi ng ass u m p t ion s m us t be use d : 

1. A normal level of man power, equi pment and other 
resources must be assumed. At this stage, the effect 
of possible competition between two simult~neous 

activities for men, space or other resources must be 
ignored. Such conflicts will be considered, later. 

2. Only one job at a time must be considered. For 
example, a sequence of work may involve delivery of 
equipment followed by its installation. The time 
deeis-ibn for installation should not be affected by 
the possibility of a late delivery. To guard against 
bias, each job must be considered by itself. It may 
also be helpful to skip around from one part of the" 
network to the other, rather than to follow the 
activities in sequence. 
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3. A normal work day and work week are assumed. Overtime 
is not considered in estimating the mean activity 
time. The known calendar completion dates must not be 
considered in time estimations. Otherwise, unconcious 
tries to adjust the durations to make them fit the 
time available will bias the decisions. 

4. Consistent time units must be used. Any time unit 
(day, week, etc.) may be used but the same unit must 
be used throughout. If days are used, they must be 
either work days or calendar days. 

Next, the activity resource requirement must be 
estimated in view of the mean activity time. Most of the rules 
given for time estimation also help to decide a correct 
resource requirement. When estimating the resource requirements 
itmust always be kept in mind that the time and resource 
requirement decisions along with the construction of the network 
are the keys to successful management which is expected from 
CPM/Pert. And accordinglY, without them being correct, results 
of the enumerative process are useless. 

At this pOint, one question remains to be answered. One 
may think that the procedure would be more powerful and realistic 
if the probabilistic time estimates rather than mean activity 
time estimates were used. But probabilities are too abstract 
concepts for the low levels of management to respond with correct 
and objective estimates in this country. Instead of dealing with 
unreliable inputs, they are discarded altogether. But if in the 
long run the organization succeeds at establishing a data 
gathering system including probabilistic measures, they may also 
be incorporated in the method described here. 

The jobs which are performed with the same resource 
type must be grouped according to this particular resource type. 
Wh~le grouping, the priority must be given to the resource that 
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has the biggest cost contribution~ That means the most costly 
resource type is the first resource type and the second most 
costly resource type is the second resource type. ,By acting in 
the same manner, each activity receives a resource type number 
in addition to its resource requirement. 

The reason of assigning a priority to the most costly 
resource type by giving the resource type number 1 is as 
follows. The group of activities which use the first resource 
type are enumerated first and "the procedure spends a greater 
effort and similarly time to minimize the total resource 
requirement in the first stage of the exhaustive enumeration. 
Not only free sl ~cks (the free slack is defined by assuming 
that all the activities start as early as possible. In this case 
FSij for activity (i ,j) is the excess of available time 
(= ES j - ES i ) over its duration (= d .. ')' but also total siacks 
(the total slack TSij for activity (~J,j) is 'the difference 
between the maximum time available to perform the activity 
(= LC j - ES;) and its duration (= dij )) are used to attain the 
utmost reduction in total resource consumption. This is a 
logical necessity because the resource group in question is the 
most costly resource group. Decreasing one unit of this 
resource meanS the greatest reduction at cost to the project as 
a whale. So, these jobs are given the privilage to be shifted in 
their total slacks. But once they are scheduled, procedure 
schedules the second group of jobs which use the second most 
costly resource type to their slacks which are left by the first 
group. More specificly, if a resource 1 type activity precedes a 
resource 2 type activity, the first one is shifted in its entire 
total slack and once scheduled, the resource 2 type activity may 
only be shifted in its remaining slack if the two activities' 
slacks overlap. Going through the same logic, the highest 
resource type number is given to the least costly resource group 
and the enumeration procedure spends the least time to scheduling 
this group because their total slacks are limited the most. 
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The costs of the resource groups can be found from 
different sources. Accounting department of the organization-as 
well as the union contracts and all other related documents are 
key sources of data for cost figures. 

* Unit cost is the money spent for each unit of 
resource in question which is used for a unit 
working periqd, 

* Overtime cost is the unit period cost of resource 
that is used for overtime. 

* Hiring and firing costs are costs of hiring or firing 
one unit of resource in question. 

* Overtime duration is the duration of overtime choosen 
for each working period of the project. Overtime 
duration must be choosen in such a length that the 
constant productivity of the unique resource can be 
attained. Otherwise. prolonged overtime scheduling may 
violate constant productivity assumption. 
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CHAPTER IV 

DETAIL OF COMPUTATIONS 

A) CPM COMPUTATIONS 

Basic CPM computations are done using the matrix method 
eXPlained by Enver Cetmeli in his book "Yatlrlmlarln 
planlanmaslnda Kritik YorUnge(CPM) ve Pert Metodlan" in pages 
29-36. Forward and backward pass computations are carried out 
with this method and early start, late completion times of the 
jobs are thus found. The other CPM results are obtained from 
these figures by using activity times. 

B) EX HAU ST IV E ENUM ERAT 10 N 
B.l.) SCHEDULING (THE FIRST STAGE) 

The developed procedure systematically eVlluates 
(enumeration) all the possible job finish times for each 
activity in the project. The resulting resource requirements are 
computed for each schedule. From all the possible scheduling 
combinations, the one that minimizes the resource usage for the 
entire project (or subproject) is choosen for further cost 

considerations. 

The exhaustive enumeration procedure is carried out in 
such a systematic way that it permits the use of an elimination 
acceleration technique by so called "bounding". The efficiency 
of computations can be enhanced by introducing this concept. 
Bounding allows for the fact that if a solution of a subproblem 
yields a worse objective value than the one associated with the 
best available solution, it does not pay to explore the subproblem 
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any further. In this case the subproblem is said to be 
IIfathomed ll and may be henceforth deleted. In other words. once 
a feasible solution is found, its associated objective value 
can be used as a (upper in case of minimization and lower in 
case of maximization) IIbound" to discard inferior subproblems. 

During the enumeration, the first combination of jobs 
is taken as the best schedule with its corresponding resource 
requirements for each working period. The maximum of these 
resource requirements is found and it is saved as the upper 
bound for the subsequent scheduling combinations. The first 
schedule here ends and one of the activities of this schedule is 
moved one working period forward or backward to have the second 
scheduling combination. Here, if anyone of the total resource 
requirements exceed the previously saved upper bound, we have a 

network cut for the working period in which the upper bound was 
exceeded. The network cut is the name of period that passes 
through some of the activities of the project (an inferior 
partical schedule) when they are depicted in the Gantt bar 
chart. Once this inferior partial schedule is found as subset 
of the second scheduling combination, it is unnecessary to 
evaluate the second combination any more and the third 
combination is checked. 

If in the third s~heduling combination, the same set 
of jobs that took part in the inferior partial schedule (being 
marked by the network cut) still exist, this third scheduling 
combi nati on is di scarded and the fourth combi nati on ,i s obtai ned 
to be checked again. Thus the enumeration jumps forward until 
at least one of the jobs of thi~ inferior partial schedule 
leaves the time period of network cut. By doing so, it is made 
sure that the resource requirement which was made above the best 
available solution is reduced for the period which is marked by 
the network cut. Then the enumartion contines until another 
inferior partial schedule is determined. 

Jobs are combinatorially moved, corresponding resource 
requirements for the working periods are computed end wheneVEr 
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a better solution is reached, the old feasible solution is 
replaced by this better one. At the end the last saved 
schedule is the optimum solution of this scheduling problem. 

An Example: 

A small project consisting of five activities is given 
here (Figure 3) along with the first stage computation steps to 
show the explained part in detail and present the computational 

logic of the problem. 

F1rst, the jobs are scheduled to their early start 
times and corresponding total resource requirements are counted 
(Figure 3a). The maximum total resource requirement for the 
first schedule is 5 in period 2 of this figure and the schedule 
is saved with its maximum requirement which is 5 units of 

resource. 

In Figure 3 b, until we come to the third period the 
best solution of 5 units of resource rquirement was not 
exceeded. But in the third period it is exceeded and therefore 
we have a network cut in this period. At least one of the jobs 
1-4 or 3-4 must leave this priod so that the total resource 
requirement 6 which is above of our best solution 5 can be 
decreased. 

In Figure 3 c, job 1-4 is moved one period forward but 
it is still cut by the third period. Therefore there is no need 
to count the resource totals. The schedule in this figure is 
inferior and must be eliminated. 

In Figure 3d, we remove the cut from period 3 because 
there is only job 3-4 left in this period. Resource summations 
are continued until period 4 where we have a new network cut for 
jobs 1-4 and 3-4 with total resource requirement 6. 
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All possible combinations of jobs for example project 
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FIGURE 4 Example Project 
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Job 2-3 is moved one period forward in Figure 3 e and 
as can be seen the network cut at period 4 no more exists. All 
the summations of resources are done and the maximum 4 replaces 
the old maximum 5. The schedule in this figure ;s also sa1ed 
as the bestschedule found so far. It must be noted that the job 
3-4 is also moved one period forward because it is a successor 
job for the job 2-3 which was also moved in this enumeration. 

At Figure 3f, we continue until period 3 in which we 
exceed our new maximum of 4 resources by 1. This new cut sti 11 
exists in Figure 9, therefore the schedul.e in Figure 9 is also a 
complete elimination. 

Finally the new schedule in Figure 3h, is also partially 
eliminated because of another cut at period 4. 

Briefly there are only 2 schedules that are computed· 
as a whole, 4 schedules that are completed partially and 2 
schedules are entirely eliminated without ony resource 
summations. 

The total number of resource summations were 5 for 
each schedule adding to 40 summations for the entire 8 successive 
schedules but as can be counted from the figures, only about 
half of them (24) are carried out. The schedules are exhaustively 
enumerated and the optimum solution (the schedule in Figure 3e 
with its maximum resource requirement 4) is found for this problem. 

At the scheduling stage, each additional activity 
increase the number of possible scheduling combinations by an 
amount proportional to its total slack. For example ff the project 
were only made of activity 1-4, the number of scheduling 
com bin a t ion s w 0 u 1 d bee qua 1 to its tot a 1 s 1 a c k p 1 u s 1, w h i chi s 
4. Adding the activity 2-3 to this project, we have 4 extra 
combinations. This number is found by multiplying the total slack 
of job 2-3 (which is 1) with the number of possible combinations 
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already in hand (which was'4). The effect of job 3-4 is nothing 
since by precedence constraint, once its predecessor 2-3 is 
moved, job 3-4 also moves and acts like a continuation of 2-3. 

Going through the same discussion, it is possible to 
draw a curve that shows the upper limit of all possible 
scheduling combinations for each addition of jobs to the 
project. We must consider a project of 4 noncritical activities 

having 2 slack periods each. 
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The dramatic increase of the slope of this curve is an 
inevitable result of attacking the problem with an optimal 
technique. The same point ;s also mentioned by A.M. Geoffrion 
(8) . 

liThe ultimate practical usefulness of any integer 
programming algorithm depends on the crucial guestion: 
How fast does solution time increase with problem size?. 
If solution times tend to increaseexponentially with 
the number of variables (that its, if the solution 
time is proportional to some constant greater than 
unity raised to the nth power) then there is little 
hope of ever being able to solve really large problems 
di rectlyll . 

But it must be stated that the real line of the number 
of possible solutions lies in the shaded region under the curve. 
This is because of the eliminations ,by network cuts and 
precedence constraints as shown in the example project. Therefore 
these help the procedure to expand its strength at solving larger 
networks by decreasing the number of explicit enumerations. 

A possibly more important consideration than size in the 
generalization of these findings has to do with problem 
characteristics such as network structure and/or resource 
requirements. If such characteristics are on behalf of implicit 
enumeration, than the procedure can handle larger problems. But 
is not possible to state how the problem characteristics and 
resource requirements would affect the number of steps to opt~mum 
solution for the time. It seems to be a detailed guestion, 

subject to an independent study. 

B'. 2.) ENUMERATION FOR OVERTIME (SECOND STAGE) 

At next stage the minimum resource schedule is used as 
an input to the problem of overtime scheduling. In other words, 
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it is checked to see if the given schedule can be carried out 

more economically with less resources using overtime. The 
objective is to find the best overtime schedule and amount of 
resources to minimize the total regular, overtime pay and 
hiring-firing costs. But it must be kept in mind that the 
optimum schedule of the jobs that gave the minimum resource 
usage in the first stage of this enumerative process is not 
subject to change in the second stage. The finish times found 
before are now fixed and jobs are not moved anymore. 

At this stage, another exhaustive enumeration routine 
incorporating overtime working for all the possible combination 
of jobs of the network is applied. For each single combination, 
the job or j6bs that are carried out with overtime are given 
adjusted resource usages according to overtime working period 
and resulting total cost is calculated. 

It is assumed that if overtime is to be used, the 
complete job would be performed by overtime work. In other words, 
performing part of a job by regular and the rest by overtime 

work is not allowed. 

The cost figure found from the first enumeration is 
used as an upper bound for the subsequent enumeration and 
whenever a new combination of overtime and regular working 
schedule gives a smaller total cost than the one already in 
hand, this new schedule and its cost outcome replace their old 
companions, receive the names "best available overtime working 
schedule ll and IIm~numum cost ll

, respectively. After systematic 
testing and comparison of all the possible overtime working 
combinations, the schedule and true minimum cost are found. 

Throughout the analysis, the productivity of a specific 
resource is thought to be constant. In other words, given a 
certain man-hours, required to complete a job when overtime is 
assigned in the form of extra hours we need less men to finish 
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the job. In a time unit consisting of 8 working hr~: 

8.r i j = (8 + overtime duration) rOij 

rOij is the resource requirement for the job with 
overtime. As can be seen from this formula, 

S 
roo . ( ~ 

lJ= 8+overbmedtlrabon r .. 
1 J 

rO ij is always less or equal to r ij because multiplier which is 
less than unity (inside of the paranthesis). 

All the possible combinations of jobs are performed 
with overtime and the resulting resource requirement totals are 
changed to cost figures by using regular pay, overtime, hiring 
and firing costs. The resulting total cost and overtime 
scheduled for this cost is saved if the combination re~ults 1n 
a reduced total cost than the one already in hand. 

At the end of this procedure the last saved cost is the 
minimum cost and the corresponding overtime schedule is obtained. 

For a project with only 3 activities, the number of all 

the overtime combinations (Z) are: 
Z= e 1 + e 2 + e3 

333 
= 3! + 3! + 3! 

i! ( 3 - l)! 2! ( 3 - 2T ! -3:O;---! -,("':0;3-_ 3) ! 

=6+6+6 
'Z 7 b 

= 7 

As a generalization, for a project with n different 
jobs, the total number of all overtime combinations are: 

Z =e'+e 2 +e 3 + +en-l+ en 
n n n" .. n n 
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stated in another way, 

The last formula shows more clearly that the argument 
of A.M. Geoffrion holds for this stage too, and justifies the 
bounding method used. 

The technique used for this stage is a simplified type 
of the one employed in stage one. The procedure jumps to the 
next combination whenever the considered schodul~is cost exceed 
the one already in hand. 
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CHAPTER V 

A) TEST PROBLEMS 



w 
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" , 

1 (A 5 ) ... 
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RESOURCE UNIT OVERTIME HIRING FIRING OVERTIME 

..,.. r i tic a 1 act i vi ty Number of nodes :23 TYPE COST COST COST COST DURATION 
A 1800 600 100 100 2 

act i vi ty Number of activities:34 B 900 700 200 200 1 
____ ....gummy ac ti vi ty Number of resources : 4 C 2450 500 900 200 3 

D 1 500 400 500 300 2 
Netw0rk, lis obtained from (16) 
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PROJECT 2 

t resource /r .. 
i.' type./" 1 J 

~2(~5) • 

RESOURCE UNIT OVERTIME HIRING FIRING OVERTI 
umber of nodes 42 TYPE COST COST COST COST DURATI 
umber of activities 65 A 1500 850 1000 1000 1 

ota1 number of resources 8 B 180 60 1500 900 4 
~C 2000 30 2000 500 5 
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G 400 90 1000 900 5 

H 350 70 9000 7000 8 

FIGURE 7 
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PROJECT 2 
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19-30 
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PROJECT 2 
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B) THE C 0 ~1 PUT ERe ODE 

PROGRA~ AS6(D6,06,INFLT,CUTPUT,TAPE5=Dc,TAPE6=C6) 
CO~~O~ IT(99,99),ITE(S9),ITEG(99) 
CO~MC~ ITG(9~),ITGG(99),IR(9S,99) 

conMC~ IF(99),IPC,!8EST(99),!RTN 
CO~~C~ IN{3CCGC),N~,~,IS,rSAA,ISBa 
CO!"~O~ KK,JS,IO,l<8(1ge),KS(198),!Y(99) 
CO~MO~ 10(10),IU(1Q),IRT(99,99),ITF(99) 
co",~a", NI''''ITN~,GC,JC,COS,!yC(99) 

CO~HC~ CF(10),CO(1C),CU(10),CH{1C),~~ 

CO"\~O~ IHC{H) 
WRITE (6,441) 

441 FORMAl (n NA~E OF ?RCJFCT:") 
"-RITE (t,541) 

541 FOR;Hl {n ---------------"11> 
wRITE (6,543) 

543 FOR~q (" PRCJECT CH,APCTERIST1CS:") 
',.jRITE (6,544) 

544 FO Ri"l A T (" -----------------------") 
IiE"D (5,443) N,N~,.~1RTN 

443 FORMAl (313) 

'" Z 1 = II 
WRITE (6,442) N 

442 FORMAT (" NU~SER OF NCDES:",I3,) 
wRITE (6,542) IlM 

542 FOR"Al (n NU~8ER OF ~CTIVITIES:",I3) 
lliRITE (6,642) ~IRTN 

642 FOR~AT (" TOTAL NUMBER OF RESQURCES:",I3) 
DO 1CC I=1,N 
DO 2CC J=1,/'f 
IT(!,J)=-1 

200 CONTHU£ 
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100 CONTHUE 
00 30C I=1,N~ 

READ (S,92CO) IBNN,ISNN,IT1,JN(I),IF(I) 
IT <I StiN, IS NN)= IT T 
IR <I EtiN, IS NN)= IN (I) 

IRTCIENN,ISNN)=IF(I) 
300 CONT II\l;E 

9200 FOR~AT (517) 
00 348 I=1,~IRTN 

348 READ <5,888) CO(!),CU(I),CF(!),CH(I),IHO(!) 
888 FORMAl (4E10.2,110) 

READ (5,443) IE,t-iG 
IF (IE.EG.Q) GC TO 355 
DO 35C J=1,E 
READ (5,443) 1,10 
IT!:(I>=IO 

350 COt'-iTlt.UE 
35S IF (NG.EQ.G) GO TO 36S 

DO 36C J=1,NG 
REM (5,443) I,B 
ITG(I)=ID 

36u CONT HUE 
365 wRITE (6,372) lE+1 
872 FORf'!Al (n ~U1l8ER Of NCDES ~ITHCUT PREDECESSORS:",I3) 

\oIRITE (6,874) ~G+1 

874 FORMAl (" NU:VSER OF NeDES IdTriOUT SUCCESSORS:",I3) 
IT E (1) =0 
DO 40C I=2,N 
I!=I-1 

IS=O 
DO 50C K=1,I! 
KK=K 
J= I- i< 
IF (I1(J,I).~E.-1) GO TO 1C 
IS=! S+1 
GO TO 50C 

10 ITEG(J)=IT(J,IhITF.{J) 
IF O.LT.!TEG(J) )GG iC 30 
GO T: SOC 

30 f>\=ITEf(J) 
500 CONT HUE 

IF (IS.NE.KK) GO TO 35 
GO TO 4GC 

35 ITEe!)=/'! 
400 COH HUE 

ITGOO=ITE on . 
1-;1 =N-1 
00 6UC I=1,N1 
KN!1=l'--I+1 
IS=O 
~=!TG 00 
r-iI=N-I 
DO 70C K=KNI1,N 
IF(IT(NI,K).~E.-1) GO TO 4D 
IS=I S+1 
GO T C 70e 

40 ITGG(~)=ITG{K)-IT{NI,K) 
If (~.GT.llGG(~» GO 10 68 
GO TO 700 

60 "'=!TGG(K) 
700 CONT HUE 

If (IS.NE.!) GO TO 65 
GO TO 60C 

65 ITG(NI)=/'I 
600 CONTINUE 
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DO 80C 1=1,N 
ITEG(I>=ITE(I) 
ITGG(I)=lTG(I) 

800 COI'IT HUE 
IPC=I'TG(N) 
IRTN=1 
10 <I qTN) =1 
K=1 

33 DC 9CC I=1,N1 
11=1 +1 
00 95C J=II,N 
IF (ITCI,J}.:Q,,-1) GO TO 9Sa 
IF (I~T(I,J)~EQ.IRTN) GO TO 32 
GO TO 95C 

32 ITE(K)=ITEG{!) 
ITG(IO=I1GG(J) 
H(K)=IT<I,J) 
IY (!()=!RHI,J) 
ITF(IO=IR(I,J) 
K8{K)=! 
KS(K)=J 
K=K+1 

950 corn aut 
900 CONT HUE 

IU (I RTN) =1'(-1 
IF (gTN.EQ .. I"IRTN) GO TO 13 
IRTN=1RTN+1 
10 (I RHO =1< 
GO TO 33 

13 00 13CC I=1,N~ 
!R(I)=ITF<I) 
ITF(!)=O 
IRT(!)=IY{I) 
IT(I)=IF(I) 
IF (I) =ITE< 1) tI T( 1) 

13[0 18ESHI)=IF<I) 
IRTN=1 

1 5 IS =0 
IA.~=!c(1RTN) 

IS8=IL<IRTN) 
IDAA=1AA 
1088:: I e8 
15AA=IAA 
rsaB=IS8 
IIAA=lA!. 
!I8S=I88 
I . .i.A1=HA 
IAA2=IAA 
1681 =188 
!882=I88 
DO 1313 I=IAA,IS5 
!F(I)=IST(I) 

1313 I8EST(I)=lF(I) 
C.UL I<ESCRS 
"f~ = '1 
K;\=1 

JS=iJ 
15=1 
IA T=J 
I'IH=O 



DO 16CO JQ=IOAA,ID88 
IF(IT(JQ).EQ.O) GO TO 1600 
IF crF(JQ).EG.IT~(JQ» GO TO 1600 
J=JQ 

450 IL=1 
460 H(J)=!F(J)+1 

IN(KA)=J 
IF (K~.EQ.30COO) GO TC 8820 
I11=Jh(1) 
KA=KA+1 
IF (JS.EG.D) GC TO 48C 
KI =1 
DO 1550 L=1AA,IS8 
II N= IF (L>- IT (L ) 
IF (IIN.LT.ID.AND.ID.LE.IF(L» GO TO 490 
GO TO 155C 

490 ITEG(J(I)=L 
1<1=1<1+1 

1550 CONTINUE 
KK1=KK-1 
DO 1555 LF=1,KI<1 
IF (I1GG(LF).EQ.ITEG(LF)} GO TO 1555 
GO TC 48C 

1555 CONTHUE 
IAT= IH+1 
GO TO 41G 

480 CALL FESCRS 
NH=NH+1 
IF (J5.EQ.1)GO TO 410 
IF (~~.LE.~) GO TO 41C 
1""I=!1 
00 17CC lK=HA,188 

17CG 13EST(IK)=IF(IK) 
41 G J=JN (Il) 

IF(J.EQ.JQ) GO TO 42C 
DO 20CO JK=111,188 
IF (JI<.EG.J) GC TO 43( 
IFeJK)=IST(JI<) 

ZCOO COI'HHUE 
PRINT*,2COG 
STOP 

420 IF{IF(JQ).EQ.!TG(JJ»GO TO 440 
DO 18(C JK=111,I=31 
IF (JK.EQ.J) GC TO 4SC 
IF (J 0=1 ST (J!O 

18GO CO~HHUE 
FRINT*,18Ca 
STOP 

440 DO 19CO JK=111,1982 
IF (J 0=1 ST (J K) 
IF (JK.cQ.J) GC TO 16(0 

19(}O CO NT HUE 
PRIrH*,19CQ 
STOP 

430 IL=IL+1 
GO TO 46 j 

1600 corH HUE 
KA1=K.A-1 

IA 81 = 188-1 AA +1 
DO 29S1 I=1,!AE1 
ne( I)=G 

2991 IY (!> =c 
COS=(S9999E9S)**2 
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N1=O 
CALL COS T 
IF (~1TN~.GTw~~) MITN~=MM 
!'lC =~'ITNM 
CO S= G C 
COS8=CCS 
COS1=CCS 
~C1=~C 

DO 3CCC I=1,IAB1 
N1=! 
N=1 
DO 31CO J=1,I 

3100 IYCI-J+1)=IA'-+J-1 
3300 CALL CCST 

IF (JC.EQ.C) GO TO 36(0 
!-iU=! 
IF (~ITN~.GT.~~) MITN~=~M 
ttC=!"lIHd~ 
COS=GC 
IF <CCS.:o.CCS9) GO TC 360G 
CO 3825 L=1,I 

3825 IYC{L)=IY(L) 
36DO IF {Iyon.:Q~I2B-H+n GO TC 3200 

IY 00 = IY (N )+ 1 
3400 IF (N.EQ.1) GO TO 33CC 

IYD=IY(N) 
N=N-1 
!'f(~)=IYDT1 

GO TO 34CQ 
32(0 IF (N.EQ.I) GO TO 3QCC 

N=N+1 
GO TO 360i.; 

3!JCO CONTHUE 
\iiRITE (6,643)I;:n<r.A.;..) 

643 FORMAT (/'" RESOURCE TYP~:",I2," RESOURCE:") 
wRITE (b,644) 

644 FORMAT (" -------- ---- --------"/) 
WRITE (6,922) KA1 

922 FOR~AT (/" NU~9:R OF TRIALS:",I9) 
wRITE (6,449) NH,PT 

449 FOR'''IAT (JI NORIIAL: ",19," JUf~PS: ",19) 
\<iRIT!: (6,524> CU(!RTld 

524 FOR"iAl (" UNIT CaST:",F8.2) 
ioIRITE Uu526) CO(I~Hi) 

526 FaR~Al (" OveR1I~E CCST:",F8.2) 
wRITS (6,528) CHCIRHd 

528 FORMAl (" HIRING CCST:",F8.Z) 
\IIRITE (6,529) CF<IRTI0 

529 FORMAl (" FIRING COST:",FB.2) 
RRITE (6,527) IrlO(IRT~) 

527 fORMAT (" ~AXIMU~ OVE~TI~E",12) 
23456789.1'345678~.1234567E9.123456789.123456789.12345 6709.12345678S~12 

.RITE (6,645) 
645 FOR;~H (" G I 

2 C R 0 i" ) 
I,tRITi: (6,646) 

646 F 0 Ri~ A T (" 
8 _-") 

DO 35(0 I=IAA,IS3 
LS=!TG(I)-ITCI) 

J 

! E C= 11 E (I) + I H !) 
ITS=1TG(I)-11E(1)-IT(l) 
KD=KS(I) 
00 35(5 K=1,N!'l 

TI 

IF (KE(K).NE.KO) GO TC 3505 
KO=K 
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GO TO 35C6 
35(;5 CONTHUE 
3506 IF (KS(I)aEQ~NZ1) GO TO 35C7 

IFS=I1E(KO)-ITE(I)-IT(I) 
GO TO 35C8 

3SC7 IFS=I1G(I)-ITE(I)-IT(I) 
3508 ICOf)=C 

IF (ITS.EQ.O) ICOD=1 
IF (CCS.Ea.ccsS) GO TO 3515 
DO 351C J=1,NU 
IF <I'fC(J)~NE.I> GO TC 3511: 
IOTD=1 
GO TO 19 

3510 COtHHuE 
3515 IOTD=C 

19 iolRIT€ (6,647) I,K8(I),KS(I),IT<I),IP(I),ITEU),LS,IEC, 
4 IT G ( I ) ,! 8E ST <I ) , IT $, I F S, ! C D D , lOT D 

647 FORMAT (13,14,14,1115) 
35GC CONTI~UE 

~RITE (6,927> (IYC<IM),P=1,2[J) 
927 fOR~AT (2013) 

GO TO E8c8 
wRITE (6,924) 

924 FOR~AT (III" HISTOGRA~ WITHOUT OV~RTIM~:"/) 
Io.RITE (0,941) 

941 fORMAT (" O',YS R::S") 
ITc=G 
ISRL=C 
I<C 1= 8 
DO 211 I=1,IPC 
ISR=G 
DO 213 J=IAA,I8e 
I1N=IEEST(J)-IT(J) 
IF (IIN.LT.I.AI·ID~I.LE .. r:lE;:;T(J» GO TO 215 
GO Te 21.3 

215 ISR=ISfi+IIHJ) 
213 CONTHUE 

IT C= I iC ... IS R* CU (I RT N) 
IF (ISR.NE.O) GO TO 216 
GO TO 21 Q 

216 DO 214 L=1,ISR 
214 IT f( U=O 

.. RITE (6,Z1S!:) (I,!SR,(ITF(!(F},!(f=1,rSR» 
210 IF(ISR.Ll&ISRL)ITC=ITC+(!SRL-ISR)*CF(!RTN) 

If (I S Fi. G T • IS RL )! TC =IT C ... ( IS R- IS R L) * CH <I RT N) 
ISRL=ISR 
1 f (! SR. GT ;. ~ C 1) 1iC 1 = I S R 

211 CONTHU£ 
2150 FORlHl (214," ",6CI1> 
2152 FORi'iAj(214) 

\-iRITE (6,39G9) ;;lC1,ITC 
3909 FOR:HT U" 1'1.~x. R:'SOURCE:",I3," COST: ",11elt) 

wRITE (6,926) 
926 FOR~AT (n H!STCGRAN WITH OVE~TIME:"/) 

"RITE (6,9213) 
928 FOR/OT (to DAYS RESto) 

ITC=C 
ISRL=C 
I"S=O 
DO 41CO I=1,IPC 
IS RO =G 
ISR=O 
DO 42CG J=IAft,IS3 
IIN=IEEST(J)-IT(J) 
IF (IIN.LT.I.,AND.L.LE.ISEST<J» GO iC 4110 
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'-, 

GO TO 4200 
4110 IF (CCS.EQ.COS8) GO TO 4305 
4110 DO 43CC K=1,~u 

IF <IYC(K).NE.J}GO TC 43QC 
R 0:::: 8 • 'I I R (J ) I (8. + 1M 0 ( I RT N ) ) 
I R 0= R C 
IF (IRC+.5~ll.RO) IRC=1RO+1 
ISi<O=ISRC+ISR 
GO TO 42eo 

4300 CO NT HUE 
4305 1SR=ISR+1R(J) 

FR1Nl*,1 SR 
4 ZOO COfolT HUE 

ITC=!lC+(ISR+1SRO)*CU(1RTN)+ISRO*CO(IRT~)*IHC(IRTN) 
ISR=ISR+1SRO 
IF (!SR.GT.~S) MS=ISR 
IF (ISR.NE.D) GO TO 4Z30 
GO T C 4120 

4230 CO 425C L=1,ISR 
425 a IT f( l) =Ci 

WRITE (6,1CC4) (I,ISR,(ITF<KF),KF=1,ISR» 
4120 !F(ISR.Ll~ISRL)ITC=ITC+(ISFl-ISR)*tF(IRTN) 

IF(ISR.GT 5 !SRL)ITC=ITC+(ISR-ISRL)*CH(IRTN) 
ISRl=lSR 

41 CO CONTI flUE 
1C04 FORHAl (214," ",6Cl1) 

wRITE (6,390C) "'S,ITC 
3900 FO,q~,~l (I" ~,.x RESOURCE:",r}," "iIN .. CCST: "!1C) 
8~88 IF (IRTN.E.'.i. 14 IRTN) STeP 

IRTN=IRTN+' 
GO TO 15 

882G "RIT~ (6,8821) 
8821 FOR~Al (" PLeASE INCREAS~ THE SIZE OF ARRAY IN(I)'') 

STCP 
EN 0 

RE SO R S: 

suaRCLTI~~ R~SORS 
CO~MC~ Il(99,99),ITE(S9},ITEG(99) 
COMMCh 1TG(99),ITGG(9S),IR(99,99) 
CO'l"10fl IF(99),IPC, !SEST(99),IRTH 
CO~MO~ JNC3QCOC),NM,~,!S,ISAA,ISB8 
CO~MOh K~,JS,ID,KS(19S},KS(1;8),!Y(99) 

CO~MC~ IC(1C),IU(1G),IRTC99,99),ITF(99) 
CO 12 ~ C ~ N I, l'iI Hn~, GC ,J C, co S, IY C ( 99) 
CO~~C~ CF(1C),CO(1G),Cu(1Q),CH{1C),~~ 

COMt401\ IHO(10 
1"=0 
DO 10( I=1,IFC 
I G R= C 
I<K=1 
!Ae=Isee-ISA,A+1 
DO 1SC N=1,IftB 

15C ITGG (~)=C 
DO 20e J=ISA,a,IS3S 
IIN=IF(J)-!T(J) 
IFCIIr-..lI.!."ND.I .. LE.IF(J» GO TO 10 
GO TO 20e 

101GR=HR+IR(J) 
ITGG(l<K)=J 
KK=KK+1 
IF(IS.EQ,C} GO T0 200 
IF (HR.LE./'ll') GO TO zeD 
JS =1 
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10=1· 
RETURtI 

2(;0 CONTHUE 
If (IGR.LE.~) GO TO 1CC 
tt=IG R 

100 CONTINUE 
JS=O 
RETURr, 
END 

FUNCTION IST(IKZ) 
CO~~CN Il(99,99),ITE(S9),ITEG(99) 
COl"fictl liG (99) ,ITGG(9S),IR (9'1,99) 
COi'!MC~ IF(99),IPC,:::8!:ST<99),IRTN 
CO~~C~ IN(30COC),N~,-,IS,ISAA,ISSB 
CO~I'\Ct> KK,JS,I D,Ke (1 9E),KS (193), IY (99) 
CO~MC~ lC(10),IU(10),IRT(99,99),ITF(99) 
CO~"Ct> NI,~ITN~,GC,JC,COS,IYC(99) 
COK"O~ CF(10),CC(1n),CU(1C),CH(1C),~M 
CO!~~C~ !HO(1C) 
~A X=C 
00 10( I=1,N~ 
IF (l<S(I).EQ.KeOKZ» GO TO 20 
GO TC 1CC 

20 IF (I.LT.1SAA.CR.IS88.LT.I) GO TO ~C 
GO T C 40 

30 IF (;HX.Gi;.~lEEST(I» GO TO 100 
I'AX=IEEST(I) 
GO TO 100 

4C If (~AX.GE..IF(!» GO TO 100. 
I"A X= ! F (I ) 

1[0 COl'lTHUE 
IST=IiAX+IT (HZ) 

RETtJR~ 
E~j 0 

SUBRCl:TINE: ceST 
CO~MC~ IT(99,99),ITE(S9),ITEG(99) 
CO~~Ct> ITG{9S),ITGG(9S),IR(99,99) 
Co~~c~ IF(99),IPC,IB~ST{99),IRTN 

CO~l'o\Ct, J~(30QOO),N",~,IS,ISAA,!Se8 

CO :"H O~, K K, J S , I D, i< 8 <1 9 c) , K S (1 98) , IY (99) 
CO~~C~ IC(10),IU(10),IRT(99,99),ITF{99) 
COMMO~ N!,~ITN~,GC,JC,COS,IYC(99) 

CO~MC~ CF(1U),CO(1C),CU(10),CH(1C),~~ 

COi'l~CN IHO(H) 
~ITN1I=Q 
ISRL=C 
GC=O 
DO 10C 1=1,IFC 
IS R= a 
ISRO=C 
DO 2(;( J=ISA.A,IS8S 
IIN=IEESi(J)-IT(J) 
IF <IIN.LT.I.AND.! .. LE.IBEST<J» GO TO 250 
GO TO 20e 

25C IF (NI.EO.O) GO TO 310 
250 DO 30e K=1,NI 

IF (IY(K).NE.J) GO TO 300 
RO=8. >t IR (J ) 1(8.+ IH Q (lIHN» 
1 R C= R C 
IF (I~C+G.5.lT.RQ) IRC=IRO+1 
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ISRO=ISRO+IRC 
GO TO 20e 

300 CONT HUE 
ISR=!SR+IR (J) 

200 CO NT HUE 
GC=GC+(ISR~ISRO)*CU(IRTN)+ISRC*CC(IRTN)*IHO(IRTN) 

ISR=ISR+ISRC 
IF <I SI'.L 1. ISRUGC=GCHISRL-ISR)*CF (IRTN) 
IFCISR.GT.ISRL)GC=GC+(ISR-ISRL)*CH(IRTNJ 
IF CGC.GT.COS) GO TO 280 
IF (I5R.GT.~IT~K) MI1~~=ISR 

ISRL=ISR 
GO TO 100 

Z8G JC=Q 
RETUR/\ 

1CO CONT HUE 
J C =1 
RETURN 
tN 0 

10.19.S1!.UCLP, fa.A, P04 
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C) THE PROGRAM AND COMPUTATIONAL EXPERIENCE 

The procedure developed in this study is used to solve 
two test problems on an CDC . Computer. The program which 

. performed this task is written in FORTRAN language and measures 
about 500 lines induding all the subroutines. It is dimentioned 
to solve projects of up to 99 activities and 10 different 
resource types. It can be easily adapted to solve larger 
problems by changing the size of the related COMMON variables. 

The program takes about 9 CPU seconds for compilation. 
The first project which has a project complexity of 1.43 
( =number of'activitles! number of nodes) was solved in about 
63 CPU seconds and the second project wi th a compl exi ty of 1.55 
was solved in 20 CPU seconds. Allthough the second project has a 
greater complexity which is an execution time increasing variable, 
it is solved in about 1/3 of the first project's solution time. 
This shows quite clearly that favorable project characteristics 
of structure and resource requirements have a strong effect on the 

solution time of the procedure. 
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CHAPTER VI 

A) CO NC L US 10 N S 

The exhaustive enumeration method presented in th~s 
study minimizes the total resourcerequirements and the total 
cost of the project. Like the other optimal techniques it suffers 
also from the exponential increase of solution steps for each 
increase in project size. But these burdens are decreased by 
i ncorporati ng II ne twork cuts ll and IIboundi ngll. 

Although the maximum size of a project that can be 
solved with this method in a reasonable computer time is not 
examined, it still can be said that projects with more than 70 
activities would not lead to short solution times unless they 
have network structure and activity resource requirements 
favorable for the procedure explained here. Solution times of 
the test problems can be used to support this conclusion. 

If the special problem structure does not permit the 
user to apply the method to the full extena, it may still be 
used to attain valuable information about the problem. The 
method proceeds from the most important resource type (the most 
costly one) to the least important type. It can be stopped 
anywhere during these steps and the results generated up to the 
point can be used successfully. Since the solved portion of the 
project coincides to the most costly part. 

The procedure may be stopped even before the optimum 
solwtion to the first resource type group is obtained. This is 
made possible because of the unique nature of the bounding 
technique. It advances by solutions and each solution on the way 
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to the optimum solution is a feasible one. Furthermore, each 
successive solution is a better answer to the problem under 
consideration. Thus once the enumeration is stopped before the 
first optimum is reached, the obtained solution is a better one 
than the preliminary solution which we have without applying the 
method. These advantages make the proposed method also (at least) 
partially suitable for large networks that do not have favorable 
network structure and resource requirements. 

B) RECOMMENDATIONS FOR FURTHER WORK 

The scope of this study was to examine the presented 
method for applicability to certain projects and investigate the 
results. In order to achieve this there had to be certain 
simplifications made to obtain an lIintroductory ll technique. 

Therefore the computer program developed for this purpose lacks 
many handy additions that would make it more flexible and the 
results more realistic. But once the method has proven to be 
functi onal, these improvements can be added to the program to 
improve it in some ways described below. 

The program used for the study assumes that inputs 
related to network structure are correct. But in many real 
cases, the possibility of a false entry of network inputs are 
quite common. If this happens to be the case with this program, 
it will not detect and diagnose network errors such as loops or 
nonunique activities at all but will simply continue to run in a 
vain effort to perform its job. Therefore the inputs of this 
program must be double-checked to make sure that there is no 
network error. To change the program suitable to practical uses 
however, a routine must be added to it~ main body that would 
detect the network errors, print out the event numbers that are 
incorrect. This would greatly aid in the manual search for 

network or input errors. 

CPM/Pert type of programs are used by many levels of 
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management. It is, therefore, important that the program speak 
the managers' lang~age as nearly as possible. One of the efforts 
of this criterion is the use of actual calendar dates in the 
output phase of the program. Instead of starting at IItime zero", 
for example, projects could be instructed to start on a specific 
date, such as 18/2/1986 and all output would be expressed in 
calendar dates. In large scale operations this convenience 
would save a great deal of cl~rical effort and avoid conf~sion 
over dates. The efficiency of the program would be greater if it 
gives both catendar dates and elapsed time. 

The hi gher the 1 evel of (11 anagement, grea ter is the 
demand to see charts rather than tabulated data. Since digital 
computers do not easily produce charts, a routine can be added 
to the program that would prepare bar charts of activities. 
"drawing" the bars on a time scale by repetition of some 
character ( *or 0). With this the reports become more readable 
and useful t and thus the expense of manual prepari ng and 
maintaining of timescaled graphics are avoided. 

The cost components are considered to be fixed 
throughout the project's life. In an innationary environment 
this assumption loses its strenght even for a short duration 
project. Ei ther discrete or continious changes of the costs 
can be introduced to the program with a little extension, 

making the program more realistic. 

Non-linear as well as discrete changes of hiring or 
firing costs resulting from the change of level of a specific 
resource type at a working period can also be added as a routine, 

The constant productivity assumption may be altered if 
the prolonged overtime work is to be scheduled and another 
routine may handle the new stuation by adjusting productivity of 

the resources. 
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