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ABSTRACT 

Increasing importance of automation in manufacturing 

operations obliged the system designers to create large 

production systems that directly couple many stages of 

processin~ machinery. 

iv 

Since high capital investment is nece~sary to realize 

such large production systems, the investment has to produce 

to its full potential. However, little flexibility is the 

character of complex manufacturing systems. Break downs of 

single stations and other system im~alances cause idle periods 

for both machinery and manpower which leads to high financial 

l~ss (opportunity cost). 

Providing inventory banks between suc·cessive stages of 

the production line in order to decouple the stage~ and . 

partially isolate overall system output from machine failures 

in any stage is one way of improving the line efficiency. 

This study is concerned in modeling and analyzing 

multi~tage automatic transfer lines with finite inter stage 

buffers. In the first part of the study an analytical model 

making use of the Markov chain approach is introduced. In tlie 

second part a simulation model of the multistage transfer line 

is pioposed. The aim is to establish relationships between 

system parameters like failure and repair rates of the stages 

and storage capacities and the important system performance 

measures like production rate, average in-process inventories 

and forced-down times. At the end of the work the applications 

of the theoretical results to the real world problems will be 

discussed. 
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QZET 

Uretimde otomasyonun artan onemi/ sistem tasar1.mc1.lar1.

n1. uretimi yapan birden fazla makina/makina dizisini direkt 

olarak birbirine ba~layan bilyilk ilretim sistemleri olu~turmaya 

zorlam1.~t1.r. 

Bu tilr bilyilk ilretim sistemlerini ger~ekle~tirmek yilk

~ek kapital yat1.r1.m1. gerektirdi~inden, bu yat1.r1.mlar1.n tam 

kapasitede uretim yapmalar1. zorunludur. Ancak esnekli~in az 
, 9 

olmas1. bu tip kompleks imalat sistemlerinin bir'ozelli~idir. 

Herhangi bir makinan1.n ar1.zalanarak durmas1. ve di~er baz1. 

sistem dengesizliklerihem makina hem de insangilcu i~in at1.1 

zaman periyotlar1. yaratmaktad1.r ki, bu da yuksek' finansal 

kaY1.plara (f1.rsat maliyeti) yol a~ar. (Bu ~artlarda tam olarak 

kullan1.lamayan yat1.r1.m1.n alternatif kullan1.m imkanlar1.ndan 

dolay1.). 

Bu durumda ilretim hatt1.n1.n birbi~initakip eden ilretim 

istasyonlar1. araS1.na ba~1.ml1.11.~1. azaltacak ve genel sistem 

~ 1.kt loS 1.n1. herhangi b ir jtre tim-noktas1.ndak-i-makina ar1.zas 1.ndan ---
k1.smen soyutlayacak §ekilde stok kilmeleri yerle~tirmek siste-

min verimlili~ini artt1.rma~~i~in bir ~1.k1.§ yoludur. 

Bu ~al1.§ma yukar1.da sozu edilen, ara stok kullanan ima

lat hatlar1.n1.n modellerinin kurulmas1. ve ~ozilmlenmesiyle ilgi

lidir. Cal1.~man1.n ilk k1.sm1.nda Markov zinciri yakla~1.m1.na da

yanan bir analitik model sunulmu§tur. ikinci k1.s1.mda ise ~ok 

istasyonlu bir transfer hatt1.nl.n benzetim modeli a~1.klanmak

tadl.r. Ama~ bozulma ve onarma h1.z1. ve stoklama kapasiteleri 

gibi sistem parametreleri ile uretim hl.z1., ortalama imalat 

i~i stoklarl. ve zorunlu duru~ zamanlarl. gibi onemli $istem 

performans ol~iltleri aras1.ndaki ili§kileri ortaya koymakt1.r. 

Cal1.§man1.n sonunda ise teorik sonu~lar1.n ger~ek hayat prob

lemlerine uygulanmasl. tartl.~l.lmaktad1.r. 



TABLE OF CONTENTS ~ 

ACKNOWLEDGEMENT 
ABSTRACT 
DZET 

TABLE OF CONTENTS 
LIST OF TABLES 
LIST OF FIGURES 

I. I NTRODUCT I ON 
1.1. Concept of Transfer Line and 

Efficiency Problem 

1.2. Efficiency of the System 

1.3. Economic Analysis of Improving Line 
Efficiency 

1.4. Review of Past Research 

1.5. Outline of Research and Contributions 

II. ANALYTICAL MODEL OF THE MULTISTAGE TRANSFER 
LINE 
2.1. Problem Statement 

2.1.1. Modeling the Transfer Line 

2.1.2. Assumptions of the Model 

2.2. Formulation of the Markov Chain Model 

2.2.1. The Markovian Assumption and 
Some Basic Properties 

2.2.2. Transfer Line as a Markov 
Chain 

2.2.3. Ergodicity of the Process 

2.2.4. Computation of Ste ady-State 
Probabilities 

2.3. Computation of System Performance· 
Measures 

2.3 •. 1. Transfer Line Without Buffers 

2.3.2. Transfer Line With Interstage 
Buffers 

2.4. Limitations of the Model 

vi 

Page 

iii 

iv 

v 

.vi 

viii 

ix 

1 

1 

2 

4 

7 

9 

11 

11 

11 

15 

23 

23 

26 

26. 

27 

30 

30 

35 

42 



III. SIMULATION MODEL OF THE MULTISTAGE 
TRANSFER LINE 
3.1. Problem Statement 

3.2. System Description 

3.3. Description of the Computer Program 

3.4. Computation of Performance Measures 

3.5. Discussion of Results 

IV. APPLICATION OF THEORY 
4.1. Description of the Actual System 

4.2. Service Times 

4.3. Failure and Repair of Machines 

4.4. Conservation of Workpiece 

4.5. Conveyor Belt 

4.6. Efficiency of the Line 

V. CONCLUSIONS 

REFERENCES 

APPENDICES 
I. Computer Program to Find the System States 

of the' Analytical Model 

II. Computer Program to obtain Analytical Solution 
of 3-Stage Transfer Line Model Using Markov 
Chain Approach 

III. Simulatiqn Program of Multistage Transfer 
Lines 

vii 

43 

43 

44 

46 

48 

50 

57-

57 

59 

60 

61 

62 

, 62 

64 

66 

68 



LIST OF TABLES 

Table 2.1. Number of system states for various 
storage capacities 

Table 2.2. E(oo) and E(O) values for different 
combinations of system parameters 

Table 2.3. Changin~of steady-state probabilities 
with increasing storage capacity 

Table 2.4. Magnitudes of steady-state probabilities 

Table 2.5. Failure and Repair rates of twelve 

viii. 

29 

33 

38 

39 

different cases 40 

Table 2.6. Change of average storage fills by 
increasing buffer size 41 

Table 3.1. Failure and Repair probability combinations 
for three different cases 51 



Figure 1.1. 

Figure 2.1. 

Figure 2.2. 

Figure 2 .3. 

Figure 2.4. 

LIST OF FI GURES -

Overall layout of a transfer line 

A three-stage transfer line with two 
buffers 

Diagram of state transitions for a 
three-stage line 

Uptime distribution of a real 
workstation 

Downtime distribution of a real 
workstation 

Figure 2.5. System states of a three-s~age line 
wi":thout buffers 

Figure 2.6. Transition matrix of a three-stage 
line without buffers 

Figure 2.7. Change of production rate by 
in~reasing buffer size 

Figure 3.1. Sample and Cumulative Averages of 
Production rate in a three~stage line 

Figure 3.2. Sample and Cumulative Averages of 
Mean Storage fills in a three-stage 
line 

Figure 3.3. Performance measures for increasing 
N2 in case 1 

Figure 3.4. Performance measures .for increasing 
N2 in case 2 

Figure 3.5. Performance measures for increasing 
N2 1.n case 3 

Figure 4.1. Four-machines bottling line 

ix 

1 

11 

14 

20 

20 

31 

32 

40 

49 

49 

52 

54 

56 

58 



I. I NTRODUCT I ON 

1.1. CONCEPT OF "TRANSFER LINE" AND EFFICIENY PROBLEM 

A transfer line can be defined as a number of automatic 

machining and inspection stations, in series, integrated into 

one system by a common transfer mechanism and a common control 

system (BUZACOTT, 2) (as -exhibited in Figure 1.1). 

Figure 1.1. Overall layout of a transfer line 

Materials and/or semi-finished parts enter the line 

from one end, flow through work-stations downstream the line 

to get processed and leave the line from other end as 

finished products. If one of the stations along th~ line 

fails, then all other stations in the line are forced to shut 

down and production-is terminated. Valuable production time 

is lost, while the br6k~n down station is repaired and as a 

result high financial cost is suffered. 
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To improve the efficiency, the iine can be divided into 

a number of stages and inventory banks of semi-finished parts 

can be provided between these stages. With buffer stocks, 

other stages can continue working even if a station in one 

stage stops. The last stage in the live can continue working 

till all buffers between it and the stopped stage are empty 

and the first stage can continue working till all buffers 

between it and the stopped stage are full. 

The improvement in the production rate, or efficiency 

of the line, will vary according to the allocation and the 

size of the inter stage buffers. In the following study our 

conce·rn will be the answer to the que st ion, ~vha t the eff ec t 

of given buffer capacities on system performance measures 

such as efficiency, average inventories and forceddown times 

is, if the system parameters are known. 

1.2. Efficiency of the System 

The purpose of providing buffers between the stages of 

a transfer line is to increase efficiency by means of storing 

and replenishing function of buf~~rs. Therefore, ii will be 

usefu 1 to def ine eff ic ienc y before go ing further.' Eff iciency 

of a transfer line is defined as the probability that the 

lin~ produces a part in a cycle. This probability is equal to 

the expected value of the ratio of the number of cycles where 

the line produces items to the total number of cycles. 

Production rate of a transfer line is the expected number of 

completed parts produced by the system per unit time. In a 

balanced line 

_ Efficiency 
Production rate - Cycle time 



since in this study cycle time is taken as one unit 

time, terms "production rate" and "effie iency" are equivalents 

of each other. 
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E(OO) defines the efficiency in isolation of a line 

with buffer capacities equal to 00. It is assumed that the 

buffer stocks will be such that they will never be exhausted 

during a stage breakdown, if the line has been operating long 

enough. 

Accordingly, the isolated efficiency of any stage L is 

defined as 

E. (00) = 
L 

Mean uptime. 
L 

Mean uptime. + Mean down time. 
L L 

l/b(i) = l/b(i) + l!r(i) 

I 
= I + b(i)/r(i) 

Where b(i) and rei) are failure and repair rates bf stage i 

respectively. 

Efficiency in isolation of the line will be determined 

by the most inefficient stage in the system. Thus, E(oo) is 

defined as 

E (00) = min {E.(oo)} 
all i L 

= 

I + max {b(i) } 

all i 
r( i) 



On the other hand, E(O) defines the efficiency of a 

line without buffers where for a k-machine line 

E(O) = P {(M1 up) and (M2 up) and .•. and '(M
k 

.up)} 

= P {M
1 

up} • P {M2 up} . ... P {M
k 

up} 

k 1 
= .II b(i) 

~=1 1 + r(i) 

4 

In this case entire line will stop as soon as any stage breaks 

down. 

Defining E(B) as line efficiency with buffers of any 

size it follows 

E(O) ~ E(B) ~ E(oo) 

Ho~ever the rate of convergence of E(B) to E(oo) by 

increasing storage capacities is strongly dependent on system 

parameters. 

1.3. Economic Analysis .of Improving Line Efficiency 

As previously stated, improvement of line efficiency 

~s very important for high volume machining systems. The 

opportunity cost of lost production due .to idle periods c~used 

by single machine failures is very high. Fortunately, there· 

are some ways of reducing idle periods and increasing the 

utilization of machinery and manpower. However, every single 

alternative has its own disadvantages and extra expenses with 

it. 
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Improving reliability of the machinery through effective 

maintenance planning may be a solution. Substantial contribu-

tion is realized by introducing redundancy, i.e. stand by 

machines that enter the network in case of failures. However, 

this is often prohibitively expensive, especially in the case 

of systems involving very costly components. 

In the case of ~roviding buffer stocks at certain 

points along the transfer line, there also exists associated 

costs. Buffer storage may occupy valuable space and the 

workpiece kept in the storage may have high inventory holding 

cost. Handling the unit into and out of these inprocess 

inventory banks adds to the storage facility cost. 

It is clear that production rate increases with increasing 

storage size, but this leads to increases in average in-process 

inventory levels too. Consequently increasing production ra~e 

brings extra e~penses due to the storage space getting larger .. 
and due to the capital investment tied up to the higher ib.

process inventories. 

Some of the cost types associated with the transfer 

line problem are shortly listed (Gershwin, Schick, 8): 

(i) Cost of increasing the reliability of machines 

(ii) Cost of providing materials handling equipment 

for each stage 

(iii) Cost of providing storage capacity 

(iv) Cost of repair of failed machines 

(v) Cost of maintaining in-process inventory 

(vi) Cost due to delay or processing time 

There may also be some constraints affecting the 

economic analysis of interstage buffer storages ~hat need to 

be taken into account. A"limit on the total storage space or on 
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some or all of the interstage storages and a limit on the 

expected total number of units in the system or on the expected 

number of parts in certain storages are only some of the 

constraints affecting the analysis. 

A careful economic analysis for changing the.system 

configuration and installing inter stage buffer is possible 

but if some assumptions are clearly stated then a simple 

break-even analysis will be very helpful to evaluate the 

conditions without to much computational effort •. 

The two most important assumptions are 

(i) There is always a demand for the extra production 

gained by the line eff~ciency improvement 

(ii) The unit varable cost of production is independent 

of production volume. C~st of capital ratio or the 

internal rate of return can be used as the interest 

rate for the computation of· the holding cost. 

the objective building an economic model is to compare 

profits made by improving the line efficiency and the cost 

of installing in-process inventory banks. The parameters of 

the mode 1 are 

p: Unit price 

v: Variable cost per unit 

Vj: Variable cost of one unit semi-finished product 

in the j-th buffer storage 

FC: Fixed cost per period 

i: Interest rate 

M: Number of stages 

and the variables ,are 

6P: Positive increment in the production rate 

Y.: Average inventory level in the j-th buffer storage 
J 

per cycle 
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In that case, the cost, the cost ~and profit equalities 

can be formulated as 

[profit] = (p-v) [llP * period length in cycles] 
v '-v----' 

Marginal. 
contribution 
per unit 

Extra production 
per period 

[cos t] = FC 

. y,-__ ---J 

[(M~l I.*v.) * period length * i per period1 
j=l J J in cycles J 

Fixed cost 
., 

per period Average holding 

~Cost per cycle 
---~~-~---~y,-----------~ 

Total variable cost per period 

So given the r. IS, average in-process inventory levels 
J 

per period, the expected P at the break-even point is 

formulated as 

M-1. 
FC + (~ I. * v.) * period length * i per period 

J'=l J J 
P at BEP = ---" ......... --------------------...... 

(p-v) * period 1enght 

As can be seen, .even a veiy simple model requires 

knowledge about the system performance measures for decision 

making. Predictions of the performance measures can be obtained 

based on an analytical and/or a simulation model after having 

an identifying study on the system parameters. The management 

can decide to use inventory banks or not depending on the 

determined profitability. 

1.4. Review of Past Research 

There has been increasing interest 1n modelling the 

effect of inventory bank~ in automated flow lines such as 
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transfer lines, assembly machines and-canning and packaging 

lines since fifties. The first analytical studies were the 

works of Vladzievski (1952, 1953) and Erpsher (1952) published 

in USSR in early fifties. 

In a paper of Stanley B.Gershwin and Oded B~rman, the 

related literature is divided into four classes. 

The first group includes papers on systems without 

failures. The motion of discrete parts is modeled and the 

processing times are taken as random variables. The works of 

Hunt (1956), Hildebrand (1967 and 1968), Knott (1970), Kramer 

and Love (1970), Rao (1975) are included in this group. 

The authors of the second group of papers assume 

dete~ministic processing times but random failures. Buzacott 

(1967a, 1967b, 1969), Gerschwin (1973), Sheskin (1974, 1976), 

Soyster and Toof (1976), Okamuro and Tamashino (1977), Ignall 

and Silver (1977), Buzacott and Hanifi~ (1978a), Schitk and 

Gershwin (1978) fall into this class. 

The third group of papers analyze models in which parts 

are not treated as discrete items. Instead the material to be 

processed is treated as continuous fluid. This in~ludes the 

work of Finch~ Vladzievski, and Sevastyarov (1962), described 

inKoenigsberg (1959) and Buzacott and Hanifin (1978a). 

The fourth and last class is one in which individual 

parts are represented, machineoperation times are random, and 

failure and repair times are random. Only Buzacott (1972) and 

Gershwin and Berman (1979) belong to the fourth category. 
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1.5. Outline of Research and Contributions 

The present thesis aims at devising analytic and 

simulation models for solving the problem of obtaining the 

production rate and other important performance measures of 

multistage transfer lines with finite interstage buffers. The 

results of the theoretical analysis are applied to real world 

systems. 

In the second chapter of the study a Markov Cbain model 

is introduced. The motion of discrete parts is modeled. The 

up and down times are taken as random variables but 

deterministic processing times are assumed. A computer program 

is prepared to compute the steady state values of the system 

states. Exact solutions for the steady state probabilities are 

obtained by solving a set of transition equations using Gauss 

Seidel iteration method. 

Because of computer memory limitation the analytic 

model cannot analyze systems with large storage capacities. 

So in the third chapter a simulation model of the multistage 

transfer line is proposed. A second computer p~ogram is 

developed to simulate systems involving up to twenty stages 

and nineteen buffer stores with sufficiently lar~e capacity 

limits. Approximate solutions of the system performance 

measures are discussed at the end of the chapter. The results 

are reviewed in three groups according to the structure of 

the system parameters and some c6nclusions are made. 

The theory is applied to a bottling line, in beverage 

industry. The aim is to point out its short comings and 

weaknesses and to discuss model extensions to make it more 

applicable to actual situations. 
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In this study it is desired to-obtain exact and 

approximate values for-important'line performance measures by 

means of analytical and numerical techniques given the 

characteristics of the machines and storages. The main target 

is to analyze the interactions between the elements of the 

system and the relations between various system parameters, so 

as to be able to determine the advantages of using buffer 

storages and their effect on system production rate. 
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I!. ANALYTICAL MODEL OF THE ~1ULTISTAGE TRANSFER LINE 

2.1. Problem Statement 

2.1.1. Modeling the Transfer Line 

2.1.1.1. Description of the System 

The system under study is a multistage transfer line. 

It consists of three un~eliab1e stages which are separated by 

buffer storages of finite capacities. A stage is a section of 

the transfer line containing at least one, or more work 

stations. A workstation is defined as i stopping point where 

an operation(s) is (are) performed on the workpiece. If any 

one of the work stations fails, depending on the interdepend

ence of the stations the related stage breaks down (see 

Figure 2.1). 

BUFFER BUFFER 
STAGE 1 STORAGE STAGE 2 STORAGE STAGE 3 

----------1 1 1--------1 2 ,---------l 
I I I I I I 
I -{]o-OOI I I I . U·I I -- 0 ---- --- I 
I I I. I 
I I I I I I L ___ ~or!2_stationsJ L __ Work --=tatio~J L __ Work station':'J 

Figure 2.1. A three-stage transfer line with' two buffers 
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Every workpiece enters the line from the first stage, 

goes through every stage along the line in the ·downstream. 

direction and leaves the line as a finished item. Each straight 

uninterrupted part of the line is se~ved by one transfer bar 

and the semifinished items are transfered from one station to 

the next by these bars. The movement of the semi-machined 

parts is performed simultaneously on all parts of ~he 

transfer line. The time interval between two subsequent 

transfers is call~d a cycle. In the following analysis unit 

production time including the transport time is taken as a 

time unit. 

The function of the buffer storages is to absorb the 

negative effect of the single machine failures on the overall 

output of the line. The buffer storages are of finite capacity 

so during operations the number of units in any buffer store 

changes hetween 0 and the maximum capacity of the store~ Each 

buffer can accumulate the output of the adjacent upstream 

stage until it is full and it can provide the adjacent 

downstream stage with ~emi-finished parts until it is empty. 

2.1.1.2. State Space Formulation 

Since it is desirable to develop a probabilistic model 

of unreliable transfer lines, it is necessary to formulate a 

state space for the model. 

Production rate is dependent on the performance of 

every individual machine and the level of every buffer storage 

in the line. Before defining the system state it is necessary 

to define the operational status of the stages and the number 

of pieces in each storage. 

The performance ofa stage 1S defined by a set of four 

states: 



1. Operating: 

The stage is in working order and carries out its 

function. It is said to be "up". 

2. Broken down or/and under repair: 

The stage is broken down in that cycle or/and the 

repairmen are still working on it. The stage is said to be 

"down". 

3. Forced down (starved): 

13 

The stage is in working order but it is not operational 

because there is no workpiece to operate. It is said to be 

"starved" or "idle". 

4. Forced down (Blocked): 

The stage is again in working order but since it 

cannot transfer its completed-workpiece to the next stag~ or 

buffer storage it is forced down. This situation is called 

"b locked". 

For a k-machine (stage) line the states' are shown by 

variable a. defined as 
~ 

1 if stage ~ is .up 

0 " " " " down 
a. = II " " " idle i=l, •.. ,k 
~ I 

B " " " " blocked 



1 111 a a a 111 1 8 1 1 81 
STAGE 1 

STAGE2~I~1~1~~~1~I~I~~~I~~1~~~~~~1~B~~1~CO~O~~~1~ 

=:II: up c:::J: down· forced down 

Figure 2.2. Diagram of state transitions for a three-stage 
line 

14 

The state of a buffer store at a certain time represents 

the number of units in the storage space. Nj is the maximum 

capacity for the j-thbuffer storage, where j=l, ... ,k-1. The 

variable nj shows the level of the iri-proc~ss inventory in 

the j-th storage so that. 

a :;; n· ~ N. 
J - J 

j=l, ... ,k-1 

The state of the system is defined as the combination 

of the stage performance states and the in¥entory levels in 

the buffers. A system state at time t is formulated as 

The system will be observed in constant time intervals, 

machining cycles, so that time is a discrete variable. 
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States describing the line behaviour are defined as 

follows 

Up If the last stage is operating the line is said to 

be up. 

D.own If the last stage is stopped the line is said to be 

down. 

Consequently the efficiency of the line is defined to 

be the probability of producing a finished piece within any 

given cycle, i.e. that the last stage is up in any given cycle 

and transfers its completed work piece to the finished item 

inventory at the end of the cycle. This probability can be 

taken as the ratio of time in which the line is up to total 

time. 

As previously stated, cycle time is equal to a time 

unit. So efficiency and production rate are identical terms. 

Efficiency is denoted by E and always taken values in the 

range (0,1). 

2~1.2. Assumptions of the Model 

2.l~2.l. Nature of Stoppages 

In order to develop a predictive model of transfer 

lines it is necessary to examine failures closely. Failures 

can be categorized in different ways. The most reasonable 

classification is by extent or cause. Examining the extent of 

a failure, it can either be a single station failure, such as 

a tool failure, or a total line failure, such as a failrire df 

the control system. If the cause of a failure is observed, 

failures can either be due to phenomenon which are operation 

dependent, such as tool wear, or time dependent, such as shift 

change. 
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An extensive study of the failures 1n two transfer 

lines at Chrysler Corporation shewed that (Buzacott, Hanifin, 

3) • 

5 % was due to operation dependent, total line failures 

10 % was due to time dependent, total line failures 

79 % was due to operation dependent, single station 

failures 

6 % was due to time dependent, single station failures 

Also supported by other studies, the conclusion can be 

made, that time dependent, single station failures in transfer 

. lines are relatively insignificant. Moreover, totaL line 

failures prevent all stations in the line form working even 

if inventory banks are provided. Because the aim was to 

ana 1yz e the eff ec t 0 f the b'uff ers on the eff ic iency, to add 

total line failures to the model would be meaningless. A9 a 

result, the following study focused only on operation dependent, 

single station failures. That means when a station is forced 

down by the failure of ~nother station, the probability that 

it also breaks down is zero since the failure mechanisms are 

not operative. 

Some other important point is that the failure of any 

station will result in stoppage of a group of adjacent 

station within that stage. A stage can be considered as a sub 

transferline without buffers. the failure of any station forces 

all other stations within the stage to shut down. 

then 

If the workstations 1n any stage A are Ai, i=1, ..• ,m 

P(stage A breaksdown) = peAL or A2 or ... qr A breaks down) 
m 

Assuming that the up times of the stations are 

independent of each other and defining 
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peA. breaks down) _ P(A.) 
~ ~ 

i=l, ... ,m 

for the sequence Al ,A2 , ... ,A
m 

of disjoint events (C~nlar, 5) 

m 
p( U 

i=l 
A.) = 
~ 

m 
L 

i=l 
P(A.) 

~ 

Hence, it comes out that 

P(Stage A breaks down) = peAl break down) + ••• + PeAm breaks down) 

2.1.2.2. Failure and Repair Distributions 

The up (operating) and down (repair) time of a station 

or stage will have probability distributions. Because 

operation dependent failures are assumed the uptime of a 

stage (station) is defined as the difference· between the 

clock time at which a failure occured and the clock time at 

which the previous repair ended minus the forced down times. 

Downtime of a stage (station) is defined as the duration of 

the repair action caused by any breakdown at that stage. 

In the following study the up-and downtimes have a 

geometric distribution. Because the line is only observed at 

discrete intervals the operating· and repair times are 

measured in number of cycles. 

The probability that stage i breaks down in a cycle, 

given that it was operative at the end of the previous cycle, 

is called breakdown or failure rate of stage i (i=I,2,3) .. 

Denoted by b(i), failure rate of the i-th stage is a constant 

which is independent of the time since the last breakdown of 

the same stage. The mean time between failures, expected 

uptime, is equal to the reciprocal of the breakdown rate. 

The probability. that the repair ~s completed in a 

cycle, given that stage i(i=1,2,3) was broken down or under 



repair during the previous cycle, is called repair rat~ of 

the i-th stage. Denoted by rei), repair rate of the i-th 

stage is a constant again, regardless of how long the 

repairmen are working on the stage. The mean time to repair 

is equal to the reciprocal of the repair rate. 
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The memoryless property of the geometric distribution 

makes it possible to model the system as a Markov chain. Also 

most of the literature assumes that these distributions have 

the "memoryless" property for ease of modeling. 

The validity of the geometric up-and downtime 

distribution is dependent on the reason for station break 

down. Most of the failures are due to stochastic events such 

as tool breakage. However tool wear would imply an increasing 

probability of stoppage with time, which is contradicting with 

the stationarity assumption. If there is a programme of tool 

replacement which is carried out between shifts or there are 

scheduled downtimes for the replacements then tool wear 

would not be a major cause of station breakdowns. Yet, when 

there is a very large number of possible causes of failure, 

in spite of scheduled replacements, to assume geometric uptime 

distribution is reasonable. 

For a large set of possible causes of stoppages the 

duration of repairs takes different values. So also the 

geometric downtime assumption may not be far from the truth. 

Transfer lines of two different industrial manufacture~s 

are studied and one of them is represented in chapter 4. Also 

the records of the significant failures of one of the lines is 

examined. Data collection is realized for 8 hours each in 4 

different days and by different shifts. 



The results showed that there are a lot.of different 

causes for the station stoppages. During the study no· 

scheduled downtimes were met, but the records implied 

scheduled downtimes for revision of the whole line. Most of 

the failures were due to workpiece jams. Shut downs due to 

defective performance caused by inaccurate processing 

characteristics took the second p1ace .. Majority of the 

repairs were realized by the operators in sh6rt tim~s~ Only 

for important failures and scheduled replacements repa1rmen 

were needed and very few repairs lasted more than half an 

hour. 
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Examining the frequency distributions for up-and 

downtimes it can be clearly seen that these data sets are 

well represented by exponential distribution. As an example 

Figures 2;3 and 2.4 show the up and downtime frequency 

distributions of the fast operating end stage of one of the 

transfer lines. 

2.1.2.3. Properties of Input/Output. 

The transfer line under study consists of three 

unreliable stages integrated in series and seperated by two 

buffers. It produces one kind of·commodity. There.1s always 

an e~d1ess supply of parts ava1iab1e for the head stage which 

is never starved. Parts are fed to the system one by one at a 

predetermined rate. An unlimited reserv6ir for finished items 

is assumed which implies that the end stage is never blocked. 

In general, the assumption of infinite workpiece supply 

for the head stage will be justified for most industrial 

applications. Except the reasons of different nature, such as 

strikes, entire production lines seldom have to stop because 

of lack of raw material. There may be cases in which delays 

in reordering raw mate~ia1s may cause a shorta~e of workpieces 
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at the head stage. Moreover, at systems where the parts arrive 

and leave in batches, loading and unloading of batches may 

take some time. If the period of time in which the line is 

starved/blocked is negligible compared to the other times 

involved in the system, it may be ignored. An alternative 

solution is to model the temporary shortages of parts or 

, bo1ckings due to unloading as failures ~f the related stages. 

During operations semifinished parts are not destroyed 

or rejected due to inspection actions. However, when a stage 

is broken down its unit is scrapped. At systems where workpiece 

jam is a major cause of failures, this assumption may not be 

far from the truth. 

2.1.2.4. Processing times of the Stages 

Duration of time for processing one unit, LS constant 

and equal for all stages i.e. the transfer line is balanced, 

which is not always true for real production lines. 

At systems, where during manufacuring operations a 

certain percent of semimachined workpieces is removed or 

destroyed the production rate of workstations may decrease in 

downstream direction. There are also cases where the situation 

is reversed in order to avoid the blocking of upstream machines. 

Some researchers claim that the assumption of 

deterministic service times is justifiable if service times 

do not deviate appreciably from the mean service time. The 

reason is that systems with interstage inventory banks run 

most often near boundaries. This implies that, in general, 

the number of units in any buffer i is either L or Ni. 

Accordingly, large deviations from the mean may s.tarve certain 

machines and block others decreasing the line efficiency. 
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2.1.2.5. Rules for State Transitions 

The system as a whole and and every individual part of 

it is observed at the end of each cycle. State transitions of 

stages and buffers occur at those certain points of time. 

Stages change their state, conditional an the level of the 

adjacent storages and after that the level of the in-process 

inventories is adjusted, conditional on the operational status 

of the adjacent stages. It ~an be seen that the stage and 

storage transitions depend only on the adjacent stage and 

storage states, and do not· depend on the states of stages and 

storages further. away. 

Any stage, except the first one, is starved if the 

upstream stage was down or idle at the end of the previous 

cycle and the upstream storage is empty~ Accordingly any .stage, 

except the last one, is blocked if the downs~ream stage is 

down or blocked and the downstream storage is full. The 

semifinished part waits within the stage until it can be 

transfered to the next stage or storage. No stage can fail in 

its forced down status. 

In contrast with some past models, more than one stage 

can fail within the same cycle. It is assumed that there are 

enough repairmen and equipment so that the repair probabilities 

are not affected when more than one machine are down 

simultaneously. 

The level of a buffer store changes only by one unit 

or it stays at the same value at the end of each new cycle. 

If both stages, stage i and i+1 are up in a cycle the storage 

level of the i-th buffer does not change, becausa the part 

processed at the i-th stage is transfered to the next stage. 

However, if stage i ha~ been up and stage i+1 ·has been 

inoperationa1 within a cycle the increment at the i-th storage 

level is +1 and -1 at the reversed case. 
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2.1.2.6. Steady State Assumption 

As the system is represented by a probabilistic model 

it is possible to determine a stationary probability 

distribution for the system states in steady state. Although 

a stochastic system is never at rest, after running long 

enough all effects of start-up transients will vanish. The 

claim is that knowledge of the initial condition of the 

system does not give any information of the present state of 

the system. While the system does not give any information of 

the present state of the. system. While the system is still 

fluctuating the average performance of the system approaches 

the steady state values, assuming that the probabilistic model 

of the system is stationery. 

2.2. Formulation of the Markov Chain Model 

2.2.1. The Markovian Assumption and Som~ Basic Properties 

The stochastic process X={Xn ; nN} is called a Markov 

chain provided that 

for all jEE and nEN, where E is a count~le set and called the 

state space of the process X (g~nlar, 5). Thus defining the 

state of the system at time t as set) 

p{set+l)! set-~), ••. ,set-I) ,set)} = P{s(t+l) I's(t)} 

The formulation above implies that the transition 

probability at a certain time t depends only on the state 

occupied at that time and it is independent of past history 

of transitions. This means that the transition' from state set) 

to state s(t+l) is independent of how the system has come to 
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state set) which shows the memoryless property of the Markov 

process. 

Defining t .. as the state transition probability from 
1.J 

state i at time t to state j at time t+l 

( i) 

(ii) 

t .. - p{s(t+l) = j!s(t) = i} 
1.J 

for all i,j ~ E 

and t~N 

TT is called then a Markov matrix over E provided that 

for any i,j E , t .. ~ 0, and 
1.J 

for each i E 2: t. . = 1 , 
1.J jE E 

If there are K states then 

At any time t, the probabilities that the system is 1.n 

state i=l, ••. ,k may be represented as a state probability 

vector defined as 

Where 

,t(t) = 

K 
2: 

i=l 
P.(t) =1 

1. 

p{S(t) = l} 

p{S(t) = 2} 

p{S(t) = K} 
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Then the state probability vector at time t+l is given 

by the difference equation system 

~(t+l) = T .:t(t) 

Setting t equal to 0 and applying the above formula 

recursively it cames out that 

where ~(O) is a given initial probability vector. Defining Tt 

as L(t), the chain is termed ergodic if the limit 

limL(t) L 

t+co 

exists and asa result, if the steady state probability vector 

is defined as 

then it is independent of the value of the initial state 

probability vector ~(O). 

As t goes to infinity both vectors ~(t) and .:t(t+l) 

converge to .:t so that in steady state 

k, = T .:t 

Solving that system of linear equations the steady 

state values of the system states can be obtained. 

ROGAZic\ UNivERSiTESi KUTUPHAN! 
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2.2.2. Transfer Line as a Markov Chain 

Memory1essness of failure and repair distribut{on of 

the workstations makes it possible to model the system under 

study as a Markov Chain. Given the state space for the system 

states and failure and repair rates for each stage, state 

transition probabilities can be easily obtained. 

As stated before, if the Markov process is normal and 

the number of system states is equal to K, there exists 

stationary probabilities P = (P 1 P2 •.• PKJ of system states Sl' 

S2, •.. ,SK given by 

K 
P. = L P.t .. 

J i=l 1. 1.J 

K 
L 

j =1 
P. 

J 
1 

j=l, .•. ,K 

Showing that the chain is ergodic the steady state 

probabilities for the system states can be computed by solving 

a system of linear equations. The solution of the system will 

be used in evaluating the line's performance. 

2.2.3. Ergodicity of the Process 

Property of ergodicity is the necessary condition for 

obtaining a unique, exact solution of the system of transition 

equations. For the existance of ergodicity some conditions. 

are defined. 

If the system contains only one final (recurrent) 

aperiodic closed communicating class it is sufficient for 

ergodicity, where a closed class is defined as a set of states 

C such that no state outside C can be reached from any state 

inside C. 



Two states are said to communicate if each can be 

reached from the other. 

A closed communicating class is defined as a closed 

class in which all pairs of states communicate. 
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A final (recurrent) c1asa is one that includes no 

transient states where a transient state is d~fined as a state 

which cannot be reached once the system leaves it. 

A process is Periodic if a state can be reached from 

itself in'd, 2d, 3d, ... ,nd, ..• trials. If d=l only, the process 

is termed aperiodic. If there is at least one state in a final 

class which is has a self-loop, it is sufficient for its 

aperiodicity. 

2.2.4. Computation of Steady Stata Probabilities 

Given that the process is ergodi~ the problem reduces 

to solving the system of linear transition equations g~ven as 

or 

.t = T .t 

(T-I) ~ = Q 

K 
l: 

i=l 
P. 
~ 

= 1 

where .tPQ and (T-I) is a singular matrix of rank (K-1) 

Defining a vector 

e T _ [111 ••. 1] 

the normality equation 'can be rewritten as 
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!t,T,t = 1 

At this step the system has m unknowns and m+1 equations.· 

Deleting one of the rows of (T-I) and substituting for this 

row the vector e
T 

and defining the right-hand side vector as 
T 'V 

~ = 10 •. 010 .• 01 where the 1 entry corresponds to the location 

of !t,T in T, it follows that 

Here T* represents the adjusted version of (T-I) and 

has full rank. 

For the system under study the size of the problem 

gets larger if the capacity of the buffer storages is increased. 

Table 2.1 shows the number of system states, which is equ~l to 

the number of unknowns, for various sizes of inventory banks. 

The possible system states for a k-stage line are generated· 

by a computer program given in the Appendix. The formula for 

finding the riumber of· system statesgi~en storage capacities 

N. , i=1,2, is given as 
1. 

rnumber of 1 
Lsystem states 1 

or for symmetric storage capacity case 

rnuinber of 1= 8 N2 + 24 N + 18 
Lsystem statesJ 



TABLE 2.1. Number of system states for various storage 
capacities 

Nl = N2 = N of states 

0 18 

1 50 

2 98 

3 162 

4 242 

5 338 
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Solving the system for large storage capacities would 

involve an extremely large amount of computation and computer 

memory. It is therefore necessary to fully exploit the sparsity 

and structure of T*. 

A matrix is termed sparse if the ratio of the number 

of nonzero entries to the total number of entries is small. In 

our case sparsity follows from the fact' that many iransition 

probabilities are equal to 0; The special structure of the 

transition matrix follows from the constrained transition 

conditions of the buffer storage~. During a single transition, 

storage levels can each change by a maximum of 1 and except very 

few cases adjacent storages cannot change in the same direction, 

i.e. they cannot both gain or lose a piece within a single 

cycle. 

The advantage of the sparsity of the transition matrix' 

is that only storing the non zero elements and their coordinates 

extremely large matrices can be represented with relatively 

small arrays. 

To solve the system of linear equations Gauss Seidel 

Iteration Method is utilized. The algorithm is as follows: 



Step 0 

Step 1 

Step 2 

Initialization 

P.(t+l) 
1. 

i-I 
(- 2: 

i=l 
t .. P.(t+l) -

1.J J 

P.(t+l) - P.(t) 

M 
2: 

j=i+l 

t. 
1. 

t .. P . (t» + b. 
1.J J 1. 

if 1. 1. 
< £ for all i STOP 

P.(t+l) 
1. 

otherwise GO TO 1 
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for all i 

Major limitation of the algorithm is the computation 

necessary for the convergence of ~(t) to ~. Rate of convergence 

is determined by two factors. One is the accuracy of the initial 

guess and the other is the second largest eigenvalue of the 

transition matrix. The eigenvalues of T are dependent on t4e 

system parameters. Since the computation of the eigenvalues 

of a matrix as large as T is far from trivial the estimation 

of the rate of convergence of the algorithm is not possible. 

However, the initial guess can be improved significantly, by 

making certain observations and giving appropriate initial values 

to certain system states. 

2.3. Computation of System Performance Measures 

2.3.1. Transfer Line Without Buffers 

The purpose of this study is to analyse the effect of 

buffer stocks on system performance, but before doing that it 

will be useful to see the behaviour of a system without buf~ers~ 

For the system without buffers, or equivalently with 

buffers of D capacity, there exists eighteen system states as 

portrayed in Figure 2.5. Transition matrix for the system is 

presented in Figure 2.6. 
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~(i) is defined as the probability that any stagei 

does not fail within a cycle, given that it has been up at the 

end of the previous cycle, which ~s equal to l-b(i). Similarly, 

i(i) is the probability that any stage i is ~till under repair 

within a cycle, g~ven that it has been down.at the end of the 

previous cycle, which is equal to l-r(i). 

Production rate is defined as 

P {System discharges a 
part in acycle} 

- P {System is up within a cycle and 
does not fail at the end of the 
cycle} 

~ P {System is up within a cycle}. 

P {System does not fail at the 

end of the cycle} 

= P {Last stage is up within a cycle}. 

P {East stage does not fail at 

the end of the cycle} 

= (E P.).(I-b(3» 
i ~ 

Where i~S and S is the set of system states where last stage is 

up. 

HI 
I , 

11I all 
I 

I 

06I 
I I 

111 OI1 I BOI 

I 
I I i 

10r 110 010 

I I I I 

,~ 
080 800 I B80 

I I 
I I 

I 100 I 180 111 110 

Figure 2.5. System states of a three-stage line without buffers 
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Figure 2.6. Transitiot;l matrix of a three-stage lit;le withQut buffers 
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Consequently the production rate of the system is 

defined as 

where PI' P7' P13 are the steady state probabilities 

corresponding to system states Sl = [111J; S7 = [Ill] 

and S13 = [011]. 

Solving a set of transition equations of size 18 for 

=10-10 and various combinations of system parameters some 

predictions are made. Results for the 3-stage line without 

buffers are presented in Table 2.2. 
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TABLE 2.2. E(oo) and E(O) values for different combinations o~ 
system 

b (1) b (2) b (3) :·r (1) r(2) r(3) Isolated Efficiency 
efficiency (computed) 

.005 .005 .005 .05 .05 .05 .·90909 .75980 

.001 .001 .001 .05 .05 .05 .98039 .94066 

.001 .001 .001 .02 .02 .02 .95238 .86715 

.001 .001 .001 .04 .04 .04 .97561 .9'2755 

.001 .001 .003 .04 .04 .04 .93023 .88469 

.001 .001 .005 .04 .04 .04 .88889 .84547 

.003 .001 .001 .04 .04 .04 .93063 .88469 

.005 .001 .001 .04 .04 .04 .88889 .84547 " 

.001 .003 .001 .04 .04 .04 .93023 .88467 

.001 .005 .001 .04 .04 .04 .88569 .84513 

.003 .003 .003 .02 .02 .02 .86957 .68454 

.005 .005 .003 .02 .02 .02 .80000 .59986 

.005 .003 .005 .02 .02 .02 .80000 .59996 

.003 .005 .005 .02 .02 .02 .80000 .59986 

.005 .005 .005 .02 .02 .02 .80000 .56493 

.05 .03 .01 .1 .1 .1 .66667 .48996 

.01 .03 .05 .1 .1 .1 .66667 .49000 
.0015 .0015 .0015 .05 .03 .01 .86957 .80981 
.0015 .0015 .0015 .01 .03 .05 .96957 .80957 

-
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Examining the results for lines with identical failure 

and repair rates. It can be seen that E(O) differs significantly 

from from the theoretical value of E(oo). The ratio of 

computed efficiency to isolated efficiency increases when 

the ratio of failure rate to repair rate dicreases. This 

shows that If mean repair time is relatively small compered 

with mean uptime, the effect of buffer stocks on the 

improvement of the overall output of the system is not 

significant. 

Holding repair rates constant, dicreasing (increasing) 

failure rates results in higher (lower) line e£ficiency as 

expected. Line performance changes in the same way for cases 

of constant failure rates and variying repair rates. 

For systems with unidentical failure and repair rates 

line performance takes different values with changing 

combination of system parameters. Assuming identical repair 

rates, if one (two) of the system components has a higher 

failure rate bl and the other two (remaining one) components 

have lower and identical failure rates b2 then production rate 

of the system falls into the range 

If failure rates· (repair rates) change in the down

stream or upstream direction following results are obtained. 

For identical repair rates production rate does not 

differ much if the first or last stage is most efficienct, 

because the middle stage has a dominating effect on the line 

efficiency. If failure rates are identical, a higher repair 

probability of the first stage yields a higher production rate 

than the case where repair rate of the first stage is lower 

leaving the following stages idle for longer. times during a 

breakdown. 
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2.3.2. Transfer Line With Interstage Buffers 

For the 3-stage transfer line provided with inter stage' 

buffers state space of the system and accordingly the size of 

the problem gets larger with increasing storage capacities. 

For ease of modeling it is assumed that size of the inventory 

banks are identical and equal to N. For identical sto~age 

size case there are 8N 2 +24N+l8 possible system states. 
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Examining the system states it can be seen that there 

are only 24 different combinations of stage states. System 

state space is generated by combining these operational status- . 

combinations with corresponding storage states. Yet, general 

transition matrix for storage capacity N can be divided into 

24x24 sub-transition matrices, most of which are ze~o matrices. 

Making use of this special structure of T a subroutine is 

designed for storing T into the computer memory. After 

assigning the transition probabilities the problem reduces 

again.to solve a set of linear transition equations. 

The computed'steady-state probabilities of the system 

states are used to predict the expected production rate and 

the mean number of units in the storage areas. Production 

rate of the system is defined as 

P=(1-b(3) ) 

N2+N 
+ l: 

i~l. 

N
2

+N N+l 2 
P. + l: P2N2 + SN+3+i + l: P4N +10N+6+i 

1. i=l i=l 

N2+N 
P4N2 + 12N+9+i + l: ·P6N2+ lSN+9+i 

i=1. 

+ 
N+l 

l: P8N2+20N+i2+i + N· J l: P8N2+22N+1S+i 
i=l i=l 

where the given P. values correspond to certain system states 
1. 

where the last stage is operative. The average in-process 

inventories are calculated by 

-I. = 
1. 

8N 2+24N+18 
l: 

j =1 
n. .. P. 

1.,J J 
i=1,2 

where n. . is defined as the inventory level in the i-th storage 
1.,J 

corresponding to the j-th system state. 
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Running a computer program designed to compute system 

performance measures several times, for £=10- 5 ; N=0,1,2 and 

different combinations of system parameters steady-state 

probabilities are obtained. A close look at the results gives 

insight into the structure of the system. 

Steady-state probabilities can be subdivided into 

three classes according to their orders of magnitude. In 

general, states statisfying the condition that all three 

stages are up within a cycle have the highest probabilities. 

Total probability for this set of states increases as the 

ratio of failure rate to repair rate of system components 

decreases. 

The second cathegory includes the states where only one 

of the stages is down and the other two are forced to shut 

down. This results from the fact that the analysis is made 

only for N=0,1,2. For realistic repair rate values the ratio· 

of time in which the other stages keep' operating processing 

parts in the buffer stores or adding parts to the stores, to 

the mean repair time of the broken down stage is very small. 

But increasing storage capacity N, holding the parameters 

const~nt, decreases such ~teady-state probabilities 

significantly (see Table 2.3). 

TABLE 2.3. Changing of steady-state probabilities with 
. incr. e a si II:g, ,s,t 0 rage. .ca.p.a, ci ty 

b(1)=b(2).01 b (3) = .02 , 
r(l) =r(2) =r(3) =.1 

N=O P(lll) = .6975758048 
P(OII) = .0631347697 
P (BOI) = .0700222978 
P(BBO) = .1384955702 

N=2 

P(111; 00) + + P(111;1l) = .6961008733 ... 
p(all; 00) = .0553245195 
P(BOI; 10) = .0648895856 
P(BBO; 1l) = .1280239271 
P(111; 00) + ... +P(111; 22) .6958713888 
P(OII; 00) = .0491781290 
P(BOI; 20) = .0603982191 
P(BBO; 22) = .1185138427 

N=l 



The third group involves all r~maining states which 

have the lowest steady-state probabilities. 
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It can be shown that also storage states influence the 

magnitude of steady-state values. The results point out that 

the system runs most often near boundaries, which means that 

the number of part in storage areas are mostly equal to lower 

or upper bounds. This results from the fact that N is small 

and if any stage breaksdown both of the storage levels 

converge to their lover or upper limits in a few cycles and 

stay there until a new failure occurs changing their storage 

state (see Table 2.4). 

TABLE 2.4. Magnitudes of steady-state probabilities 

bel) =b(2) =b(3) = .0002 
N=2 

ret) =r(2) =r(3) = .01 

p(lll; 00) = .312176"4964 

01 = .0020638867 

02 = .0020672333 

10 = .0020889663 

11 = .0000069652 

12 = .0000072257 

20 = .3142951349 

21 = .0010479556 

22 = .30.90831749 

Although line efficiency is known to vary betwee~ E(O) 

and E(OO)., it is important to know the rate at which this 

increase occurs with respect to buffer capacities. Depending 

on system parameters a significant improvement of efficiency 

can be achieved by providing extremely small buffers or only 

by installing large inventory banks. Figure 2.7 shows how the 

production rate of ~he system changes by increasing buffer 
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TABLE~ 2.5. Failure and repair rates of 
12 different cases 

Case b(l) b(2) b(3) r(l) r(2) r(3) 

1 .01 .01 .01 .1 .1 .1 

2 .005 .005 .005 .04 .04 .04 

3 .0002 .0002 .0002 .01 .01 .01 

4 .01 .01 .02 .1 .1 .1 

5 .001 .001 .002 .1 .1 .1 

6 .0001 .0001 .0002 .1 .1 .1 

7 .01 .02 .03 .2 .2 .2 

8 .001 .002 .003 .2 .2 .2 

9 .0001 .0002 .0003 .2 .2 .2 

10 .03 .02 .01 .3 .3 .3 

11 .003 .002 .001 .3 .3 .3 

12 .0003 .0002 .0001 .3 .3 .3 

a 1 
k::::=-~ __ --,-_____ -=-___ 3UFFER CAPACITY I N' 

2 

Figure 2.7. Change of Production 
Rate by·increasing buffer 
size 
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capacity from 0 to 2 for, twelve different cases. In addition, 

average storage fills of buffers 1 and 2 are presented in 

Figure 2.6 for the same cases. 

Generally speaking, when the stages fail extremely 

rarely, and when they fail, it takes very long to be repaired, 

the influence of small buffers on production rate is negligible. 

only large buffers can improve efficiency in such cases, since 

they take longer to empty or fill up. On the other hand, if 

the failures occur frequently and the repair times are short, 

small buffers can improve production rate significantly. 

Accordingly, average storage fills are high in the former 

case and low in the latter case because the storages empty 

and fill up frequently. 

In cases, where all stages have equal efficiencies in 

isolation the effect of increasing buffer, capacity is'most 

clearly visiable. Graphs showing efficiency increase are 

almost linear. The average inventory in the first storage is 

greater'than the second although c~pacity limits are equal. 

The reason is the blocking.effect of stage 2 and 3 on the 

first stage. 

TABLE 2.6. Change of average storage fills by increas~ng 
buffer size 

- N=l 
IlN=2 
- N=l 
I2 N=2 

- N=l 
IlN =2 
- N=l 
I2N=2 

Case 1 

.648033 
1. 260164 

.322122 

.636185 

Case 7 

.809805 
1.576754 

.481624 

.939305 

Case 2 Case 3 

.658687 .665411 
1.302797 1.326536 

.328869 .332249 

.655862 .663531 

Case 8 Case 9 

.815890 .816583 
1.578655 1.578702 

.484696 .484965 

.935546 .934792 

Case 4 Case 5 Case 6 

.730581 .736709 ,.737417 
1.428722 1.433972 1.434376 

.490204 .488444 .488156 

.976024 .964274 .962593 

Case 10 Case 11 Case 12 

.451831 .472548 .474753 

.805751 .837220 .840328 

.142279 .147404 .147866 

.260057 .'271315 .272356 
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If the first stage is most- efficient, the first storage 

is often nearly full. Thus, .the downstream stages get rarely 

starved so that increasing second storage capacity their 

individual efficiencies can converge to their values in 

isolation. 

Finally, if teh last stage is most efficient, the parts 

emerging from the second stage are most often instantly 

processed by the third (machine) stage. The expected value of 

in-process inventory in storage 2 is small because it is 

often nearly empty. Again, it will be profitable to increase 

first storage capacity in order to increase line efficiency. 

2.4. Limitations of the Model 

Predictions of the Markov Chain Model show how t~e 

most important performance measures, line efficiency and 

average inventories, tend to change by increasing storage 

capacities for given system parameters. But unfortunately, 

the assumptions on the distributions of this model (and other 

available models) are too elementary for the real world 

situation so that the presented model do not enable precise 

predictions of the effect of the buffers. However, it is 

extremely difficult to develop an· analytic model which 

incorporates both operation and time dependent failures and 

appropriate downtime distributions. 

Also the symmetric storage capacity case may not be 

common and constrains the analysis. 
I 

But although some assumptions of the introduced model 

may not reflect the real system's behaviour, it gives insight 

into the mechanism of the real system and inaldes ~o evaluate 

re~l production lines by extending it to more closely conform 

to actual situations. 
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III. SIMULATION MODEL OF MULTISTAGE TRANSFER LINE 

Although it is possible to extend the Markov Chain 

model to deal with larger multistage systems it is very 

difficult to derive a solution from it. In this case it is 

appropriate to develop a dynamic simulation model of multi

stage transfer line in order to obtain approximate solutions. 

The basic idea will be to imitate the behaviour of the real 

system by generating random values for key model variables,. 

such as up-and downtime of each stage, that obey certain 

probability laws as the corresponding system variables. By 

conducting numerical experiments on the model, it is possible 

to observe the system's behaviour over time and evaluate 

certain of its design characteristics or different decision 

rules for its operation, like the allocation and capacity of 

the buffers. 

3.1. Problem Statement 

The assumptions of the dynamic simulation model do 

not differ much from the analytic model's. 

The stages are arranged serially so that each workpiece 

enters the line at the first stage, and b~gins to transfer 

from one stage to the next at equal time intervals, which are 

called cycle time. Cycle time includes processing and transfer 

time and it is taken ai a unit time. 

i 
I 



Both up-and downtime are assumed to have exponential 

probability distributions, which has memoryless property. 

Failure and repair rates are defined as in the Markov Chain 

Model. So, mean uptime(downtime) of any stage is defined as 

the reciprocal of the failure (repair) rate of this stage. 

Stage: states in the simulation model are defined the 

same as in the analytical model. With one difference states 

"starved" and "blocked" are combined into one state, namely 

"forceddown" or "idle" state. 
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It is assumed that there will be no lack of raw 

material for the first stage and the last stage will never be 

blocked because there always exists storage space for 

finished items. Parts are not created or destroyed by the 

system, so that every workpiece entering the line leaves, it 

as a finished item. 

Machines breakdown only due to operation dependent 

failures, so that during idle periods no stage can breakdown. 

Finally, since all stages work synchronously, there is 

no feed forward information flow, so that the knowledge that 

a place will be vacant in the downstream storage or that a 
piece will emerge from the upstream stage in the time cycle 

t~ follow does not influence the decision on whether or not 

to attempt to process a piece. 

3.2. System D~scription 

System parameter, variables and performan~e measures 

are defined as follows: 
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System Parameters 

M: Number of stages (M-l: number of buffers) 

Td(i): Mean downtime of stage i in cycles 

F(i): Failure rate of stage i per cycle 

Input variables 

B(j): Capacity of j-th storage 

finish: length of simulation run in cycles 

Output variables 

S (i): State of stage i (up, down or idle) 

newup: Uptime generated, in cycles 

dur,: Downtime generated, in cycles 

time(i): time of next state change of stage i 

uptime(i): time of next up-or downtime generation of stage 1 

cldck: global time pointer 

C( i) 

N( i) 

DT (i) : 

FC (i) : 

1 (j) : 

ML (j) : 

total uptime in cycles of stage i 

number of failures of stage i 

total downtime in cycles of stage i 

number of shut downs of' stage i due to failures 

elsewhere 

number of units in j-th storage area 

maximum number of units in j-th storage area 

CIL(j): cumulative number of units in j-th storage area 

System performance measures 

C(i)/finish: Efficiency of stage i 

CIL(j)/fin~s~ Mean number of units in j-th storage area 

finish-CC(i)+DT(i»: Total idle time of stage i 
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3.3. Desc~iption of the Computer Program 

A computer program is designed to simulate the system 

(see Appendix). 

Each stage is represented by a record containing data 

corresponding to the parameters and variables of the stage, 

such as failure rate, mean downtime, state of the stage etc. 

Capacity of each storage and length of simulation 1S 

specified before each run. Level of a buffer stock is bounded 

by 0 and capacity of the storage. 

The program is so structured that it consists of 3 

functions, 8 procedures and a short ma1n part. Function 

UNiFORM generates pseudo random numbers between 0 and 1 given 

~n initial seed value, using the linear congruentia1 method. 

Function EXPON generates up-and downtimes which are 

ex~onentia11y distributed with a given fuean up-or do~ntime 

and a random number between 0 and 1. Real downtimes are 

rounded to next greatest integer and real uptimes are 

truncated because time is measured in discrete cycles. 

Function OK d£termines whether an idle stage will be 

operating or forceddownin the next cycle conditional on the 

level of the adjacent storages. 

Procedure FORCEDDOWN determines how long a stage will 

be idle according to the .state and remaining repair or idle 

time of the stage which has forced it to shut down. 

Procedure REARRANGE recomputes the remaining idle 

time(s) of the forceddown stage(s) if a zero uptime for the 

brokendown stage is generated, ie. if it breaks down again 

within teh first cycle following the last repair. 
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Procedure INITIALIZE assignes initial values of 

system parameters and variables depending on whether initial 

system state is equal to the origin state (all states idle, 

all storages empty) or not. 

Procedure BOUNDEVENTS takes are of the stages whose 

time is equal to clock time and makes the necessary state 

transitions and storage adjustments. If stage state is up it 

will be changed into idle and a part will be removed from the 

upstream storage and one added to the downstream 
/ 

storage. For 

a breaken down stage whose repair has ju~t finished a new 

uptime will be generated. In case of a zero-uptime (stage 

falls within the first cycle following the last repair) state 

is changed into idle, otherwise time and uptime variables are 

revalued and state will be changed into up. If the observed 

Lstage is forced down a new uptime will be generated and 

added to uptime value of the stage. 

Procedure INVENT adds the number of units in the j-th 

storage to CIL(j) for all j after each change of clock time. 

If level of any buffer j has reached the highest value since 

the beginning of simulation run this value will be replaced 

with the present value of ML(j). 

Procedure CONDITIONALEVENTS decides for a stage to stop 

or continue working within the present cycle given that it is 

idle and.its time is equal to clock time. State changes from 

idle to down if uptime of any stage is equal to clock time. 

Otherwise state changes from idle to up or idle depending· on 

the level of the adjacent storages. 

Procedure SETCLOCK determines the increment in the 

clock time according to the lowest time value ambng the stages 

which are not idle. 
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Procedure REPORT computes the performance measures of 

the system and prints values of important system parameters 

and variables. 

Main part of the program initializes system parameters 

and variables and simulates the system running through a 

repetitative statement which calls boundevents, inv~nt, 

conditionalevents and se·tclock respectively and stops when 

clock time reaches a given limit. 

3.4. Computation of Performance Measures 

As mentioned before, in stochastic system steady state 

does not imply that the system itself is at rest, but that 

the probabilistic model of the system has become stationary. 

~lthough the system continues to fluctuate, it has been running 

long enough so that the effect of the initial conditions have 

vanished. Consequently, it can be said that long time average 

is the practical equivalent of the concept of steady state. 

In our case, the problem is how long the system has to 

be simulated in order to obtain sufficiently precise solutions. 

Several runs made for different· lengths of time and system 

parameters showed that systems in which stages fail frequently 

and repairs are made in short times converge to steady state 

extremely fast. But in systems with small probabilities of 

failure and repair it takes longer that the fluctuations on 

the system performance decrease to a sufficiently low level. 

This shows how strongly the convergence rate depends on system 

parameters. Figure 3.1 and 3.2 show changing of production 

rate and average storage fills of a 3-stage system, with 

identical failure and repair rates, which are eq~al to .005 

and .067 respecti~ely. Continuous lines show sample averages 

at the end of each fixed interval length of 500 cycles where 
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the discrete curves show cu.mulative averages .. It is. clearly 

visiable that after a total of 10.000 cycles fluctuations of· 

cumulative averages die away. 

Although the sample averages in this way are not 

uncorrelated, given that intervals do not overlap, because 

they follow each other immediately, both graphs give a good 

picture of the finite-time, or non-steady-state behaviour of 

the system. 

3.5. Discussion of Results 

Using dynamic· simulation, behaviour of a 3-stage system 

is observed for three cases with different ch~ractetistics. 

To obtain sufficiently precise solutions the system is simulated 

long enough depending on the magnitude of its parameters~ 

Presented results are the average values of the solutions 

obtained from several runs after the sy·stem has reached steady

state. 

For ~ll cases first storage capacity is held constant 

at an appropriate level and second storage capacity is varied 

in positive increments. The change in production rate, average 

storage fills ~nd forceddown times is plotted agains~ the" 

second storage capacity. 

In the first case failure and repair rates are high 

and El(oo) > E3(00) > E2 (00). In second case failure probabilities 

are small but repair probabillties are large respectively, 

where El(oo) > E2(00) > E
3

(00). Third and last case represents a 

system with small failure and repair probabilities, where 

E (00) > E (00) > El(oo) (See Table 3.1). 
3 2 
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TABLE 3.1. Failure and repair probability combinations for 3 
different cases 

bel) b(2) b(3) r(l) r(2) r(3) 

Case 1 1/100 3/100 5/100 1/15 1/10 1/5 

Case 2 3/1000 5/1000 7/1000 1/20 1/25 1/25 

Case 3 5/1000 2/1000 1/1000 1/150 1/100 1/100 

(i) Case 1 (see Figure 3.3) 

In the first case production rate curve shows clear 

concavity·:and approaches a~ymptotically the efficiency in 

isolation of the least efficient stage, which is the second 

one. 

Accordingly curves for forceddown times of each stage 

have the form·of rectangular hyperbola, decaying fast and 

approaching x-axis. At some initial increase of buffer 

capacity the improvemen~ in lin~ ef£iciency and the decreas~ 

in forceddown times is fast but th~re after increasing storage 

capacity brings progressively smaller improvement. 

Moreover, increasing storage capacity of the second 

buffer increases the mean number of units in the second 

storage area almost linearly with a slope less than 1. At the 

same time the average number of units in the first storage 

decreases in constant and small increments. 

Because first stage is the most efficient one, first 

storage is often nearly full. Larger failure probability of 

the third stage with respect to the second one causes the 

increase of average inventory 1n the secand storage with 

increasing capacity. 
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Since the upstream st~rage is mostly at the upper 

limit if the capacity of the downstream storage is sufficiently 

enlarged there will be probable always vacant place for 

workpieces emerging from the second stage when last stage i~ 

brokendown. This means that the real efficiency of the second 

stage will converge to the theoreticai value in isolation. In 

this case line efficiency will approach the minimum·E.(oo) 
~ 

value in the system because the stages are nearly decoup1ed 

by the buffers. ~o, in systems with the same characteristics 

defined in case 1, i~ will be profitable to increase storage 

capacity between the second and third stages if the 

corresponding holding cost is not very high. 

(ii) Case 2 (see Figure 3.1): 

. 
Like in the first case production rate of thesystem 

increases and approaches asymptotically the efficiency i~ 

isolation of the third stage with increasing capacity of 

storage 2. But the necessary storage enlargement for the same 

efficiency improvement is much larger than the first case. 

Since second stage is more efficient than the third 

one average ~torage fill of the second buffer grows very fast 

with increas ing capac.i ty, which 1 ead s to a very steep dicrease 

iri forceddown time of the. third stage initially. ~or a buffer 

capacity of 200 units the ratio of forceddown time to total 

time is below 2%. This shows once again that the third stage 

operates like isolated for sufficiently large upstream storage 

capacity. Since efficiency in isolation dicreases in the 

downstream direction there is no significant effect of the 

first buffer size on line efficiency. 

Average buffer stock in storage 2 increases approximately 

linear at first, and then turns to be smooth concave as 

capacity increases. At the same time mean inventory level in 
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storage I dicreases linearly, because blocking effect,of the 

third stage on the first one is dimini~hed by larger capacity 

of storage 2. 

Again, good buffer effect can be expected by increasing 

second storage capacity in any line which has a similar 

. structure to the given system. 

Case 3 (See Figure 3.5) 

Incase 3, increasing second storage capacity yields 

a very small improvement rate for line efficiency. Although 

production rate seems to converge to the isolated efficiency 

of the first stage, there must be an extremely large buffer 

provided between the last two stages to reach this value. 

Forceddown times of the first and least stages dicrease 

significantly with increasing buffer capacity where the second 

stages does not differ much. 

Average inventory curve of the second buffer shows 

concavity with growing buffer size, where average inventory in 

storage I decreases linearly with a very small slope. 

Since last stage is the most efficient one in the ~ine, 

parts emerging from the second stage are most often processed 

by the third stage without having to wait in storage 2. This 

implies that the second storage is often nearly empty, so that 

providing it with a large capacity is not reasonable. 

Accordingly, little is gained in case 3 by increasing se~ond 

storage capacity. however, enla~gement of the first storage 

will cause rapid increase in production .rate. 
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IV. APPLICATION OF THEORY 

Both analytical and simlatiorr model are developed to 

ga1n insight into the ~ffect of buffer storages in multistage 

transfer lines. But real systems are too complex to be 

represented by mathematical model even if modeling assumptions 

are chosen realistically. 

In the following chapter the assumptions and behaviour 

of the models will be compared with a real system, pointing 

out their shortcomings and weaknesses. 

4.1. Description of the Actual System 

The system under study is a bottling line of an 

industrial manufacturer. It produces two kinds of commodLty 

of beverage type alternatigly. The line consists of 5 machines 

(two of them are integrated into one stage), 3 inspection 

units and transfer bars (see figure 4.1). 

The activity centers are the following: 

(i) Loading machine 

(ii) Washing machine 

(iii) Filling + Capping machine 

(iv) Unloading machine 
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Dirty bottles loaded on the line by the loading machine 

are transfered to the washing station; After being washed in 

4 different phases bottles are transfered to the filling 

machine. On the way they go through an inspection unit where 

the damaged and uncleaned articles are removed. In the filling 

station bottles .are filled with syrup and C02 gas under 

pressure coming from holding tanks. Workpieces emerg~ng from 

the filling machine go directly to the capping unit which is 

integrated to that one. After copping operation items pass by 

two inspection units which are serially located along the 

transfer bar before being unloaded. If the content of any 

item is below the standard amount then it is emptied and 

loaded to the filling machine once more. 

4.2. Service Times 

Concept of cycle time cannot be applied to the actual 

system. Workpieces do not enter the loading, washing and 

unloading stations one by one. The entrance to those machines 

and the emergence from these machines occurs in batches of 

size 48 and 24 units for loading and unloading stations, and 

washing machine respectively. Moreover, parts are not ope~ated 

singly. There are always more than one workpiece on the machines 

being at any phase of the continuous operations~ 

Time between each loading and unloading is adjusted 

according to the processing rate of F+C (filling + capping) 

machine. To avoid starving of the downstream machines due to 

removed parts, the upstream machines operate at faster r~tes.' 

However, a common cycle time can be defined for the 

system, where cycle time ise taken as the expected time to 

produce one unit of item. 



For an adjusted production rate of 213.2 units/min. 

cycle timeof F+C machine is nearly 0.28 l/sec. In this case 

washing machine releases 24 units at every 6 seconds which 

corresponds to a cycle time of 0.25 l/sec. 
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As in the Markov Chain model stated, if deviations 

from the mean service time are small then constant ~achining 

cycle assumption will be justified. 

4.3. Failure and Repair of Machines 

Machines, inspection units and conveyor belts of the 

bottling line fail at random times. Failure probability of 

inspection units and conveyor belts are very small so that 

they can be ignored or modeled as failures of adjacent 

machines. If they were significantly large then it would be 

advisable to model these components as unreliable, individual 

parts of the system. 

There are a great number of causes of machine stoppages. 

Some failures are easy to diagnose and quick to repair (mostly 

by the operators without help of repairmen) such as workpiece 

jams, but others involve m~re ser10US and time-consuming. 

breakdowns, such as material shortage and tool breakage. 

There exist also scheduled downtimes for the entire line 

but these are not of great interest for an analysis of buffer 

effect. But fortunately the existance of a program of tool 

replacement supports the assumption of constant failure 

probability in any cycle. Otherwise tool wear as a cause of 

machine breakdowns would imply an increasing probability of 

stoppage with time. 
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Examining the actual failure and repair probability· 

distributions of the machines, it can-be said that they are. 

exponential with memoryless property. Loading and.tinloading 

machines fail rarely but repair times are longer. However, 

washing and F+C machines breakdown more frequently wh~re 

repairs do not take much time. 

Finally, great majority of the observed breakdowns were 

due to operation dependent failures. But there are also a few 

recorded cases where time dependent entire line failures, such 

as energy and material shortage, occured. Consequently it can 

be claimed that an operation dependent model is more appro

priate than any time dependent model for the bottling line. 

4.4. Conservation of Workpiece 

Contradicting with both models parts are removed due 

to inspection o~erations or damaged or destroyed by the 

system. 

Bottles are removed from the line if they are not 

cleaned or damaged. Also at certain times samples are taken 

for quality control tests. Finished items rejected at the 

inspection units 2 and 3 are emptied first and then load~d on 

the F+C machine to be filled again. 

The a~sumption that parts are scrapped at station 

breakdowns is not reasonable for the whole line but ina certain 

number of failures of F+C machine bottles are really destLoyed 

by the system. 



4.5. Conveyor Belt 

Each machine is connected to the next one with a 

conveyor belt. Parts are transfered from one machine to the 

next ·with the help of those transfer bars. 
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It is common in the literature to encounter conveyor 

belts as in-process storage facility. Also in the actual 

system there are large amounts of workpieces moving on the 

transfer bars. But they cannot be considered as units in 

storage areas. The reason is that the conveyors have always 

to be full to make transfer easier and to avoid the bottles 

to fall down. Other~ise falling down bottles hinder the 

transfer or they are damaged because glass is very sensitive 

to crashes at high temperature changes. Therefore operators 

shut down machines if any other machine breaksdown although 

there are enough workpieces on the conveyors to keep on· 

operating. 

4.6. Efficiency of the Line 

Demand for the commodities which are produced by the 

bottling'I.line shows seasonal fl·uctuations.In cold times 

demand decreases, so the production also decreases because 

the items c~nnot be stored over a long time. But in warm 

seasons demand increases so that the line has to operate at full 

capacity to meet the increasing demand. In such times efficiency 

of the line becomes very imporant. Idle times caused by ~ingle 

machine failures result in shortage cost due to lost sales. 

Increasing processing rates can be a solution but this increases 

failure probability of machines and the number of defective 

items. In this case one way of improving efficiency is to 

provide inventory banks between the workstations. 
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Data obtained from the observations show that b(2) . 

• 000347, r(2) = .01136 and b(3) = .000553, r(3) = .01695. Data 

obtained from the records show that the isolated efficiencies 

of the ioading and unloading machines are over 99%. Although 

records contain only important stoppages, it is known that 

short repairs are not common for the first and last workstations, 

so that computed values may not for from the truth. 

Analysing the results it can be decided to divide the 

line into two stages and provide a real buffer storage between 

them, where stage 1 contains loading and washing machines and 

stage 2 contains F+C and unloading machines. Since washing 

and F+C units are the most inef~icient stages in the line it 

would improve efficiency which has a mean value of 93.8%. 

Allocation of the storage can reduce the blocking effect of 

the F+C machine and the starving effect of the washing 

machine and line efficiency can be increased up to the 

efficiency in isolation of the F+C machine. 

But the situation is not so simple. Waiting of cleaned 

up bottles in the storage may cauie that they become dirty 

again with dust particules in the air. So, there must be a 

limit on the average time a part has to wait in the storage. 

As a result, this fact which was also discussed in. the. 

economic analysis of the problem, where mean number of units 

in certain storages was to b~ limited for high holding cost 

of items, must also be taken into account in the modeling 

attempt of the line. 
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V. CONCLUSIONS 

The aim of the work presented here has been to obtain 

analytical and numerical methods in order to quantify the 

relationships between design parameters and performance 

measures in unreliable transfer lines with interstage buffer 

storages. 

The justification for providing buffer stocks in a 

particular transfer line requires a complete economic and 

technical study which takes into account the cost~f providing 

buffers and the benefit of increased line efficiency. However, 

the ~esults of the ,theoretical analysis in this study provide 

some general answers to certain questions that must be asked 

when the decision of installing buffer stocks is being 

considered. 

1- It is obvious that when the line efficiency is high 

the gain in efficiency through using a given set of storage 

capacities becomes small. For example, the same buffer 

capacity could increase the efficiency of a line from 44 per 

cent to 64 ~er cent as from 68 per cent to 77 per cent. Thus~ 

when line efficiency is high buffer are difficult to justify. 

In cases where line efficiency is low and single station 

failures'are the main reason for line stoppages substantial 

improvement can be expected by ~ntroducing buffer storages. 
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Also, if there is one stage with extr~mely low isolated_ 

efficiency compared to other stages~ buffers will not greatly 

contribute to the line efficiency. 

2- To provide a buffer storage of large capacity 

between two stages where tbe succe~sive stage is more 

efficient than the preceedirig· one is not profitable. Since the 

parts discharged from the upstream stage are instantly 

processed by the downstream stage the buffer is almost empty. 

On the other hand, if upstream' stage is more efficieni than 

the downstream stage it is advisable to enlarge the capacity 

of the storage between them, but thi~ will also increase the 

mean number of units in the storage are. 

3- Provided the capacity of each storage point is at 

least as big as the mean repair time of a stage, the margin~l 

benefit of extra storage capacity decreases. 

Simulation results show that it .is unlikely that a 

capacity of each storage point greater than five times the 

mean repair time could be justified unless the marginal cost 

of extra storage capacity is negligible. 

Results obtained from available models also support 

these conclusions. But, as previously stated, these models 

do not enable precise predictions of the effect of the 

inventory banks. So future· research will be concerned in 

developing models incorporating both operation and time 

dependent failures arid an appropriate downtime distribu~ion 

for each category of iepair and/or remedial action taken. 
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APPENDIX I 

PROGRAM FINDSTATES; 

TYPE line=stringCLJ ;cases=stringC4J ; 
indice=l .. L ;index=1 .. 4 ;subind=1 .. 1000 
states=array CsubindJ of linG 

t • .l(iF: ·f :; t e;·~ t ; 
s;·t:~~.·te!i 1 i nl::: 
t:subind ;x,N~indic2 ;position:index 
performance:cas8s ; 
posstate:states ; 
st~ge:char ;stop:boolean 

PROCEDURE initialize; 
\i'::-;.I·- a.:; j. liei i c:e;: 
bE·:lg i r-i 

assignCf, 'ozercik.pas'); 
r- e V\i 1·- :1. t ('.,: (1~ ) !, 

insert('l'~state,a); 

t:=l;posstateCtJ:=state; 
performanceClJ:='l';performance[2J:='O'; 
p~rformance[3J=='B'~performanceC4J=='I'; 

So. top: =:;:-f;;'i 1 ';;c::' 
E·nd; 

PROCEDURE search; 
begin 

}., : :::::t\.{+ 1 , 
r" e p {.~ ~'. t: 

unti I (sta.teC:·; J<:>' I') 

PROCEDURE cl"i'::liig.::;:·, 
begin 
deleteCstate,x,l); 
insertCperformanceCpositionJ,state,x) 

encl; 

PROCEDURE findpos; 



1..J1;::':':j.l. II 

5tage:=copy(stat~,x~1); 

pasi t ion: =pos .: stc\qe ~ pel~-f OI'"Ill.::.,ncf.;!) 
end; 

)ROCEDURE control; 
type short=1;.3; 
var a~b~c,z=short; 
beg i r-, 

i:',,:::::::pos( 'B1' ,':5t.::;d:E):: 
b ~ =pos:, ( 'B 1 ' ',' s;t'::'.tc,?) ;: 

i.f ~,::::::O thE?n 
begin 
t: =t 00!--1; 
posstate[tJ~=state; 

if pose '01' l!::;ta,t.(~)<>O 
then insert('*',posstate[tJ,N+2); 

end 
enci ;: 

:'ROCEDUF:E stt:::·p; 
i a 1'- i ~ in (j 1. c e; 
bE·gi n 

for i:=(x+l) to N do 
b£~g i n 
delGte(state,i,l)~ 

insert(performance[lJ,state!i) 
E·rtcl 

.=~n <:1 ; 

~ROCEDURE report; 
\!{:'=).:.- j~su.bind; 

end; 

writelnCf);writelnCf);writelnCf); 
~riteln(f, '*** SYSTEM STATES OF A ',N, '_STAGE TRANSFER LINE, ***'); 
writeln(f);writelnCf);writeln(f); 
'rW i t.el n (f ~ 'C!"'i::l.t- c?-,ctf"'I'-scl(~f i n~l ng Dpt21"'i:i.t i, on <'.3,1 ~;tatLl.s of sacl! s'l:age ~ .) 
writeln(f,'---------~---------------~---~------------------------- ' 
~,witE?ln(,F, '1~ C!p~?r'ati.n~] ,O~ dO~'m ,B: blocked ,I: ldle 'j; 

writeln(f);writeCf, '*=only for lines with interstage buffers '); 
;writelnCf);writelnCf); 

"for" j = ==1 to t clo 

:'ROCEDURE "F:L l'-st:: 
begin 

r-epE''::;'It 
if position:::::1 then 

t?l ~·e 

chi:'\ngt'2; cDnt.Y-ol 
u.nti 1 (posi ti on::::Lj.) 

PROCEDURE second; 

position~=position+l; 

change;step;control 

PROCEDURE third; 
begin 

position:=position+l; 
i,f po~:;ition<>Lj. 

position:=position+l 
position~=position+2; 

then begin change;step;control end 
. ____ !:.::.l_eJ:-:,. __ h ."':..:.M i. ~'\ ___ ,,-: .. -::-.n .-~, .. - .f .• .I' .t~ .~-_I""}I·.",\ II ~:r-."-: ~ "-'-'. _ ,?t-"..-I 



enci; 

BEGII\i 
t- ,:;? <='.d (1",~) ; 
initic!.lL:-:e; 
r-(?peat. 

£,E;;-:B.I'-cf"',;; -f i n~jpos~; 
if x=N then first 

e 1 !:; c,' i of :< ::::: 1 t h ETI t h i t- cI 
{O~:t SE'": ':"38cDnd 

unti 1 stOIJ: 
c 1 D~:::·e (-:: ) 

END .. 

*** SYSTEM STATES OF A 3 STAGE TRANSFER LINE *** 

Characters defining Dperational status of each stage: 

*:only for lines with interstage buffers 

1 < 1 1 1 
,.., 1 :1.0 .1::' .. 
-:r -I -I I .':'r J_ J. 

tI- 101 ~f 

r.::- :LOO ,-, , 
, 101 c:> .. 
7 :LBO 
lj -I I 1 u · J. 

9 · 1. 10 
10 · 1 I r 
1 1- Ol 1 ';"i' 

12 010 -}{. 

13 01 I ·l~· 

14 OOl .* 
15 .. 000 
it: . .. 001 
1 7 · OBO 
18 n or :!. 
19 010 
:~() 

" or I 
:."21 B01 ~~, 

22 .. BOO 
rj-:r BOl ,,::.. .. .:, .. 
24 BBO 
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C' ::i-STAGE TRANSFER LIt-.E PRO'dCi:C \-!IT\- i3l!FFl:R Sl(k,~GES 
C OF SIZE N ~A rARKOV Ct-AIN PCDEL IS REPRrSEN1~C • 
C SYSTE~ PlRFCR~A~CE KE!SCRfS ~R~ OeT~IN[C BY SCLVl~G 
C h SET OF LIN[AR TRA~SITI0~ EQLATl(~5 -Gft~SS SEICEL 
C ITf.:R,\T!Or'i iiETI-'OD IS USl.:e TO CC,\PClf. lrl 5TE!'CY STl'lF 
CPR 0 a /. e L LI TIE S F (; R T r. E S 'l'S H: /' 5 T n E S .. 

PRO G 1';'\ 1'1 : \ ." R t< 0" (I 1\ P L T , I f' I T Z , I 1\ V E !, 1 2 , G L T P L 1 , 1 j. PEl = I h 11 I: , 
:# T ~ P E 2" 1 to. V 1=1-\ T 2 , T , P r: 5 = 1 t, P L 1 ,1 t P F t = 0 U 1 F LJ 1 ) 

CCt'.loI{JN f\,!S'!COOfd5 r ,,.:r.,2),1 (5~~J') 
R :: /J. L un, L B 2 , un , ,·n , i~ ? , 1/3 ,L E 1 E , L B ? e , L e 3 e , tIl e , if 2 E , 1·~ 3 E 
I~TEGER A"AE,Be,Ec,cC,CD,D[,CE,Lr,FF,FF,FG,G(,Gt-,t-~,t-l,G(, 

~ . op,pp,PU,CC,CR,RR,RS,SS,ST,11,TL,LL,VV,,,~,~~,~X,XX,yy 
Dlh~NSlrN PX(5~0),X(50J),RHS(5G~),rX(5ur) 
N =2 
READ(5,4) LB1,LB2,LE3 
RrAC(5,~) ~1,r2,~3 
LE1E=1r.-L81 
Le2E=1~-LE2 
L838=lo;-L83. 
/1 J B lI: l. .,- f:! 1 
:'. 2 B = 1 .~ - \) 2 
rl~B=L-ru 

C INITI"'LIZtlYUJ'. 
1 S="' 
dSl Zi:=8'H r-:*t-;) +24"'f\+1/3 
DC hi" T :: " , 1~ S j Z i: 
PX(J)=~J' 

ICOOR(l,l)=l 
ICOCHdl,Z)::I 
T(1)::l .. 

Rt-S n)=.\J 
1 )( ( T ) =\j 

1') ,) T <I ) = J to 

RF.AC(l,~) (X(I),I=l,~S!Z[) 

kHiYt<D 1 
I S=!4SIlC 
Rt-S<l)=J.; 

L CODIIH 
A /3=1 
AE=N*(IHI-)+l 
Bec~8+1 

t3C=2.v.,'IB 
CC=eC+l 
CC=CC+N 
DJ:=CD+l 
O~=CD+N*(N+l) 
E!:=D[+l 
cF=CE+A8 
FF=EF+l 
FG=FF+i-. 
GG=FG+l 
GI-=GG+N 
Ht-=GH+l 
HI=t-H+r-. 
11=1-1+1 
I J:: 11 +N 
Kt<=TJ+l.. 
LL=KK+l 
L~=I<K+N""(N+l) 

I'i:'l= UHl 
i~N=li'+N*< N+l) 
NN":-N+l 
NO=~N+N 
OC=t\O+l 
OP=NO+N'*( N+l) 
PP=r:P+l 



PC=CP+A8 
QCcPU+l 
UR=CQ+N 
RRcCR+l 
RS=RR+N 
S5=RS+l 
Sl=SS+N 
11=51+1 
lL=TT+N 
UL=lU+l 
V .... =UU+l 
V i1= tJU HI 
i'l~=Vl>\+l 
~lX=hh+N 

X)<=r.X+l 
YY=XX+1 

C ASSIGN~~NT UF lRANSllIC~ PPOE4BILI1IFS 
CflL ASG(JA,Ae,A~,fe,1,1,LB]eiLE2e~LB3B,u) 
ClLL ~SG(~A,~B,8B,BC,1,~,LBle*LE2B{Le3,3) 
calL ~SG(tt,tB,CD+N,D~,],1,lele~LB24LE3E,1) 
C~lL ASG(AA,AB,EE+~+l,~F,],1,LB]a*le~~LE3,u) 
c .\ l L 1\ S G ( !.,~ , " -B , F F + 1 ,F G , I\' + 1 , 1 , L b J B ~ L E 2 ~ L e 3 e , r ) 
C!lL ~SG( 'A+N""e,GG-+2.,GI-,~+J,1,LB1S-lLE2E::'Le3,r) 
CjLL ASG(AA+N+l,A8,lL,L~,1,1,LB1~LE2E*LE3E,~) 
CALL ASG(JA+N+l,~U,~N,k~,1,J,LB]~LE2etLE3,3) 
C~LL ASG(AA,AB,aO,OP,!,1,LBJtLB2.LB3E,1) 
CALL ~5G(AA,AB,?P,PC",~,Lbl~Le2*LE3,r) 
CALL ASG(AA,~B,CC,CR,~-+,,1,LE1~lB?~LE3E,0) 
CJLL ~S~(AA+N,Aa,Rk,US,~+1,1,LE1~L222~LEj'l) 
CALL ASG(1A'AA+N,SS,Sl,],1,Lel~LB2t~LE3E,~) 
C .,j L L .~ S G ( !) /l. , fi,A + N , 1 T -+ ::. , T U, 1 , J ,U: 1 ~ L \;' 2 8 JO) L E 3 ,\. ) 
C '~L L ,\ 5 G ( ,~ B - N + 1 "i B , v v , V ~!, 1 , 1 , L 9 1 BtL E 2 * L E 3 E ,n ) 
C \ L L II S G ( !~ 8 - N , /, e , .-i:, ,\! X , J , 1 , L E 1 e ~ L e 2 ~ L e ~ ,U ) 
CALL ASG(ae-~,A8-h,)X,)<),1,1,LblB~Le2~Le3e,r) 
CAL L 1\ S G ( ~ e ,:\ 8 , Y Y , Y 't , J , 1 , L G J E ~ L E 2 B" LE~ 3 , r ) 
C "L L ;\ S G ( e B , B C, iJ.1I ,.~ ~ , J ,J , L B 1 e '* L E Z B'I' ;-':3 ,') ) 
CILL ~5G(E8,BC,88,EC,1,],-1,0) 
C!LL ~SG(BB,8C,BB,BC,1,1,LBJetLE2e.~32,3) 
C~LL ASG(8B,BC,OO.N,OE,1,1~Le18~Le~iK3,l} 

CaLL ~SG{B8,ec,EE-+N41,lF,1,1,L8]8.Le2~r3E,C} 
C ,I) L L .\5 G ( i3 B , c C, F F + 1 ,F G , N + 1 , 1 , L e 1 B ~ LEi >l< h :3 , r; ) 
CrLL ASG(8B+N,BC,GG+~,Gr.,~+1,J,LB1~iLEZE~H~E,;:) 
C~LL ASG(eB+N+l,BC,lL,L~,],1,L81~l67E*K3,:) 
CALL ASG(BB+N+l,8C,~~,h~,],1,LBl*LE2E4~3e,3) 

CALL ASG(ee,SC,OO,OP,1,J,LS]tLe2*H3,l) 
CALL 6.SG(eB,BC,pP,PC,1,J,LBJ~L82*!43E,i~) 
C~LL ~SG{e8,BC,CQ,CR,~+1,1,LEl*Le2~~3,U) 
CALL ASG(BB+N,BC,~R,kS,~+1",L8]~L528iK36,~) 

C ~ L L ~ S G ( a 8 , 8 B + N , S S ,S i , 1 , 1 , L E J If L B ? B ~ /" 3 , r ) 

CALL ASG(8B,8B+N,TT+l,lL,1,1,LB1.LP2~~~3e,L) 

CALL ~SG(EC-~+l,SC,vV,vW,1,1,lBIB'LE2*~3,0) 
C~LL 4SG(3C-N,~C,hh,Hx,J",Le]e~L82i~3B,~) 
C~LL ASG(BC-N,BC-N,)X,XX,l,],LEIB~Le2tH3,") 

CALL ~SG(eC,BC,yy,yy,1,1,LBIB~LE2e.~3e,r) 

C~LL ASG(CC,CC,jh,:e,],~+J,LE18iLe2E,~) 

CALL ASG(CC,CC,CC,CC,],l,-l,~) 

C~LL ~SG(CC,CO,FF+l,FG,l,l,LElB~LBt,~) 
C~LL ASG(CC+l,CO,LL,L~,1,h+l,Lal~LB2e,~) 
C~LL ASG(CC,CO,CC,WR,!",lBl.Le2,~) 
CALL ASG{CC,CC,SS,SS,l,],LBltLBZB,l) 
CftLL ASG{CD,CD,XX,XX,1,1,LBIB~LE2,u) 
IF(N~r:Q~i) GO TO 1 
C ~ L L' AS G ( 0 C , C E , At:., jJ. E, J , 1 , L 8 J B ~ ;, 2 * L B :? e ,4 ) 

1 j. 6 L L .~ S G ( CD ,DE , B B , Be, J , 1. , L B 1 B ~ ii Z '" L b :? , 2 ) 
CALL ~SG(DO,DE,CC,CC,N,J,LBli3'H2.Le3E,U) 

CALL ASG(CD.OE.CD,CE,l~',~l.~) 



IF(~~EQ~~) GO Te 2 
CALL ASG(CC,CE-N,CD+N,CE,1,1,L81B'~2B~L83B,7) 

2 C~lL AS({CC,CE-~,~E,LF,1",Ll18~~2[~L83,5) 
C~LL"SG(CO,DE,FF+l ,FG,,,,1,Le18t.>h28~Le3E,0) 
IF(~#EQ.l) GO TC 3 
C!LL ASG(OD+N,DE,LL,L~,J,1,LeJ*~2~LE3e,4) 

3 C.~ L L I. S G ( C C .. " , c r: , ~~ h ,i~ t\ , 1 , 1 , L e J ¥ 11 2 II L E 3 ,2 ) . 
C h L L ;\ S G ( CO + N ,DE, N t\ ,r ~ c , " , 1 , un ~ ~ 2 ~ L E 3 e , r~ ) 
IF(N~~U·l) GO TO 4 
C!lL AS(lCC,CE,OO,QF,],1,LB1~~~E~L63E,7) 

4 C!LL ~SGlCD,D[,PP,PC,',1,LB1,N2e*L83,2) 
cnLL AS(CC,CE,~Q,~R,N,1,lBl,K2E*LB~b,C) 
IF(~~FQ.~) GO TO 5 
CALL ASGlDO,DD+N-l,SS,ST,1,1,LB'*H~4LE3e,4) 

5 C!lL !SGlDD,OD+N-l,lT,lL,],1,L8J~w2~le3,2) 
CftLL ASGlCO,DD,UU,UL"",lBl~~2*Le3E,~) 
IF(NuE~~l) (0 TO 6 
C ~ L L '" S G ( 0 E - t~ .. 1 , C ~ , ~ v , v ~, 1 , :.. , L B J. B :(> :" :2 E -> L e 3 2 , 7 ) 

b CALL AS«DE-N+l,DE,~~,hX,1,J,Lelb*~2E.LE3,2) 
C~lL \SGlCE-N"1,O~-~+J,XX,XX,1",Le~e~~2e~LE3e,~) 
C~ L L·' 5 G ( f? E ;, f: F , .t:. 1\ ,:. E , , , 1 , L B ). 5 *~; ;:: ¥ !! 3 , t ) 
calL ASGlEE,EF,BB,BC,',J,lB1B.H2~v3E,n) 
caLL ~SG(EE,lF,CC,CC,~ .. 1,1,L~lB~~2*~3,~) 
C!LL ~SG{EE,EF,CC+~,DE,J,1,LEle.n2~4~~,]) 
C~LL ~SG(FE,~F,EE,EF,l,],-~,l) 
CAL L .II S G l FE, E F, E E + N .. ) .. ,f:F, 1 , J , L E 1 B ~ I' 2 t * i1 ? B ,(, ) 
C~LL 6SG(EE,[F,FF+1.,FG,t;+1,J,lelB~h2B+'i'.:~f1) 

CbLL ASG(FE+N"l,lF,LL,L~,1,1,LB1¥H2~~3,t) 
C ;\ L L~ S G ( F C: + N + 1 , E F ,'4 ~i , ... f-.; , 1 , 1 , U; J " !! ;: ~ r 3 E ,t, ) 
C ~ L L ,I, S G ( E f:: + ~ .. 1 , E F , tI /\ ,t .. C , ~ l' 1 , :". , l B 1 :? t' 2 :6 i\ :; , I~ ) 

C ~ L l .~ 5 G lEE, I,; F , 00 , UP, 1 , j , 19 1 >:. ;t 2 e ~ '~3 , 1 ) 
CALL A~G(EE,~F,PP,PC,1,],lBl*~2E,~~e,~) 
calL ~SG(FE,EF,CQ,C~,~+1,1,LB]4~2e~~3,~) 
CfLL ASGlFt"1,EE .. ~,SS,Sl,!,1,Le]*w24~~,~) 
CAL L~ S ( { FE , [: E .. N , 1 T ,T l.; , 1 , 1 , l e , >(. r .2 t ~. ~ e ,'.- ) 
C ~ L L 6 S G l F f: , E. F , U U , U t.;, , , J. , l B 1 * ~! C! ~ !j :..:! , r, ) 
C ~ L L~ S G ( f: F - N + 1 , E F , "V'' v h , J , 1 , L e ~ 0 >!, h ? t >I' t~ ? , "i ) 

CALL 'SGlFF-N,EF,~~,~x",1,Le1e*~?E4~3e,0) 
CAL L ,.\ 5 G ( E F- t\ ,E F- ~ , )( x, x x , ~ ,1 , L E J e * r, ;:: e t ii :: , r, ) 
CftLL ASG(FF,FG,CC~CC,1,1,LBle*h2,n) 
C,"..ll !.SGlFF,FG,FF,F(,1,1,-1,t) 
C'lL 'SG{FF,FG,FF+l,FG,],1,LeJB~h2B,l) 

C ~L l .>\ S G ( F F + 1 , F G , ,,1\ ,N C ,J , 1 , L B 1 ~ !; 2 "-' ) 
C .~ L L ;.\ S G ( F F ,FG , C Q , q l< , 1 , 1, La J ~ I' t: e , ~ ) 
CAL LAS G ( F F , F F , U U , U L , , , J. , L B J ~ !! 2 '-.J ) 
C~LL ~SG(F~,FG,XX,x)(,],],LBle.~2B,L) 
C1LL ~SG(GG,Gh,jt,Ae,1,"+1,lE18~~3,~) 

CJLL ~~GlGG,G~,GG,G~,l,],-l,l) 
CJ.lL ASG(GG,G~,GG+l,G~,1,1,Le'B~N3e'l) 
CALL ~SGlGG9~,Gb,LL+~,L~,1,,,+~,lBl*~3,~) 

CALL hSG(GG,GH,RR,Rs,1,1,LB1~~3E,n) 

C ; L L It 5 G { (G , G G , S T , S 1 , 3 ,J, L B 1 ~ !(:= , \.1 ) 

CILl ASG{GH,GH,YY,YY,1,1,LBle 4N3S,w) 
CftlL \SG(~H+l,HI,At,A~+N,1,],leJ8*LE32,r) 

CALL ASG(~H,HI,BB,aE+~",1,lelB.Le3,U) 
CALL ASGlHH,HH,CC,CC",1,LBje.LE38,~) 
C~lL ASG(~h,hl,~~,bI,l,l,-l,J) 
CALL ASG(HH+l,Hr,SS,S1,1,1,LBJ~l~3~,C) 
CALL !SG(Hh,hI,lT,lL,1,1,LB]4LB~,r) 

caLL ~SGlHH,HH,UU,UC,1,],LB].Le3a,0l . 
CALL ASG(rl+l,JJ,AA,A~+~,1,1,LBlB.~3,") 
CALL ~SGl!I,IJ,BB,eE+N",l,LelB~K:=~,~) 
CALL ASGlII,IJ,CC,CC,],],lBle.h3,n) 
C~lL ASG(II,IJ,II,lJ,],l,-l,L) 
CAll ~SGlIl+l,IJ,SS,Sl,1,1,LB1*~3,l) 

._ C ~L L .. ~ S G ( 11, IJ.lJ .. , T L, l ,}, ~ B~ .. ~t~ 3 E, 'l) 



CALL ASG(TI,II,UU,UU,1,],LBJ~N3,~) 
CALL ASG(KK,KK,(C,C(,1,1,LB3S,0) 
C~LL ASG(KK,KK,KK,KK,1",-1,0) 
caLL ASG(KK,KK,UU,UU~J,l,LBJ,n) 
CALL ASG(LL4~+1,LM,~A,~e,J,1,~1~LB~B~LB28'l) 
CALL ASG(LL4N+l,LM-],eB,BC,1,1,~1.LEze*Le?,?) 
C~LL \SG(LL,LH,DD,O~,1,],'"1*LE2~Le3e,1) 
caLL ASG(LL,L~,EE,EF,],1,~l.Le2tLe3,~) 
C ,.. L L "S G ( L L ,L '1 , F F , F (;~ 1 ,1\+ 1 , ) , II 1. ~ L e 2 t. L E 3 E, ,; } 
caLL ASG(LL4N,L~,GG,GH,N+',1,~1~Le2E~L83,~) 
CALL ASG(LL,Ll+h,~~,HT,:,1,~1.LE2e~LE?e,L) 
C~LL tSG(Ll,LL+~,Ilil,lJ,l,J,Ml.le~e~Le?,r} 
C .A L L .... $ G ( L L -t (H 1 , Lll , L L , U·, 1 , 1 , ;u 1 E ¥ L E 2 E :(. L E 3 E , ,; ) 
C~LL ASG(Ll,L~,LL,lN,],],-l,O) 

C!LL ~SG(LL+~+1,L~-1,~~,Kh,],1,~le*Le?8'LE~,~) 
c,~ L L 'I S G ( L L , Li: , GO, 0 P, 1 , ] , IA 1 E * L E 2 ~ L e ? E:.,l ) 
C f: L L ,\ S G ( L L , L i! , P P , pc, J , J , :~ 1 E'" L E 2 * L 8 :3 , .~ ) 
CALL ASG{LL,Lh,CC,~R-J,~+1",~le.L~2*le3E,l i 
CALL ASG(LL+h,L~,RR,KS,N+l,1,PlE*Le2E.Le3'l) 
CALL ASG(LL,LL+~,SS,Sl,1,1,H~e*La2B.Le3e,r) 
ClLL ASG(Ll,Ll+h,TT11,lU,1,1,plE*Le2btLE3,~) 
C "L L :\ S G ( Ph + t-. + 1 , )~ N, e ,\ , A 8 , 1 , 1 , !"}. ~ L 8", e * ~:::~ ,u ) 
C .~ L L !I S G ( ~ Ii" N + 1 , I" N - 1 , e 8 , S C , , , J , ~ 1 ~ L E;:: e * .,. 3 E , ? ) 
C ;i L l h 5 G ( r l'\ , i~, N , CD, C E , , , 1 , !J 1 ~ L e 2 ~ r{ 3, j ) 

C ,~L L ,A, S G ( !! I'i ,~w , [E , [. F , , , 1 , :41 ", L e 2 ~ 1'13 d ,\; ) 
C ~ L L :\ S G ( 'I ti , ,oJ; N, F F , F G- 1 , ~ 'd , 1 , n. * L 8 i: ~ I' ~ , (' ) 
call ASG(PH+~,~~,GG,G~,~+',1,~1~LB2E*~3E,~) 
C!:. L L .h S G ( If i'( , Ii Il + 1'1 , ~ ~ ,H I , 1 , 1 , ~41 ~ L E 2 e '* .::: ,J ) 
C ,\ L L ~ S G ( ~ r~ , ;,., I!, + I-.. , I 1 41 , 1 J , 1 , 1 , f' ~ ~ L P. 2 E =i ;! 3 E , 1"\ ) 

CAL L ,~ S G ( fi Ii -t N + 1 , H N , L L , L l' , 1 , 1 , :~ 1 e * L f 2 e :) h ? , r ) 

C '~l L" S G ( 'I ii .. N + 1 , I: 1\ - 1 , ~ Ii , i'! " , J , J , {< 1 [):;' L 13 2 B ~ t 3 f: , 3 ) 
C ~ L L\ S G ( 111'. ,t'l N , I~ 1-l , ~I r.. , , , 1 ,-1 "j 1 
ChLL ~SG(~K,~~,OO,OP,1,1,~le~Le?¥~3,1) 
C .~ L L~ S G ( ~ ~ , M N, P P , PC, 1 , ~. , '! 1 !?» L e (* P::: e , t) ) 

C ,~L L ~ S G ( P fj , f: i~ , ~ q , Q p-, , 1\ + 1 , 1 , I~ 1 E'~ L 87. it !! 3 ,~ ) 
C~LL ~5G(UH+N,~~~RR,RS,~+1,J,~lE*L82E*~?B,~) 
C~LL ~SG(~K,~H+~,SS,S,,!,1,rlB*Ld2d.~3,n) 
CJLL ASG(~k,~~+~,lT-t~,lU,]",Ml~$lE2E~h3e,~) 
IF(l-..uEQ~l) GC TO 7 
C~LL ~SG(NN-tl,NO,~~,he,1'''+1,~1*Le2B,~) 

7 CILL ~SG(NN,~O,FF,FG']",~1.LE2,u) 
C~LL ~SG(NN,~N,h~,H~,],1,~1.Le2E,") 
IF(~o~Q_l) GO TO 8 
C1LL ASG(NN+l,~o,LL,Lr,~~~+1,M1E*L6?B,0) 

b C'LL ~SG(NN,NO,h~,~C,1,1,-1,~) 
C~LL 4SG(NN,~O,CQ,WR,l,1,~lE~lB2,~) 
CALL ~SG(~N,N~,SS,SS,],],~le~LB2B,0) 

IF(N~FQrl) GO TO ~ 
C ,<\ L l ~ S G ( CO + N ,0 P , A A ,II e , 1 , 1 , !I J. ::: h ? * L P 3 b ,Lf ) 

9 CALL ASG(OO+N,op,eE,ec,1,1,~1~~2~Lb?,2) 

CALL hSG(QO+N,OP,CC,CC-l,~,1,~1~h2'Lr32,C) 
IF{~~EQ.l) GO TO l~ 

CALL ~SG(OO,OP,CC,D~,J,J'~1.~?B.Le3e,7) 

IJ C~LL ~SG(OO,OP,E[,EF,1,1,~1~~2e<Le3,2) 
CtLL ~Sf(GO,CP,FF,FG,h,1,~1*~2BcLe~e,~) 
IF(N.EQ'~l) GO TO 11 
CAL L h S G ( 00 , 00+ N-l , ~ H , I- I , 1 , 1 , JJ 1 f, i, 2>r L E 3 e ,it ) 

1 J. C ~ L L ,A S G ( CO , 0 0 + r-. - 1 , 11 , 1 J , :I., 1 , J.l 1 4 .'j 2 * L e 3 , r: ) 
C~LL ~SG(OO,OO,KK,KK,1,1,Pl~~2~LB?B,G) 

IF("oJ:Q~l) GO TO'12 
CALL ASG(OG+N,OP,LL,L~,1,1,~le.~~~LE3B,~) 

12 C~LL ~SG(QO+N,OP,~~,~~,1,1,PIE*~2~Le3,2) 
CALL 4SG(OO+N,OP,NN,NC,N,1,Vle*~Z.lE3E,r) 

IF(N.'=Q~l) GO TG 13 
C~LL ASG(OO,OP,OO,OP,1,1,~le.H2e~LB3E,7) 

1,~ __ ~~L ~ "SC ( 00 .o~. 0(,).0 p.). J. -1.1.. ) 



CIlL h5G(CO,OP,PP,PC,1,1,~lE*~2e*Lb3,?} 
call ~~G(CG,CP,CC,CR,h,J,N1E~p2E*le3~,() 
IF(h~FQ~l) GO TO 14 
C~lL 'SG(CO,OO+h-l,SS,Sl,1,J,V1E.r2.LE3E,~) 

1 4 C.~ l L '" S G ( 0 a , G C ... r-, - J , 1 T ,1 L , 1 , ) , ,< ]. E ¥ /",', t l e 3 ,~ ) 
C~lL 'SG(CO,OO,UU,UL,J,1,~18.p2.LB3e,~) 
CALL ASG(PP.N+l,PQ,jA,te,1,],Vl(~24N3,t) 
CALL ASG(PP4~+1,pc,eB,aC,1,1,~14R?~~3E,C) 
CALL hSG(PP+~+1,P~,CC,CC-l,~ ... ],1,rl~~2*~~'l 
C!lL ~SG(PP,PU,CD,DE,1,1,~li~2ei~?,]) 
C ~ L L J" 5 G ( P P ,P Q , t [ , E F , 1 , J. , f! ::.. ~ i' 7 8 " i \ 3 8 ,L ) 
C ~ L L /; S G ( P P , P Q , F F , F G, !\ + '- , 1 , I~ 1 * 11 2 8 >!l I, 3 , r· ) 
C .~ l L ., S G ( P P + 1 , P P + N , I- H , b I , 1 , 1 , ~ 1 ~ r. ? ". ~ 3 , J ) 
c -~ L l .\ S G ( P P , i> P + t-t , I I ,I J, 1 , j , 1'.1. .(. F 2 * ~ 3 e , ~! ) 

CALL '\SG(PP,PP,K~,k.I<,t,J_,1Jl~;';2)U13,l.) 
CAL L " S G ( P P + N +!. , P (.; , L L , L " , 1 , 1 , :/1 e ~ ~J 2. ~ /\ 3 , (: ) 
C ,':: l L' S G ( P P 4 t-\ + 1 , pc, " I; ,F. t, , 1 , 1 , 'J 1 E * j} Z >/. I'. 3 i3 ,J ) 

C ;~ l L~ S G ( P P 4 N + 1 , P Q , ~ II , N C , 1\ +, , 1 , ?i 2. B >" 1-1 C. *' I'·{ ~ , (I) . 

C l L L .A S G ( P P , P Q , co, G F , 1 , J , ~Il e.;· Ii 2 E ~ 1':3 ,1 ) 
C ~ l l , .. S G ( P P , PC, P P , PC, 1. , ), , 1" 1 E >f t' 2 E * ~' :3 e , ,.. ) 
CALL ASG(PP,PC,C~,tR;N.l,~,~le.~2e~W3,(} 
CALL ~SG(PP+l,PP+N,SS,Sl,1,1,~le~~2~H?,~) 
C b L L 'S G ( P P , P P + h , T 1 ,1 L , ) , 1 , ~' 1 B * I.: 2 ;. i \ 3 e ,~; ) 
C ,., L LA, S G ( P P , P P , U U , U L , '. , :1 , ," 1 e.l( ~ 2. ~ !~ 3 , r' ) 

C~lL 6SG(QU+l,QR,CC,CC,],1,~1.~2,~) 
C!lL ~SC(C~,QR,FF,FG,1,1,~1*~7B,J) 
C!ll 'SG(CQ,CC,KK,K~,1,1,~1.h2,r) 
call ~SG(CQ+l,QR,~~,NC",1,~le~H2'L) 
C~Ll hSG(~C,UR,CC,C~,1",~le~U2e,") 
C :.. l L 'S G ( C Q , (,J C , l; IJ , U L , 1 , ~ , ,.. 1 e ~ '" 2 , \. ) 
C ~ L L\ S G ( R R + J. ,R S , ~ I~ of N ,;~. E ,j , t\ ~ J. , .. 1:; I ?,') 
C ~ l L f\ S G ( R R ,R S , G G , G I- , 1 , 1 , 'J :.. ~ ~ 3 e ,(; ) 
C~lL ~SG(PR,RR,~I,bJ,],1,~1~h3,~) 
C .~ l L\ S G ( R K + 1 , R S , L L of 1< , U~ , J , 1\ + 1 , n e ~,~ 3 ,(.; ) 
CALL A$.G(RR,RS,RR,kS,1,1,'"I.le*~3E,Ii) 

CALL 'SG("R,RR,ST,Sl",1,~le*~3,J) 
C~lL ~SG(SS+1,ST,Hh,hJ,1,],Ml.Le3B,~) 
C8lL ~SG(SS,ST,!I,IJ",J,~1~Le3,0} 
C~lL ASG(SS,SS,KK,K~~1,1,~~~Le3e,~} 
C "L L~ S G ( S S + 1 , S T , S S ,S T , ~. , J , 1'1 e,;. L 8 ~ ~ ''..i ) 

CAll ~SG(SS,Sl,SS,S,,],],-l,l) 
calL ~SG(SS,ST,TT,lL",1,~le'LH3,n} 
CALL 4SG(SS,SS,UU,U~,1,1,~lE~LB3B,~) 
CalL ~SG(TT41~TU,~~,HI,1·,1,rl*M?,~) 

CAL LA S G ( T1 ,T U, II , I J, l " ,'41;t S:3 B ,J ) 
call 'SG(TT,TT,KK,K~,1,1,~1*r3,0) 

",C.~lL ."SG(TT~1,TU,SS,ST,1,1,!'lerit>:,j'L) 

CtLL ASG{TT,TU,TT,TL,1,1,Nle~~3E,n) 
calL ~SG(TT,TT,uu,UL,1,1,vle+r3,u) 
C~Ll ASG{UU,UU,KK,KK,1,1,Nl,C) 
C!LL ~SG(UU,UU,UU,UL,1,],U1E,r) 
1 F ( t\ v r: Q '< 1) GOT a 1 5 
C~LL ASG(VV,VW,AB-N,AB,1,1,p2~LE3e,4) 

\5 CALL !SG(vy,VW,eC-N,BC,1,',~2.LE3,u) 

CftLL AS~(VV,VV,CC,CC,],~,~2*Le3e,n) 
IF(N~~Q.l) GO TO 16 
C~LL ASG( vv ,V~, vv,v~, ~,~, "'Le*le~B,7) 

16 C~lL ASG{VV,VW,vv,V~,l,l,-l,~) 
CALL ASG(VV,VW,k~,k)",1,~2E~LE3,0} 
CALL ASG(VV;VV,XX,XX,1,1,~2e*LB3B,0) 
C "l LAS G ( ~~; + 1 , ~i X , A B -1'\ , " 8 , , , 1 , '" 2 ~ :-\3 , () ) 
CAL L " S G ( W W , ~, x , 8 C- N ,B C , ~. , 1 , f/ 2 * H 3 B '''' ) 
CALL ~SG(HW,WH,CD,CC,1,l,~2*~3,r) 

CALL 'SG(WW+l,WX,vV,Vw,1,1,r2e~~3,~) 
CALL ASG(WH,WX,WW,WX,1,1,~ze~~3e,0) 

CALL ASG(W~,wW'XX,XX,',1,~2E.~3,U) 



.. .. - - '", - - . 

CALL ASG(XX,XX,CC,CC",l,~l,C) 
C~Ll ~SG(XX,XX,XX,XX,1",~2E,n) 
C~ L L :\ S G ( Y Y , Y Y , A B , ,. e , 1 , ,. , ;1 3 ,C ) 
CALL ASG(yy,yy,yy,yy,1,1,~3e,0) 

C ~OkTI~G OF ~RP.AYS ICCOR ~~C T 
Lf.ST=IS 
IPT=rlSIZE+l 
DC 15''1 K=~,rSIZ::-l 
lS=JPT~l 

16u lS=rS+l 
!F{lS~GT.LAST) GO Te 150 
IF(JCOGP'(JS,l)~Nr.~K) GC TC Jt0 
lCU~l=ICUCR(lPT,l) 
IDU H2=ICGORCIPT,Z) 
DUt,3=T( IPI) 
ICOOR(IPT,l)=ICOOR(TS,l) 
1 C U Ok ( I PT ,2 ) :;:: I COO R ( J 5 , 2. ) 
T<lPT)=T(IS) , 
ICOORC1S,1)=lCUKl 
ICOOR(IS,2)~IOU~Z 
T<lS)=DUI;:;3 
IPT=IPT+l 
GG TO 16', 

J..5u CCr'lTINUI= 
C COil PUT ~ T 1 0 ~ ~ U F S T !: i\ C Y S 1 1\ i t PRO E id3 II I 1 H S 

Nt=" 
bJ~j IS=J 

set}=,,:1 
1 CNT=;'1 

"t" :J IE:;:: leo 0 R ( ! S ,1 ) 
J::=rCOUR( rS,2) 
IF{ Ic:n .. rn .• (1) GO TO Z5~ 
I F ( ! f: " E: Q" J t:) GOT G :: ',I ,. 

l5y SUh=SUK+T(IS)*X(JE) 
G C ,. 0 35.) 

3111 OEt~=T(lS) 

I Cln=1 
IF{JS~tC~LAST) GO Te ~5~ 

:;5·-, lS=1S+1 
IF<ICOUR(IS,l).EQ"K) GC TC Lj\.,:": 

It 5 .j X (K ) = (- S U ;: + PhS ( K ) }f C E f'; 
DELTA=X(K)-PX(K} 
CP[RC=ABS{OcLTA/X(K» 
IF(CPERCaGT&1~E-u5) GQ TO 2~l 
IX(K)=l 

Ll~'J CCNTINUF 
NI=Nl+1 
IE=~ 
DG 6sn r=l,~SIZE 
IF(IX(l)~FQol) GO Te tS n 
IE:: 1 

65u CCNTINUF 
IF(IE;EQ~n) GO TO 7"0 
IF(~I~GTu5~O) GO TO 9~9 
DO 7511 I=l,r.SIZE 

7 5~.l P X ( I ) ~ x (I ) 
GClO 8nl) 

7(lu SSSUi1=(lJ; I, R 1 T E ( 6 ,9 8 ) 
~~RlTE:(6,97) 

rlR1TE:(6,96) 
98 FC!Rt-~AT(" BEhAVIOUR CF A 3~ST/lGE TR/.f\SFEF LIH ~nH") 
97 FORMATe" UNRELIABLE: t~!ICl-l"ES tNC It-;ll::P.Sl1:G[ IH.FFi?RS") 
9 b F OR ~ A T ( au ( II ~ II ) ) 

WRITE (6 ~ 9 5) L B 1 . 



wRITE:(6,C1't} LB2 
HKllt: (u ,(3) LB3 
IlRITE(b,92) 1"11 
I,QITE(6,9') :~2 
IiR1Ti:.(6,9t') Y.3 

95 F C R fL i\ T( 'I X , '1 FA! L U R E 
9 .lj FeR ~~ j; T{ 'I X , II FA I L U R E 
93 FORIJ A T<4x,IIF.hILURE 
9 2 FCR~' /I T ( J 3 X, il REP ,.0\ I R 
91 FCRIi!~T(1:>x,IIREPAIR 
9 uFO k,/J i\ T ( 1 3 X , II R [ P A I R 

IHI1E(6,8g) 
89 FCR~AT(50(1I_1I» 

DC 888 T=l,~SIZE 
SSSLh=SSSUK+X(I) 

ti88 ~Rllc(6,ti8) 1,X(I) 

~nE OF 
Rhlr OF 
RqE OF 
!Ul F. OF 
R:q~ OF 
Ktlf OF 

8 B F OR ~A T (II X ( II , 12 , ") = II , F 1 b .~ 1 ~ ) 
ii R 1 1 t ( 6 , 9 <; ) 

99 F CR ~A T ( 5,.J{ 11_ II) ) 

\~ R 1 T t ( b ,87 ) 5 S S U j~ 
8 7 FeR ~ A T< II S U ;~ = .. , F 16 " l 4 ) 

Sl",Gt: 1 
51/:, GE ., 

L. 

S 1 t. Gl ~ 

SlAH. 1 
S l",Gt 2 
S 1 A Gl 3 

ceo t. PUT I~ T ION I] F 5 Y S T E i\ PER FOP (~ .~ N (l r F. A S lJ R l S 
PSUr-'=.«.., 
DC eul l=l,tB 

ti \ 1 J. P S U '" = P 5 U ,1 + X ( I ) 
00 8u2 J=],~*(N+l) 

tjJ2 PSUI>'=PSU,i+X(CD+l) 
DC 803 I=J.,t\+l 

o~13 'PSULI=PSUi'\+X(Gh+I) 
o G 8u 4 T = 1. , t-. >( (N + 1 ) 

814 psur=PSUH+X(KK+I) 
DO 805 I=l,~.(N+l) 

8~5 PSU~=PSUri+X(NO+I) 
00 8u6 1=1,1\ ... 1 

8~6 PSU~=PSU~+X(RS+I) 

DO 8U? I=l,N 
807 PSU~=?SUH+X(UU+I) 

P ~i.l E =L e 3 B* P 5 Ui~ 
L =Ll 

A\llNVl='~v 
A \I It~V 2=·,.v 
REWIND 2 

900 REhC(2,86,END=850) INV1,I~V2 
86 FCRt!AT(aU 

L =L +1 
AVINvl=~VJNV1+lhVl.X(L) 

AVINV2=~V!hV2+INV2.)(L) 
G G 10 91":\..; 

d 5 i.l VI R 1 1 E (6 , l:l 5 ) 
85 FGRi'!AT(5u(II_"» 

WRITE(b,8~) PRATE 

= 
= 
= 
= 
= 
= 

8't FCR1I/\l("+ PRGDUC1ICN R~TE = II,Flt"l'l) 
EFF=~~/(1:+LB3/~3) 
\~ R I T E ( 6 , l:l 3 H F t= 

83 FGR~~i\T(II+ ISOLATED EFFICIENCY = ",FH:'!I'l'd 
:~RITE(6,8?) 

82 FCR~~AT(51j(1I_"» 

HRIlc(6,l:l1) AVINVI 

II, F 5 •. Lj ) 

",F~tLj) 

",F5 ... 4) .. ,F5rLj) 

II,F5.'1) 
II ,F5~'1) 

81 FCRII."T("+ AVERAGE II\VEt\10RY LFVFL 1 "" ",Flc~14) 
WRITE{6,a~) tVI~V2 

au FCRfll\T(H+ AVERAGE I/WF.l;lGi<Y LFVEL 2. = Il,Flc .. l'1) 
WRI1E{6,79) 

79 FCkI'CAT(5U(U_"» 
FRlr\vl=AVIN'vl/N 
FRiNV2:AVItH2/N 
~R1TE(6,?8lFRINVl 



, 
.< 

C 

C 
C 

. 
78 FCR!<'"T("+ l~vERAGE I"VFNTORY .LEVrL 1 US FR"C1JC~ OF 1\) ., .. , 

# F16 .. 14) 
WRI1E(6,77)FR!NV2 

77 F CR ~ AT< 11+ ,\ VERA GEl ~ V F. N 1 0 R Y L:: V F L t:. L'S F R t C 1 J 0 ~ Q F td ,,11, 
;I F16dLt) 

;1 R I T E ( 6 ,7 6 ) 
7 b F CR :.: A T ( 5\J (11_ .. ) ) 

99q SlOP 

SLBRUUTTNE ASG(~B,r~'''B,NE,~DEL,NDll,El~,FLG1 
c C~. ~ 0 N N, IS, 1 C a on ( 5 "i .. (' , '2 ) ,T (5 r'0 ,. ) 
l~TFGER FLG . 
1 F ( (K S ~ GT ~ IE ) cOR 0 ( NEe G T" N E» GOT C 1 20 
INCr"'-HCEL 
I"C"=-NDEl 

80 I~C~=INC~+~DEL 
I~C"=>INCN+NOt:l 
I:tI·;e~TNCN 

J::h~+!NCN . 
I F ( F L G·; E U. Ii ) GO TOE 
IF(FLGG~Qtl) GO TO 28 
1 F (FLG" 1=Q .. 2) GO TO ':'~l 
IF(FLG~EQ~3) GO TO 40 
IF(FLG.r:a.Lt) GO Te ':i) 

IF(FLG c EUA5) GO TO fv 
IF(INC~.N~~O) GO 10 7" 

1. :') '.I I /I, C N = INC ~~ -1 
GC TO 8:"'1 

7u IF(FLG,Ea.6) GO TO Sl 
IF(~OO{TNOI,td'<lE~3\i) GO TC Eij 
GC TO lCI 

,; 

9,) If(t!OD(T!~CM,rHl),.E~1(') GO TC EL 
GC TO lr~ " 

6u IF(~OD{JNCN,N+l)~N~,0) (U TC Iu 
J. h· If',C I-I=! N Ch-l 

GC TO t3n 
5u IF(JNCK,EC~n) GO 10 ~"U 

IF(~JD(TrlCrHN) .. r...E .. (d (0 Teh) 
I~C~"'II'\CN+l 

GO TO 8 t1 

4u IF{rNCN~EC~O) GO 1G 11~ 

IF(~OD(JNCH,~+l)~fU~G) GO TC €0 
GC TO 1t'1 

3 t; I F ( ~ 0 D ( T N C ~ + 1 ,N ) ... ,., E .~ lJ) ( Ole l~j 
I ~CN= IN CtH-l 
GO TO l~ . 

2u IF(KGD(TNCK,~+1)~~l3~) GO TO 3D 
GC 10 1('(; 

Iv IF{J~ECftl) GO TO 13~ 
15=r$+1 

1.4 1J 

99 
). 31) 

12u 

ICOCRCIS,J.)=J 
I co OR ( IS, .n = I 
IF(I:d::C..J) GO TG 1'1~ 

T (l S )'=1: lI, 
WRITE(6,99) lS,J,I,J(TS) 
GO TO l3l.1 
T Cl S) :E Lt',-l., 
\~ P. 1 ,. E C 6 , 9 9) IS, J, I , 1 ( ! 5 ) 
FCR~AT{I5,2X,I3,2X,T3,2x,F12*e) 

I F ( (1;' E Q 0 ;~ E },,;. 0 R e ( J" E Q 'l t\ t= » GOT C 12 n 
GO TO 8!'1 
RETURN 

. E t\D . 
l.6 •. 15;3.4,.UCLP, 8U, PO) , 



II 
BEHt.vrOUR CF i'. 3"Sll.GE TR!!{5FEI? Llt-;[ UITH 
U U RE. LI p,:3L [ ; i r. CHI N [ 5 ~.t I D I r-. i L r S jiG [ [j U r FE.. r,: s 

* * * ** * * * ~ 7. * + '* * * '* * .;, 1< *"* * * '* -{.; "11 '* * >I '* '* * .;, * -;: * * * * * * '* +.. * '" '* "k '* * 1: ... ~: 1. *;.. ... 1, * * 1, ,. "';. 1: 'I; * 1 *' 
FJoJLURE 
FH LU rn 
F !d LiJ 'H 

:; f·. T E. C F S T f, G :: 1 = ,C' 2 :"': \) 
PJ. Tl :; F 5T /. U 2 = ~ r 2 !"!,.I 
R,Ii TEe F s r ,! G [ :; = I' r 3 C ',I 
Ii ['. Pi. T R ~" T l 0 F S T f. G r. 'j = ~? U;"1:; 
" t r f I I~ i\ /\ T [ 0 F S T i" G f ;:: = ~:: L r\, 
~ t. P I. I R f~ .~ T L G F S T ~ G F _ :"t = .? u 0 \~ \ 

--------------------------------------------------1 x ( ) 

X ( 2 ) 
X ( 3 ) 
X( 4 ) 
X ( 5 ) 
X( 6 ) 
X{ 7 ) 
X ( R) 
X( 9 ) 
X ( 1:.., ) 
x ( !', ) 

X ( 12 ) 
X (13 ) 
X ( 14 ) 
x ( 15 ) 
X (16 ) 
X (17 ) 
X ( 1 g) 

X ( 19 ) 
X ( 2,) ) 
X ( 21 ) 

XC 2i~ ) 
X ( ?3 ) 
X (~'4 ) 

X (25 ) 
X (26 ) 
X ( 27 ) 
X ( 20 ) 
X ( 79 ) 
X ( 3:, ) 
X (31 ) 

X ( 3i': ) 
X (33 ) 
X (34 ) 
X (35 ) 
X (30 ) 
X <37 r 
X (33 ) 
X (39) 
X ( 4~-1 ) 
X (41 ) 
X (42 ) 
X (43 ) 
X (44 ) 
X (45 ) 
X (lIb) 

X (47 ) 
X (48 ) 
X (49 ) 
X ( 5~1 ) 
X (51 ) 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

.17() 3::: ':!U 86 ,34 4'71 
,,(26 45 ~;:;, 7 :.,,~~ 5 7 
~ L ?t, 9', 3 0 4 7 1 ?S '3:5 -:; 
~ C 2 (:; 1 (.J 2::' rq C 1 {) ; 1 

.-L::;i.?4454~1.;E ;/33 
" lii 2 5454 <j 9 ~ 1 6Y 5 
",0(::2557.55191 
: l176S22(j0fi 21t ") 

~. ;;; 2 i 7 S 5(; 2 J ::; ~::::: 'I 
-Lf1I.'1b9('5645·::>;~ 
<U~31j21 ?9.~bCv7 
t' VJ5 '57?7 21; 5', ~(l"" 
" ( G:..; J c' I' () 5 (~ 4 !; 7 !, ; 

o. L 'J;) ? 4 7 t· f:. 9 r; r; :;J.s !i 

c ( [1 U '\ () 5 S' .., 9 l\ 2 Y? 6 
.. LrD~2~~L~7r'~51 ! 
~. C c:; :.? /; :3;~ ~ 3 7 3 '1 3 "( 
~ L 1 ( ,2 '( 64 ; (; 2 'I 'j j 6 
" Cr:l/c7 r;9~:", 49 6tJ) 
. l f: c :; c. ;17;: '.:; 1': y', ~ 
: \.. GU :-:·1 2c. 21.: 2';' 77,3 
.', l ,1 J ;: 1 4 1 3 b t .:3e 7 7 

.~ l:"}~j5';5Lt~,4~2~~ ~ 
" (r: iJ 54 9:::. B'I 1 ~ C 4 5 

_, U \ l I; <; 9 9 ~ 7 5 j ? 6 5 
, [::,;r.692173)262 

- , C\ .. Ik' 21 1[, ?"1 ~ 4 .') 
,. L': j (; ~I 2 ~ 4 7 5 It :3 i 2 
"lOU0u2:,9379 t 66 
, U U 11.: 91:::: 1 2 ; 1 ~ b 6 
,Lt'1u116b:)5792'J4 
,..CQU1l2L-2'7"6!,b'7 
'. ( fiG·j b 7.~ 711 Ur: 2 6 
" t C U :: ::. 9 t. 1 'I 1 4 7 u J 
" C n u r d 4 7 t 6 22 73 4 
" C J () 1 ;.i ': 1:.' 9 5 3: 5 6 :'" 
"c. r:s fD 1+:; -:'2 28 ~2:3 
,U"; C:; 511;' ~/1 !\4 6 
,. C !') U 1 4 % <; 3 2 7 ? 4 7 
1 C049L,6S'99?2 1 5 /• 
,. l CJt C 4 E:5 5 9 7~: ~ 5 7 
... U i1461?;57 E4 :)4 9 
.- UW749i 22201'1:2 
" l ('1 U 7 ti 4 U 1 8 7 7 11 .:) 
"CC015979l'2121 :: 
~,(GL17~455f1433 
,.(OC!159Cl8727773 
., ( 'j 9 6 U 25 83> E 4 ! 4 6 
" L 0:; 7 (3 42 7 9 G 7 44 ") 
"CCU3438977i87-J 

X(52) = .,(035385473g77~ 

X(5J) = ~lr41127~811845 
X(54) = m(nU~6061~:3477 
X(55) = ~CC43t:34S84(19c.4 

_._._ .. --__ " _ X_C56.>_. ==.-_,(0\1 OD i'.C.7 3..7_a6_5~ 



x ( 57) = .' C";'I 1', 6 9 t 6 271.1 :: 
X ( 53) = 
X (59) = 
X (6U) = 
X (61) = 
X (62) = 
X«(;3) = 
X ( 64) = 

_ l 0 V 1 ~; ? 5 f: 9 7 I.)' 6 7 <5 
C r: [) r: ~) 1 9 t 4 6·.1 4;: ? 

cr':'! 1237 37 4.,: 21 ? 

.. C'J U 1 :~ E i 5 2 11:, 4 ~ I 
,. C f' ,'; 1 i.; 96'1 i.1 2:. 1 ~l 7 

c:;(; 11 t4 ~S 2;,." c: ! 
VjU'-i~9(_ 4it94) 

X ( 6) = "L r\.i :' (; 7 t, 1 (, ';:: ,S· j 6 
X(66) = lCU~614~4~1~~7 
X (67) = 
X (68) = 

(' ( 1 L; ~.; 7 {'1 ~? F 4 :~.~) ~ 
, UJ C<J b I{ 7 f:.7 4 I 7 b .; 

X ( 69, ) = "C:) i.) i'\ Eo 81 C'i E fJ :'j ) 

X ( 7 II) = "L ,'I tJ i'1 r: (; l: '3 7 7"l'F:. ') 
X(7i) = .. (CL~1r\:'2,;n:~9f7 
X (n) = " liJ l' :-:' 1 ~ 2 21 .5 7:) ') 
X <72» = .. t ~ ::; r"i i' t ~ L 5 (', S 1 ~ 
X (74) = ~ ( ~!:) ;.., 1 r: b 1 ;; 5 S S:: .3 
H7S) = :L8uri0(,~4;:9~94 
X ( 7 (,) = ,,[ P C' ~ i i 4;:~" r,lt 7 '} 6 
X ( 77) = _ U: i ) t 1 , ..... ::' ,~ 9 r ;: oS (; !I 

X(7:») = .,l;:..r:', 11 ::'421;~~ 
x ( 79) = ,,( r u ~ ~. ;; 1 ~ i) 1 ~, 6:, ~ 
X ( gt:~) = r L r~ u 5·i s: 3- :; 5 -1 t. '"'; b 6 
X (21) = U>i ::;.; r;:. 9 4 It ;3 ,~:; 5 
X(GZ) = (r~6~12731b~7~ 
X ( C-:,) = l C:': 7:s 1 ... : :; ~11 ::. .::;. ,; 

X ( 8 <t) = " (.e. 'J f ;.: 1 7 ~ 5 C i, '< ; .-; 
X(c5) = :,tC.9"269:':~:S4d:)6 
.1((86) = .. V~353S .. :<;)6~165'" 
xeS?) = .(i:;:!,~Li3235U~~:)6 
X{t3) = .. l"'l'cL;?6-35ft .?:6) 

X(S9) = ,:..:"\,7<t53S7·'l762? 
X(9i,:} = :,CG'~:7:594i9·;·?49 .. 
x (?1) = n b 631 F 'J::' ~ :'; (;:~ " 

x(n) = ,U~j9::;t63941 51 
X( 93) = V'4 ~ (j·3 7 ~191 ~~ '3 9 
X(94) = ;.cr\in55·~52:~.99) 
x(95) = .C'!'i7{t7::'88,~li523 
X ( 96) = C' Ci ~J 7 4 ( g ?7 7 ~'; ~ 'I ~ 
X(97) = .. C5't'!B1L;29C::213 
X(9c·) = "l7L-71C3E5·2S37,) 

-~-u~--;-~,:fF~r.l~R('Ll-4~S-7~--------------------------
" !. . ... r ... .. ., / L t .... ( 

+ FROL1UCTIOri k·q[ = ~7?84o:~~';1(l99\)c:; 
.,.. lSOLt'.T":':D EFFIO[r!CY = ,,[695652'1739'1:;'-

-------------------------~------------------------+ /'. v:: r.f" GE Hoi V ~:i(T(' RY L;: V ':L 1 = 1" ~gi 7 92 5U~'\ 7'1 t'3 
+ /,VE.ft!\GE jr/v::rnO;-;Y lr:'J~L;': = ,,7(9)~5(5544·161 

-------------------------------------------------- . + i,V[f.:AGL INV<;:hTO~ZY L::v~L 1 U,S FRr.CTJ(lI, OF i'J) = .()4U.::962.~;: .. ?~.'~)? 
T I.Vl!?/\Gi l'~Vr!'lTC)RY L~\FL '2 US F;1,\CTI0f, OF ~n = ,394757(.277:.4(,: 



APPEND IX I II 

{ THIS COMPUTER PROGRAM SIMULATES MULTISTAGE TRANSFER LINES. 
l'.IUI--1BER OF ST{4GES IS L.Ii"1ITED BY 20 I0tND I\ILWIBER OF BUFFEPS IS 
LIlvliTED BY l(i. 
UP- AND DOWNTIME DISTRIBUTIONS ARE ASSUMED EXPONENTIAL. 
CYCLE TIME IS EQUAL. TO UNIT TIME.} 

PROGRAM TRANSSIM (INPUT,fl); 

TYPE machine=1 .. 20 ;buffer=1 .. 19; 
state=(idle,up,down); 
data=record Tc,Td,F,DT,time,uptime: real; 

N, C, FC~ i. ntf."'gEn-!i 
Ci::1_~:)eO~ 0 ... 1 

-",;i n-f ,Dr-i]:: ch<:u--!; 
s;d ,clL.a- ~ i nt!::!gel--, 
Ivi 1 k ~ rn'=:1_c 1---1 i n t::!!! 

clock,exclock,finish,delt~,newup,dum:real~ 

B,ljML:array [bufferJ of i.nteger ;CIL:array [bufferJ of real 
T~array [machine] of data; 

FUNCTION uniform(var seed:integer):real; 

uniform:=see~/32765; 

seed:=(25173*seed+13849) mod 32765; 

FUNCTION exponCdown:real):integer; 

expon:=trunc(-down*Ln(1.0-uniform(sd»)+1; 

FUI\!CT I 01\1 DI< (e:\:: m,,;\ch i ne:) ~ bODI E;,::~rl, 

the-n 
!:?L:::e 

(-2nd ;; 

OK:==I[lJ<=BCIJ 

i -:= '=1_:::::!'1 
then OK:=lCM-IJ)O 
else OK:=(ICaJ<=B[aJ) and (1[a-1])0) 

PROCEDURE forceddown(b:machine); 

T[bJ.FC:=TCbJ.FC+1; 
if b:::l 

then case TCb+1J.S of 
up=T[bJ.time=~clock+l 

else TCbJ.time~=TCb+l].time+l 
end 

else if b=M then case TCb-1J.S of 
up:TCbJ.time:=clock+l-

else TCbJ.time==T[b-1J.tim~+1 
elid 

else ff ICb-1J=O 
then case TCb-1J.S of 

up:T[bJ.time:=clock+l 
else T[bJ.time~=T[b-1J~time+l 
enel 

else case T[b+1J.S of 
•• t •• " Trl ... ' .f.': _ .. _ .... __ .1 ._._1. ," 



.••...•.•••. __ .l ......... __ •• __ >--_~.' .... 

else TCbJ.time:=T[b+1J.time+1 
enci; 

PROCEDURE rearrange; 
t"-lpe c:C)·f~3.(::-'::()n" 1.; 
\/ ;::'1.1'- }-~ 'J \~I ~ in~:;tC hi n E', 

c··F ~ CO-f2.C; 

L"lE·g:i. n 
c:: .. r- !! ==(); 

;{ :: =:k--·1 :1 

while (x<>O) and (cf=O) do 
I:)(·?(;] i n 

c·?nd; 
cf ~ ::::();: 
y:: :::k:; 

i·f 1 [:.: ]:::B[;': J+1 
then ·Fol-cE":clcJovm (;.;) 
eL5e C"i::: ::::1;i 

while (y<>M) and (cf=O) do 
CJE·?qj.n if I[·/J:::::O 

£~nd !~ 
er)c~ :: 

then forcecJdown(y+1) 
(·21·::.~e:; c-f~:::l; 

'-{ ~ ="';i-!"1 ;: 

PROCEDURE initialize; 
b0?'J :i. n 

writeC'number of stages 
writeC'simulation time limit 
~"r·· i tEo ( '!:.eed 
write('origin state?YCes)/NCo) ~ 

for k:=1 to M do with TCk] do 
begin writeln;writeln C' STAGE 

Tc~::::1, 

, ) p ... E'2ad 1 Ii <ivl) ; 

'); n~·:a.ciln (fini·~h); 
, ) :; !""-E·2.d In (sen !' 
, ) ~ n=:'(:j.d 1 Ii (DI'··g ) ;1 

, j k):i hll~i teln:: 

write(' mean down time ');readlnCTd); 
l' . .I\'-ite(' ·r2.i11..1.I"-·e I'-ate 'j ~1~ead1n(F); 

ifCorg='N') then begin writeC'initial state 
writeC' remaining time 

€'2nd 
else sin-f::::-;'I':; 

'I'~bE·g:i.n i·F Cm-g=;'Y') then t.iiTp:?:=k-l 
elSE readlnttime); 

uptime~=time;DT~=O; 

S~::::idL? 

end; 
'1':begin readln(uptime); 

t i iij(~ ~ ::<i; D1" f. =0; 
~~:; ::=u.p 

E:!f'i Li ;1 

'O'~begin ~eadln(t.ime); 

en c:l ; 

upt i m('2~ "::t i iilf2, DT~ ::::ti me; 
S:: ::::dD\!~n 

(·:mcj :; 

C~=O;N:=O;FC:=O;caseO~::::O; 

i·f k< 11 thr0r1 

, ) :: 

begin writeln;write(' maximum buffer capacity'); 
readln(B[kJ);writeln; 
writeC' initial inventory level '); 

-. 

readln(l[kJ);if (org='N') then l[k]~=l[kJ+l;writeln; 
CILCkJ:=O;ML[kJ:=O 



end; 
clock~=O;exclock~=O;delta:=l;dum~=uniform(sd) 

end ~; 

PROCEDURE boundevents; 
bE:.~g i n 
for k:=l to M do with-T[kJ do 
begin if time=clock then 

Ca 1:58 S o·f 
up begin S:=idle; if 1-::<>1 then 1[k-1J~=1[k-1J-l; 

if k<>M then lCkJ~=l[k]+l 

\;::'nd; 
E'nc~ ; 

idle 

':2nd, 
begin newup~=8xpon(1/F)-1;writeln(k~ 'dwn>up'~newup~5:0); 

if newup=O then begin S:=idle;caseO:=l end 
else begin S:=up;C:=C+l; {no scraped iten 

time:=clock+Tc; 
uptime:=uptime+newup 

begin newup:=expon(l/F)-l;writeln(k, 'fcd>up',newup:~~O); 
uptime:=time+newup;if (newup=O) then caseO:=1; 

end; 

PROCEDURE invent; 
b l::?l:;]in 

for 1-:::=1 to M-1 do 
if l[kJ>l then begin 

CIL[kJ:=CILCkJ+delta*(lEkJ-l); 
if lCkJ>ML[kJ then ML[kJ:=lCkJ-l; 

{::!nd 

PROCEDURE conditionalevents; 
b:::?gi n 
for k:=1 to M do with T[kJ do 

i of (~3:=~L d 1 EI) and (t:. i fl1i:?=C 1 (JC k) 
thE'11 
if OK(k) then begin if uptime=clock 

PROCEDURE setclocl-::; 
b E-?(.:J in 

e;.~ c: 1 CJC k ; =c 1 we k; 
(:1 oc:k:: :::lElC); 

end 

then begin S:=down; 
dur:=expon(Td);writelnCk, 'durat. 

end 

time:: ::::c 1 oc I-:: +d U_l--- , 

DT:=DT+dur;N:=N+l; 
uptime:=uptime+dur; 
:i.f c~·:7t.S{-::?():::l 

then begin rearrange;caseO:=O 

else begin S:=up;C:=C+l; 
time:: =c:l ock+Tc 

('2nd; 

begin writeln(time:5:0); 
f DI--C:;::.,ddCJll\in (k) f: 1,,11-- i t;.:-1 n (k 'J.' " , :; Fe: ') , ! ' '1 t i (nE' ~ 5 ~ () 

far 1-:::=1 to M do with T[kJ dD 
. .r. ,-.<"::-. (:.:t( (- c"\r .:" 



c:a!5~? S o·f 
down:_ delta:=time-exclock= 
up: del t2:\: =1; . 

writeln(fl~ 'CLOCK='~c:lock~5~O)= 
writeln(fl~ '************'); . 
for k:=1 to M do with T[kJ do 
b€~gin v-witeln('fl,'STAGE ',k,':'); 
writeln(fl, '************'); 
v,witeln(-~l'J' mean up -time: ',!(1/F)~5'!21' 

wt-itf?ln("Fl,' iTI(?an c:\Ov,wl--tim2 : ',Td::6~2?' 

~\ji'-it;=:ln(-n,' ':11?'~~~'?' ':18~'~H~'), 

if k{M then begin 
~\jt-1teln (-n);: 
!;~I~iteln ('fl?' 
IrH-iteln(fl, ' 

;'JI'-'i tel n (-F! , ' 
l[kJ~==l[kJ-l; 

\;-wit(?ln (fl?' 
(2nd 

storage c:apac:ity 
average storage fill 

max num of items in buffer 

final inventory level 

'.;1/Td:l:5); 

"JB[kJ~5):: 

, ,CILCkJ/-fi 

1,1[kJ~:5); 

else begin writeln(fl,' no limitation on the buffer ');writelnCf 

~:-.Jt·"i t::=?l n (-F 1 'J I '; 11, I ~f-)r I ~! I I : :t 8 IJ I ~:f'~f I .> !: 
writeln(fl,' uptime 
writelnCfl,' downtime 
writelnCfl,' idletime 

, ~ C ~ :J. () ') I {E(N):::' ,F-'H~ini.sh:5:0, '},') 
"IDT:: 10::0,' {\\!= ',1\1:5'1' }'); 
, ,fini5h-(C+DT)~10:0); 

writeln(flJFC, '-times forceddown'); 
writelnCfl,' _____________________________________________ . '); 

writelnCfl,' !theoretic:al (isolated)effic:iency : 
I ?C/.fi;iish.i~.1(){)~E:~6~ I ~~.!' 

',1/(1+F*Td)*100:8:6~' l 
writeln(fl,' ! ____________ ~ ________________________________ ! '); 

i·j': S:::u.p 
to.herl !;\It-i-tE:ln (";=1., ~-Fin~11 ~:5i:a.tE' ~ o~fL1.P·~·} • .I 'r"l::;?fntirne ~ I ';L1.p-I.:ilne--··fir':i.st1~::1-~{)) 

E:l::5f? i.f E3==dcjvJr1 
then writeln(fl~ 'final state ~*down*, remtime 
else writelnCfl, 'final state :*idle*, remtime 

writelnCfl, .++++++~+++++++++++++++++++++++++++++'); 

, ,t1 mE?-'\: i i"1i sh: l 
. ,tim:"?--'fini~~h~ l 

&~nci!! 
;:?nd; 

?EJ3 I \'-j 

El",1D " 

iil:lt:i.a.li~:e; 

{'- (~ T-:) ':2 a t 
boundeVE'ilt s ~ 

in\f(~~nt; 

conditional events; 
sF!tcloc:k 

until clock>=finish; 
if delta>l then begin delta==finish-exc:loc:k;invent end; 
,'",. s;~:; 1 ~J n (f 1. , 'son u.c " pas' ) ; r- ei,'-!l~ it f.e C·f I ) ;: 
'''-E'P01--t :! 
clo'":(?' ("j::!.). 



CLOCK=10000 

ST (~JC:iE 1:: 

iiH:;),::\n up -t i mE
rTtI::::'df"\ (jov,Jn--t.i rilE? 

5()() I' ()(; 

2~S .. 00 
0.·00200 
0 .. OL}·OOO 

storage capacity 
average storage fill 
max num of items in buffer 
final inventory level 

upt i eHE

,jc)I'Jnt i me 
i d 1. E-t i rH(:;) 

47-times forceddown 

7739 

100 

100 
o 

{E(N)== 
{N:::: 

2()} 

1 7 ~ 
. .:.. .l 

efficiency: 77.390000 %! 
!theoretical (isolated)efficiency : 95.238095 %! 
I I . . ---------------------------------------------final state ~ *up*~ 
++++++++++++++++++++++++++++++++++++ 
STP,GE 2: 

mecln up -t i me 
mean cl CH<Jn -t i rile :30.00 

-F ';:..f 1 Ul·- E' t- ate 
I'-epai 1·- I·-a.te 

£';tOI'-2.ge cap2.ci ty 
average storage fill 
max num of items in buffer 
final inventory level 

upt.i mE' 
C]Dt<Jnt j. mE~ 

i dl E,ti me 

.n . 

28-times forceddowri 

773f3 
1107 
1155 

** 

100 
65.16 

100 
3 

{E(N)= 
{j\J= 

0.00300 
o. O~'::'333 

30} 
~'::'1 } 

----00 ______ ------_._-----_ .. __ ._-"--------------------
efficiency: 77.380000 %! 

!theoretical (isolated)efficiency = 91.743119 %! 
I --------------------------------------------_. final state: *up*, remtime: 573 

++++++++++++++++++++++++~+++++++++++ 

STAGE 3: 

mean up -t i mE' 
iil(;.?an dC:H',m-·-ti me 

200.00 
40.00 

fai ll-u·-e t-2.te 
I'-epai r I·-,:d:e 

no limitation on the buffer 

l.tp.le i 11)12 

dO~'4nt i rile 
idleti.me 

10-times forceddDwn 

7TS4 
1892 
374 

{E(I\I)= 

{N:::: 

0. OO~;OO 
0.02500 

5()} 

---------------------;ii~~I;~~~-;-~~:~~6666-i! 

!theoreti.cal (isolated)efficiency : 83.333333 %! 
I I 

.--------------------------------------------~ 
final state ~ *up*~ remtime: 255 
++++ +++ ++++':1-'+:+ ++± -:1··++·t.+::1~ + +:I~+::!::t+:+~~-+.+++. 
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