
 

 

 

 

 

T.R.  

GEBZE TECHNICAL UNIVERSITY 

GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES 

 

 

 

 

NEAR-FIELD HIGH RESOLUTION SAR IMAGING AND RCS 

CALCULATION WITH CONTINUOUS WAVE OR PULSE SIGNALS 

 

 

 

 

 

OKYANUS TULGAR 

A THESIS SUBMITTED FOR THE DEGREE OF 

DOCTOR OF PHILOSOPHY 

DEPARTMENT OF ELECTRONIC ENGINEERING  

 

 

 

 

 

GEBZE 

2016 

 



 

 

T.R. 

GEBZE TECHNICAL UNIVERSITY 

GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES 

 

 

 

NEAR-FIELD HIGH RESOLUTION SAR 

IMAGING AND RCS CALCULATION WITH 

CONTINUOUS WAVE OR PULSE SIGNALS 

 

 

OKYANUS TULGAR 

A THESIS SUBMITTED FOR THE DEGREE OF 

DOCTOR OF PHILOSOPHY 

DEPARTMENT OF ELECTRONIC ENGINEERING  

 

 

THESIS SUPERVISOR 

PROF. DR. AHMET ARİF ERGİN 

 

 

GEBZE 

2016 



 

 

T.C. 

GEBZE TEKNİK ÜNİVERSİTESİ  

FEN BİLİMLERİ ENSTİTÜSÜ 

 

 

SÜREKLİ DALGA VEYA DARBE 

İŞARETLERİ İLE YAKIN ALANDA 

YÜKSEK ÇÖZÜNÜRLÜKLÜ YAR 

GÖRÜNTÜLERİNİN OLUŞTURULMASI VE 

RKA HESABI 

 

 

OKYANUS TULGAR 

DOKTORA TEZİ 

ELEKTRONİK MÜHENDİSLİĞİ ANABİLİM DALI 

 

 

DANIŞMANI  

PROF. DR. AHMET ARİF ERGİN 

 

 

GEBZE 

2016 





 

v 

SUMMARY 
 

 
In this work, algorithms for high resolution Synthetic Aperture Radar (SAR) 

imaging and Radar Cross Section (RCS) calculation with near-field/far-field 

measurements have been developed. These algorithms have been designed for three 

types of radar signals. These are Stepped Frequency Continuous Wave (SFCW), 

Stepped Frequency Pulse (SFP), and Chirp signals. These algorithms have mainly 

three stages. The first one is the calculation of range profiles with high resolution. 

The second one is the SAR image reconstruction with near-field/far-field 

measurements. The last one is the scattering center extraction and RCS calculation. 

In the first stage, the traditional range resolutions of SFCW, SFP, and chirp SAR 

have been improved significantly by applying the Matrix Pencil Method (MPM) to 

the sampled signals. The resulting algorithms make the range resolution independent 

of the bandwidth. In the same stage, another algorithm has been introduced in this 

work for the first time in the literature to compensate the Range-Doppler Coupling. 

This yields high resolution Doppler frequency estimation that does not depend on the 

pulse duration. Thus, the Doppler distortion in the range profiles can be reduced 

efficiently by using this algorithm. In the second stage, high resolution SAR images 

have been reconstructed by introducing some novel algorithms. These images have 

super resolution in both cross-range and range directions. Such that the relationship 

between the angular extent and cross-range resolution have been alleviated 

efficiently. In the last stage, first the scattering center features have been extracted 

from the SAR images and then used for the RCS calculation in the near-field. Thus, 

the far-field requirement in the RCS measurements is alleviated with this work. The 

simulation and measurement results show the efficacy of the developed algorithms. 

 

 

 

 

 

 

Key Words: Matrix Pencil Method (MPM), Radar Cross Section (RCS), Range-

Doppler Coupling,  Synthetic Aperture Radar (SAR). 
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ÖZET 
 

 
Bu çalıĢmada, yakın-alan/uzak-alan ölçüm verileri ile yüksek çözünürlüklü 

Yapay Açıklıklı Radar (YAR) görüntüleme ve Radar Kesit Alanı (RKA) hesabı için 

birçok algoritma geliĢtirilmiĢtir. Bu algoritmalar üç türden radar sinyal tipleri için 

tasarlanmıĢtır. Bunlar, Basamak Frekanslı Sürekli Dalga (BFSD), Basamak Frekanslı 

Darbe (BFD) ve Cıvıltı iĢaretleridir. Bu çalıĢmada tanıtılan algoritmalar genel olarak 

üç aĢamaya sahiptir. Bunlardan ilki yüksek çözünürlüklü menzil profili hesabıdır. 

Ġkincisi, yakın-alan/uzak-alan ölçümler ile YAR görüntülemedir. Sonuncusu ise, 

saçılma merkezi çıkartımı ve RKA hesabıdır. Ġlk aĢamada, geliĢtirilen yeni 

algoritmalar ile örneklenmiĢ sinyallere Matris Demet Metodu (MDM)’nu 

uygulayarak BSFD, BFD ve Cıvıltı iĢaretlerinin menzil çözünürlüğü önemli ölçüde 

iyileĢtirilmiĢtir. Ortaya konulan bu algoritmalar menzil çözünürlüğünü bant 

geniĢliğinden bağımsız hale getirmektedir. Aynı aĢamada, menzil-Doppler 

etkileĢimini telafi etmek için bir algoritma bu çalıĢmada literatürde ilk kez 

tanıtılmıĢtır. Bu algoritma darbe geniĢliğinden bağımsız Ģekilde yüksek Doppler 

çözünürlüğü sağlamaktadır. Bu sayede, menzil profillerindeki Doppler bozulması 

etkin Ģekilde azaltılmaktadır. Ġkinci aĢamada tanıtılan özgün algoritmalarda ise YAR 

görüntüleri oluĢturulmaktadır. Bu görüntüler hem çapraz-menzil hem de menzilde 

yüksek çözünürlüğe sahiptir. Öyle ki, açısal geniĢliğin çapraz-menzil üzerindeki 

etkisi azaltılmıĢtır. Son aĢamada, öncelikle saçılma merkezi öznitelikleri YAR 

görüntülerinden çıkartılmıĢ ve ardından yakın-alanda RKA hesabı için kullanılmıĢtır. 

Bu sayede, RKA ölçümleri için gerekli olan uzak-alan Ģartı hafifletilmiĢtir. Benzetim 

ve ölçüm sonuçları, geliĢtirilen bu algoritmaların etkinliğini göstermektedir. 
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1. INTRODUCTION 

 

1.1. Thesis Topic and Theoretical Background 

 

Radar cross section (RCS) is a quantity of back scattered electromagnetic (EM) 

waves from an object in the far-field zone [1]. RCS is also a characteristic property 

of a target that signifies the stealth capability [1], [2]. This quantity should be as 

small as possible for a target so that it will not be detected by a radar.  The shape or 

material of a target’s body are the essential factors for the RCS pattern. These factors 

have been widely under consideration in RCS reduction studies. Highly reflective 

regions signify which sides of the body increase RCS. Scattering centers point out 

these regions and is the source of back radiation [3]. Once the scattering centers are 

determined, it will be said that which sides of the body should be changed or covered 

with a radar absorbing material (RAM). In addition to this, they have been also used 

for the far-field RCS calculation from the near-field measurements. Various 

algorithms were introduced for the scattering center extraction or SAR/ISAR 

imaging in the literature [4]-[15]. In these algorithms, mainly two problems arise. 

The first problem is concerned with the point spread function (PSF) of the imaging 

method and the second one is about the restrictions in a laboratory environment. The 

main goal of this thesis is to overcome these two problems by developing algorithms 

for the near-field high resolution SAR/ISAR imaging and RCS calculation. 

The reason of the first problem is the imaging resolution. The polar format 

algorithm (PFA) is a SAR imaging technique, which interpolates the polar raster data 

to perform a two dimensional (2-D) or three dimensional (3-D) FFT by using 

Cartesian raster data [4]. This resample stage generates interpolation errors that 

decrease the image quality [5]. Besides, the range and cross-range resolutions of PFA 

are restricted by the bandwidth, angular extent, and center frequency [2]. A wider 

bandwidth or angular extent decreases the main lobe width of the PSF, and hence the 

position ambiguity. However, these parameters are restricted by the system hardware 

and target’s complexity [3]. In order to avoid the resample stage, the coherent 

Doppler tomography was introduced in [5] by suggesting the use of circular 

convolution. This approach was applied to the near-field SAR imaging and RCS 

calculation in [6]. However, the required sampling rate of the approach was not given 



 

2 

clearly. According to [7], the sampling criteria of the circular convolution leads to 

small angular step sizes not to face aliasing problem. But, it is limited by some 

physical restrictions in a laboratory environment. Besides, unfeasible measurement 

times may occur in some real-life applications due to the large number of aspect 

angles needed. In addition, this method still requires bi-dimensional interpolation and 

some FFT processes that decrease the quality of the reconstructed image and the 

RCS accuracy. A direct RCS computation technique from a polar format image was 

also presented in [7]. This technique requires some FFT processes in the angular 

dimension. Therefore, the usability of this technique is restricted by the same reasons 

for the fast cyclical convolution. The last presented algorithm in [7] facilitates 

Cartesian imaging without reformatting. However, the modified downrange profiles 

were computed by performing FFT, which limits the range resolution and RCS 

computation accuracy. In [8], non-uniform fast Fourier transform (NUFFT) was used 

for near-field SAR imaging and RCS extraction. NUFFT requires a mixture of 

interpolation and fast Fourier transform (FFT) with oversampled frequency points 

that increase unfavorable effects of the PSF on the reconstructed image and RCS 

error. In [9], a tomographic formulation for the spot-light mode SAR imaging were 

introduced. Then, in [10], this formulation was adapted to SAR imaging from far-

field measurement data by introducing the convolution back-projection (CBP) 

method. This approach was extended to the near-field SAR imaging in [11]. Inverse 

circular Radon transform was used in order to implement CBP for near-field SAR 

image formation and RCS extraction. CBP computes the range profiles in each 

aspect angle with a range resolution that is limited by the bandwidth or pulse 

duration. Then, the wavefronts obtained from the range profiles are superposed to 

form a SAR image. However, CBP suffers from a poor range resolution and 

generating artifacts around the scattering centers. The drawbacks of using FFT were 

pointed out in [12] by comparing the simulation and measurement results of such 

spectral estimation methods like periodogram, autoregressive linear prediction 

(ARLP), Music, etc. Each of them has some advantages or disadvantages related to 

side lobe level, main lobe width or speckles. Moreover, some of them have a target 

to clutter ratio (TCR) dependent resolution, for example Pisarenko, Music [12]. 

Matrix pencil method (MPM) is another spectral estimation method that facilitates 

better resolution than FFT likewise some methods in [12]. Especially, MPM gives 

super resolution since some conditions are satisfied (described in Section 3 and 4). 
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With this motivation,  a pencil back-projection (PBP) method, which improves the 

outcome of the traditional CBP, was developed in [13] with the far-field 

approximation. First, forward-backward total least squares band-pass MPM was 

utilized in each aspect angle with approximate prolate spheroidal wave (APSW) 

functions for obtaining super resolution in range profiles. Then, BP was implemented 

with the inverse Radon transform for SAR image formation. It can be seen from the 

images that PBP has better resolution (only in the range direction) compared to the 

CBP results. In spite of the super resolution of the range profiles, the SAR image still 

has poor resolution in the cross-range direction. In fact, CBP and PBP have some 

cross-range resolutions that are increased by performing measurements in a wider 

angular window. However, the target’s complexity leads to a limitation on the 

angular extent due to the complex EM scattering phenomena [3]. In [14], a finite 

impulse response (FIR) filter (instead of APSW functions) was used in the pre-

filtering step of the PBP. The implementation results have better performance than 

the CBP algorithm. Another ISAR imaging algorithm was suggested in [15] using a 

2-D MPM. It was assumed that if the angular extent is much smaller than one degree, 

ISAR images can be reconstructed with the far-field approximation via the 2-D 

MPM. But, this method limits the angular extent considerably. 

There are several types of signaling techniques that affect the SAR imaging 

resolution. Using the single frequency pulse signals yields poor range resolution that 

depends on the pulse width [2]. Stepped-frequency continuous wave (SFCW) signals 

yield better range resolution than the single frequency pulse signals [2]. But, it leads 

to an increase in the computational burden and timing problems for some non-

stationary targets. For the stepped-frequency pulse (SFP) signals, more than one 

pulse are needed to complete the frequency sweep [2]. Thus, another trade-off 

between the range resolution and measurement duration still exists. In order to avoid 

this trade-off, chirp signals have been widely used. The frequency bandwidth is 

scanned within only one pulse in the chirp signals [2]. Thus, it is possible to get high 

range resolution via chirp signals by consuming much lower measurement time than 

that needed by SFCW or SFP. 

The efficacies of the imaging algorithms are often restricted by the physical 

restrictions in a laboratory environment. For instance, it is difficult to satisfy the far-

field criteria due to the large distances needed [6]. Besides, rotating a realistic target 

(a ship or plane) to different aspect angles is another problem that increase the cost 
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for setting up the measurement system. The introduced methods in [4], [5], [9], [10], 

[13]-[15] require a far-field distance. Therefore, they can’t be applied to spherical 

wave imaging. The given methods in [3], [6]-[8], [11] can be used for the near-field 

imaging, but the required system hardware restricts their efficacy. Therefore, it is 

often needed to have an algorithm that does not need a far-field distance or a 

laboratory environment. 

 

1.2. Contribution of Thesis 

 

In this thesis, three algorithms are introduced by addressing how to solve the 

problems related to the physical restrictions and imaging resolution. In Chapter 3, an 

improved pencil back-projection (IPBP) method is introduced for high resolution 

SFCW SAR imaging and RCS extraction from near-field measurements [16]. The 

PBP enhancement on the SAR imaging is improved with an image segmentation 

algorithm that reduces the undesired effects of the PSF and advances the RCS 

extraction accuracy. In addition, the BP stage of IPBP, which does not need a planar 

wave propagation, can be applicable to the spherical wave imaging. Thus, IPBP 

alleviates the far-field requirement from the measurements. Moreover, IPBP has the 

same range resolution with PBP, while it has better cross-range resolution than CBP 

and PBP. Thus, IPBP overcomes the problems related to the resolution and 

measurement distance.  

ISAR imaging of a moving target reduces the measurement system’s 

complexity remarkably. In Chapter 4, an algorithm for Chirp ISAR imaging has been 

developed for moving targets [17]. This approach does not need a laboratory 

environment and it can be performed for moving targets in their operational 

environments. For example, it is possible to extract the scattering centers of a ship by 

using measurement data obtained in the sea. Thus, it overcomes the problems related 

to the target supporting system and other physical restrictions. As another benefit of 

this algorithm, it makes the range resolution of Chirp radars independent of the 

bandwidth. Such that MPM is adapted to the Chirp radars in this thesis for the first 

time in the literature [17]. It yields better resolution than the traditional Chirp 

signaling approach. Furthermore, a novel ISAR imaging procedure is also introduced 

in this thesis [17]. This procedure yields clearer ISAR images compared to the PBP 



 

5 

and CBP results. Besides, it does not require a large angular extent to get high cross-

range resolution. This novelty increases the efficacy of the algorithm for complex 

targets. However, the Doppler effect is neglected in the range profile calculation step 

[17]. This limits the target’s radial velocity, and hence the efficacy of the approach. 

Actually, RCS calculation is not in the scope of [17]. In Chapter 5, another 

algorithm, which is an improved version of [17], is presented to determine the RCS 

of moving targets. This work introduces two novel approaches. First, Doppler 

frequencies (and radial velocities) are calculated with super-resolution that is not 

bounded by the pulse width or frequency bandwidth. This yields better accuracy 

compared to the FFT-based techniques. High resolution Doppler frequency 

estimation brings another novel approach for compensating the range-Doppler 

coupling. Thus, the limitations in [17] related to the target velocity is alleviated by 

this algorithm. After the compensation, range profiles and ISAR images are obtained 

with high resolution by applying the introduced procedures in [17] to the 

compensated signal. Then, the extracted scattering centers are used for the RCS 

determination with near-field measurements. It is another novelty in this work that 

the introduced approach does not need the far-field requirement or a laboratory 

environment for RCS calculations. Such that RCS values are determined in the 

operational environment of moving targets. 

The following chapter gives fundamental information about designing a stealth 

target to emphasize the need for RCS measurements at short distances. In addition, 

the traditional measurement technique is summarized in the same chapter while 

explaining some main concepts such as range-profile, time or range-gating. The third 

chapter is organized to give the details of IPBP. A chirp ISAR imaging algorithm is 

explained in the fourth chapter by neglecting the Doppler effect. This effect is added 

to the calculations while introducing a novel algorithm in the fifth chapter. The 

efficacies of the developed algorithms are remarked in the conclusion. This thesis 

may be a framework for some current problems, which are given briefly in the 

seventh chapter. 

 

 



 

6 

2. FUNDAMENTALS of STEALTH TARGET 

DESIGN 

 

Basically, an active radar compares the transmitted waves with the reflected 

ones in order to detect targets (see Figure 2.1) [2]. A passive radar only listens to 

incoming signals from a potential source such as a Mode A/C/S transponder [2]. In 

this work, only active radars are under consideration. 

 

 

Figure 2.1: Radar signal propagation. 

 

In Figure 2.1, an antenna emits the EM energy to the measurement space in 

order to induce surface currents on targets in the space. Then, these currents back 

radiate EM waves to various directions [18]. Some of them are collected by the 

receiver of radar. Then, the radar system processes the incoming signal to detect the 

target. This is the basis of active radar systems [2]. 

Assume that tP  is the power of transmitted signal. The radar signals propagate 

as spherical waves due to the three dimensional free-space Green’s function [18]. 

Neglecting the antenna’s directivity yields a signal power 24tP R  for unit sphere 

area at the target’s position [19]. Here, R  is the distance between the antenna and 

target. In such radar systems, highly directive antennas are preferred to extend the 

maximum radar range and focus on the target’s direction [2]. Besides, some type of 

radars, such as Primary Surveillance Radar (PSR) and Real Aperture Radars (RAR), 

have a cross-range resolution that is closely dependent to the half power beamwidth 

and hence the antenna gain. Using a directive antenna leads to an incident field 

power,  

 

 2( , , ) 4 .tG f P R    (2.1) 
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Here, G  is the antenna gain, f  is the frequency,   and   are the elevation and 

azimuth angles, respectively [19]. The target reflects some portion of incident waves 

to various directions with a reflectivity ( , , )f    that is called as the RCS [1]. 

Then, the power of back-scattered wave is reduced by the term 21 4 R  due to the 

propagation loss. That yields a received signal power [19], 
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where eA  is the effective antenna aperture that is equal to [19], 
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Here,   is the wavelength, p


 and rp


 are the polarization vectors of the back-

scattered waves and antenna, respectively. Thus, the received signal power can be 

written as, 
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Here, sL  is the total insertion loss caused by the RF components in the radar system. 

This equation is called as the range equation in radar terminology [19]. It is clear 

from eqn. (2.4) that a less RCS yields lower received signal power.  

The noise level of a radar system influences the required minimum signal 

power to detect a target. After receiving a reflected wave, the obtained signal 

contains thermal noises, which has a power proportional to the temperature and 

reciprocal to the pulse width. That is, 

 

 ,b k N
N

k T F
P


  (2.5) 

 

where 𝑘𝑏  is the Boltzmann constant, 𝑇𝑘  
is the effective temperature in Kelvin, 𝐹𝑁 is 

the system’s noise figure and   is the pulse width. Dividing eqn. (2.4) with (2.5) 
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yields a signal-to-noise ratio (SNR), 
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Radar systems sample the received signals to perform signal processing 

algorithms (SPA). All SPAs require a minimum SNR (SNRm ) level for efficient 

working. A received signal power leading to SNR < SNRm does not give a reliable 

result after the SPA process. A lower RCS value reduces the SNR level of the 

received signal. This is the key information for the stealth technologies. A radar can 

only detect a target having a RCS value greater than ( , , )m f    at the target 

position R . This is the minimum RCS value for a radar as, 
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It is clear that reducing the target’s RCS increases the stealth capability. For instance, 

two times lower RCS yields to a ∜2 times lower maximum range that is required by 

the radar’s SPA. 

 

2.1. Design Phases 

 

Designing a stealth target requires some phases that include RCS analysis with 

Computer Aided Design (CAD) models and real RCS measurements. The first stage 

is to draw a CAD model via a three dimensional (3D) CAD design software. The 

object is assumed to have a fully metallic object. Then, the scattered fields at various 

aspect angles and frequencies are calculated by using an appropriate EM solver. In 

order to calculate these fields, such solvers including full wave or asymptotic (known 

as high frequency) techniques have been widely used.  

Full wave techniques were designed to solve the Maxwell equations with an 

appropriate discretization of object’s geometry. Finite Difference Time Domain 

(FDTD) is an iterative method upon the time variable requiring a maximum 3D 

meshing size of 10  in each direction. Therefore, a huge number of mesh points are 
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required during the calculation of scattered fields from a realistic target such as a 

ship or plane. This leads to a heavy computational burden for RCS analyses. Method 

of Moments (MoM) is another technique that solves the electric or magnetic field 

integral equations with basis functions. The induced currents are calculated from the 

incident fields via some matrix operations. First, a matrix is constructed with the 

Green function. Then, the inverse of this matrix is multiplied with another matrix, 

which includes the incident fields. Finally, the scattered fields are calculated by using 

the calculated induced currents. It is clear that a wider object’s dimension or 

frequency leads to huge matrix sizes. This makes it difficult to apply MoM to a large 

target because of the computational issues. Multilevel Fast Multipole Method 

(MLFMM) is also known as a full wave technique that is the fast version of MoM. 

These technique can be used for relatively larger targets compared to MoM. 

However, the computational issues related to memory and processor needs still occur 

during the RCS analysis for some realistic targets at high frequencies. 

Instead of using of a full wave technique, some asymptotic methods have been 

preferred to obtain the result within a reasonable time. Physical optic (PO), 

geometric optic (GO), and shooting and bouncing rays (SBR) are known as 

asymptotic techniques. The matrix operations in MoM or MLFMM is approximated 

with a vector product to find the induced currents. Then, these currents are used for 

the calculation of scattered fields. This reduces the time or memory requirements, but 

decreases the accuracy. Because, the mentioned approximation leads to some error 

that becomes not to be negligible at low frequencies. This makes the PO method a 

high frequency technique. Besides, the multi-reflection effects cannot be added to the 

total scattered field. Therefore, the calculated RCS values may be lower than the 

result of real measurements. This is a deficiency of the usage of PO for complex 

targets. GO is another asymptotic technique that assumes the incident fields have an 

optical behavior. The direction of reflected fields are calculated with Snell’s law. 

However, this assumption needs a high frequency. SBR is a ray tracing based 

technique that consists of both PO and GO. The incident plane waves are assumed to 

consist of independent rays. Each of them is sent toward the object. Then the hit 

points and reflection directions are calculated with GO. Finally, the scattered rays to 

the observation point are superposed to find total scattered field. This yields a better 

accuracy than PO thanks to the addition of multi-reflections to the scattered fields. In 

addition to this, range profiles, scattering centers and SAR/ISAR images can be 
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found within a reasonable time with SBR. These properties are crucial for the 

reduction of RCS. Especially, the scattering centers point out the strong reflection 

regions on the target’s geometry. These regions can be covered with RSM to reduce 

the scattered field. In spite of the advantages of SBR, it calculates the scattered fields 

with an accuracy that is based on the PO and GO (with diffraction). Therefore, the 

accuracy of SBR is also limited by the frequency. This is the main reason of 

recognizing the SBR is another high frequency technique. 

After the RCS analysis, the target is produced according to the CAD model to 

carry out the real RCS measurements. Although a computer-aided RCS analysis is 

useful for reduction of design cost and spent of time, it is clear that the scattering 

identity and stealth capabilities should be verified with real RCS measurements. This 

thesis addresses how to measure the scattering properties such as RCS, range profile 

and SAR/ISAR images. 

 

2.2. Radar Cross Section and Direct Measurement 

 

According to the antenna theory, the surface currents induced by the applied 

voltage to the antenna’s RF connector lead to EM radiation. The shape and material 

properties of antenna determine the radiation pattern that varies with the aspect angle 

and frequency [20]. A similar situation arises for the target’s scattering properties. 

Instead of applying a source voltage, the incident fields induce surface currents on 

the target’s geometry. Then, they behave as the source of the back-scattered field. 

The energy of back-radiation depends on the strength (or gain) of induced currents. 

The phase and gain differences between these currents yield a radiation pattern that 

also depends on the aspect angle and frequency. Therefore, the target becomes to act 

as a directive antenna [18]. The radiation pattern of target is called as RCS [1]. 

RCS is the essential of stealth technologies, in which such studies have been 

carried out to reduce the back-scattered energy [21]. For instance, covering with 

RAM absorbs the incident electric field, and hence the strength of surface currents. 

This yields a smaller back-scattering and hence lower RCS values. Some geometrical 

improvements can be useful to reduce the power of echo signals. In order to 

determine the effectiveness of these studies, it is often required to measure the RCS 

with an appropriate technique. The definition of RCS is [21] 
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where s
E  is the scattered electric field from the object, i

E  is the incident electric 

field at the target’s position. Eqn. (2.8) says that a direct RCS measurement requires 

an infinite distance to obtain plane wave propagation. Of course, this distance can 

have a finite value in real applications. Therefore, the far-field criteria, 22R D  , 

should be satisfied during the direct measurements. A simple diagram is given in 

Figure 2.2 to show a traditional RCS measurement setup [21]. 

 

 

Figure 2.2: A traditional RCS measurement setup. 

 

A pylon system supports and rotates the target to different azimuth ( ) and elevation 

( ) angles. One or more directional antennas (generally parabolic reflectors with 

wideband horn feed) reside in the system to emit or collect the EM waves at each 

aspect angle and frequency. After setting up the trace parameters of VNA, it 

measures the S parameters such as S11, S21, S12, or S22 that depend on the structure 

of antenna system [21]. In order to increase the SNR level (and dynamic range) of 

received signal, the output power is amplified by an amplifier system. The 

interconnection between the antennas and VNA is done by using a RF sub system 

including coupler, switchers, circulator, limiters, low noise amplifier, etc.  

Since the far-field criterion is satisfied, the incident electric fields at the target’s 

position have a constant phase along a plane [21]. This yields a planar wave 

propagation as shown in Figure 2.2. This makes the target’s radiation pattern 

independent to shape of the wavefront curvature and hence the measurement range. 

Note that RCS is the characteristic property of a target that does not change with the 

target’s distance from a radar.  
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Once the measurement system is setup properly and assuming there are no 

clutter echoes coming to the antenna, the uncalibrated RCS values can be obtained 

directly by measuring the relevant S parameter in the frequency domain with VNA. 

After the proper calibration process (described in section 2.1.3), the target’s 

calibrated RCS values will be measured without any further post-processing [21]. 

This type of RCS measurements are often carried out in open-range facilities due to 

the large distances needed [21]. Because, the required far-field distance for a realistic 

target requires a terrain that has a distance in the order of km. Unfortunately, clutter 

echoes become important in open-range measurements due to the ground reflections 

or other multipath propagation. These echoes reduce the measurement accuracy. 

Therefore, the clutter echoes should be removed from the received signal with a 

proper way. The next subsection describes how to overcome the clutter effects to 

enhance the measurement accuracy.  

 

2.2.1. Terrain Clutters and Suppression Techniques 
 

In the open-range measurements, received signals contain not only radiated 

energy from the target, but also clutter echoes and noise components [19], [21]. A 

simple diagram is given in Figure 2.3 to show the reason of clutter echoes. In this 

figure, the target is aligned in front of the antenna, having a physical dimension that 

is smaller than the main lobe width. This yields approximately a uniform signal 

power distribution across the target’s geometry [21]. In Figure 2.3, there are also 

three buildings residing near the measurement terrain. Assume that the antenna is 

located at the origin of the Cartesian coordinate system and the buildings have some 

position vectors that have norms 1 2 3, ,R R R . A range gating with an appropriate FIR 

or IIR filter having cut-off ranges 1 2c cR R R   yields a clear zone between 1cR  and 

2cR  in the range domain. Thus, the clutter echoes having the ranges 1 2 3 1, , cR R R R  

or 1 2 3 2, , cR R R R  are filtered out from data [21].  

As another technique, the antenna’s radiation pattern is designed specially 

according to the target’s position. Such that each building vector has an angle outside 

the main lobe of the antenna’s pattern. This reduces the incident energy to these 

buildings and received signal power. Such possible clutters (for instance, ground 

reflections) can be suppressed with this technique [21].  
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Figure 2.3: Clutter effects in open-range measurements. 

 

It is possible that some clutter echoes may have indistinguishable distances 

with the measurement object. Therefore, a range gating may not sufficient to 

suppress these clutters. Moreover, some clutter objects may inside the main lobe of 

antenna. In order to fix this problem, RF absorbers (see Figure 2.4) are widely used 

in RCS measurements. However, the effective frequency band and the amount of 

absorbance is crucial in this case. 

 

 

Figure 2.4: Pyramidal RF absorbers. 

 

The range-gating requires a range profile calculation in each aspect angle [21]. 

The following section addresses how to obtain range profiles with a FFT-based 

traditional way. 

 

2.2.2. Range Profile Calculation 

 

The measured S parameter with VNA has a definition in the frequency domain 

[16], 
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where ( , , )f x y z  is the target reflectivity model, ,R   is the range value 

corresponding to the look angles ,  . It can be assumed that a target is composed of 

a finite number of scattering centers, M . That leads to, 
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where 1n   for the far-field and 2n   for the near-field EM wave propagation, 

2 2 2 2
i i i ix y z     and 0R  is the distance between the antenna and pylon system 

[16]. The range profile can be calculated by transforming  , , vS k   in eqn. (2.11) 

to the time domain with an appropriate way such as taking the inverse fast Fourier 

transform (IFFT) of it [16]. The inverse Fourier transform (IFT) of  , , vS k   leads 

to [22], 
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IFT requires infinite bandwidth and number of frequency points. Therefore, IFT 

can’t be applied to real measurement data [22]. IFFT is a discrete version of IFT that 

leads to [22], 
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Here, R  is the range resolution that equals to 2c B , B  is the bandwidth [19]. 

Assume that N  is the number of frequency points, the maximum observable round-

trip time is max ( 1) 2N B    that leads to an unambiguous range 

un ( 1) 4R c N B   [16]. Therefore, increasing the bandwidth turns to a reduction in 

the maximum observable range. In order to extend it, the number of samples should 

be also increased in the same time.  

Figure 2.5 is an example for range profile, where four scatterers (three 

buildings and target) are residing. Assume that the fourth peak having a range value 

about 2610 m corresponds to the target’s back-scattering. The other ones are the 

clutters caused by the buildings in Figure 2.3. The range-gating can be performed 

with an appropriate filter that covers the red colored dashed region in Figure 2.5 [21]. 

 

   ( , , ) , , ( ),g vs R IFFT S k w R      (2.15) 

 

where gs  is the gated range profile, ( )w R is the filter function. 

 

 

Figure 2.5: Range gating in range profile. 

 

Taking the FFT of gated range profile yields uncalibrated RCS values for each 

frequency points [21]. That is,  

 

    uncalibrated ( , , ) ( , , ) , , ( ).g vf FFT s R S k W f          (2.16) 
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Here,   denotes the convolution operation. In order to calibrate these RCS values, 

the following calibration method has been widely used in measurements [21]. 

 

2.2.3. Calibration Method and RCS Calculation 
 

In practical applications, the path loss decreases received signal power with the 

fourth power of distance. In addition to this, RF devices also decrease the received 

signal level because of the insertion losses. The system can be calibrated totally with 

a reflector, which has well-known RCS values at different frequencies [16]. For this 

purpose, some standard reflectors such as dihedral, trihedral, sphere, etc. have been 

widely used as reference targets (see Figure 2.6) [21]. First, uncalibrated RCS values 

of the reference target, measured , are obtained. Then, the total loss of measurement 

system can be calculated with loss reference measured    . Here, all RCS values are in 

the logarithmic scale (dBsm), reference  is the theoretical RCS value of the reference 

target. Once the system loss has been determined, calibrated RCS values of a 

measurement target can be calculated by adding the system loss to the uncalibrated 

RCS values, loss uncalibrated     [21]. 

In Figure 2.6, sphere and trihedral reflectors are used for calibrating co-

polarized measurements, while dihedral reflector is used for calibrating cross-

polarized measurements [21]. The peak RCS values are given in (2.17). 

 

 

Figure 2.6: Standard reflectors as calibration targets. 
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where r  is the sphere radius, l  is the edge length of the trihedral, a  and b  are the 

lengths that correspond to the short and tall edges of dihedral [16], [21]. In Figure 

2.7, RCS values in various look angles are depicted at 10 GHz frequency for 30 cm 

trihedral and dihedral reflectors. These values have been calculated by using SBR. 

 

 

Figure 2.7: RCS values at various aspect angles. a) Linear-polarized for trihedral. b) 

Cross-polarized for dihedral. 

 

2.3. Tomography-Based RCS Calculation 
 

Due to the nature of RCS, a direct RCS measurement needs a far-field distance 

proportional to the frequency and square of target’s dimension. But, it is difficult to 

satisfy this requirement due to the large distances needed. For instance, the far-field 

distance for a typical F-16 fighter is about 15 km for 10 GHz frequency. This 

distance can be larger for a ship having a dimension of about 40 m. Therefore, the 

required terrain and system hardware restrict the applicability of measurement setups 

for a realistic target. Moreover, measurements can be affected dramatically by the 

environmental issues such as rain, wind, ground reflections, etc. that reduce the 

open-range RCS measurement accuracy. Therefore, it is useful to predict far-field 

RCS values from near-field measurements. Algorithms for RCS extraction from 

near-field measurement data via SAR/ISAR imaging have been recently introduced 

[6]-[8],[16],[17]. The basis of these algorithms are depicted in Figure 2.8 [7], [16]. 

a) b) 
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Figure 2.8: Tomography-based RCS extraction diagram. 

 

In this type of RCS calculation, first, SAR/ISAR images are reconstructed from 

measurement data. Then, a proper scattering center extraction procedure, such as a 

Clean Algorithm or another image processing technique, is performed to obtain 

position and complex amplitude features. These scattering centers are used for the 

prediction of far-field EM propagation. After this prediction, uncalibrated far-field 

radiation patterns of target are calculated with the ratio between scattered and 

incident waves. They lead to the uncalibrated RCS values (as described in the next 

section) that are extracted from the near-field SAR/ISAR images. These values are 

calibrated by performing calibration measurements with a proper standard reflector. 

After these stages, the calibrated far-field RCS values are predicted from near-field 

measurements. The details of the high resolution SAR/ISAR imaging and RCS 

extraction will be explained in the following sections. 

Assume that ( , , )S x y z  is the three dimensional SAR/ISAR image consisting of 

the convolution between the PSF of the imaging method and each scattering center 

features for the measured target. That is, 
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Here, sP  is called as the PSF defining the imaging resolution. The first zero crossing 

points in the , ,x y z  dimensions are the resolutions , ,x y   and ,z respectively. For 

instance, a Cartesian imaging via the PFA yields a PSF that has the main lobe widths 

reciprocal to the bandwidth and angular extents. The resolution cell (main lobe 

widths) and side lobe levels blur the scattering centers and create artifacts in the 

image. This issue reduces the image quality and hence the tomography-based RCS 

calculation accuracy. Therefore, some image processing procedures for the scattering 

center extraction are suggested in the literature [3], [16]. Novel procedures for the 

scattering center extraction are also introduced in this thesis. The details of them will 

be explained in the next section. 

Assume that , , ,i i ia x y    and iz  are the scattering center features that are 

extracted from the SAR/ISAR image. The modulus of the scattered field can be 

written as follows under the far-field condition [16]. 
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Putting eqn. (2.19) into (2.8) and using unity incident electric field leads to, 
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As seen in eqn. (2.20), the parameter R  tends to infinity. This leads to a planar wave 

propagation at the target’s position. Of course, this distance is not feasible for real 

applications. Therefore, this requirement has been satisfied approximately with the 

far-field condition 22R D   that drops the limit in eqn. (2.20). This yields an 

uncalibrated RCS formula as follows. 
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After obtaining the uncalibrated RCS values, a proper calibration measurement is 

performed to predict far-field RCS values.  

This type of RCS calculation needs the scattering center features indexed with 

i . Therefore, a better feature extraction increases the RCS calculation accuracy as 

demonstrated in the next section. Because of this relationship, a clearer SAR/ISAR 

imaging yields a better feature extraction, and hence less RCS error. This is the main 

reason of developing high resolution SAR/ISAR imaging algorithms in this thesis. 

PBP uses far-field measurement data due to the plane wave approximation. The 

subject of the following chapter is to extend the efficacy of PBP to near-field case 

and RCS prediction at short distances.   
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3. IMPROVED PENCIL BACK-PROJECTION 

METHOD 

 

The IPBP method is a high resolution SAR/ISAR imaging and RCS extraction 

algorithm that was introduced in [16]. The main differences between the PBP and 

IPBP are about the far-field requirement, cross-range resolution and RCS extraction. 

The details of this method is given next. 

 

3.1. Formulation of the Problem 

 

The SAR imaging geometry is illustrated in Figure 3.1. 

 

 

Figure 3.1: SAR imaging setup for IPBP method. 

 

A monostatic radar antenna turns around the object with the aspect angle   

and the line of sight vector v . The distance between the antenna and target 

coordinate system is 0R . Measured data can be expressed as  
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where vk  is a spatial frequency variable that has the value of 2vk f c , here f  and 

c  are the measurement frequency and the speed of light, respectively, ( , )f x y  is the 

spatial target reflectivity function, and R  is the distance from the antenna to the 

point ( , )x y  [13]. The variable n should be selected as 1n   for the far-field and 

2n   for the near-field case [8], [13].  
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In this work, it is assumed that point scattering centers, which are composed of 

linear combination of two dimensional Kronecker’s delta functions, form the target 

reflectivity model. That is, 
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where M  is the total number of scattering centers, 
ia  is the reflectivity of the i

th
 

scatterer, 
ix  and 

iy  are the cross-range and range positions (for 0   ) in the two 

dimensional Cartesian space, respectively [13]. By substituting the point scatterer 

model given in (3.2) into (3.1), the discrete scatterer case of (3.1) is obtained as, 
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In (3.3), 
,iR   

is the distance between the antenna and the i
th

 scatterer. This scalar 

quantity can be written for the far-field and near-field cases as [8], [13],  

 

 , 0 sin cosi i iR R x y      (3.4) 

  2 2 2

, 0 02 sin cos .i i i i iR R x y R x y        (3.5) 

 

The first expression can be used for only the plane wave excitation. In this case, the 

denominator of (3.3) can be taken as approximately equal to 0R . The second 

expression, (3.5), is a general representation that can be used for both far-field and 

near-field cases.  

The target reflectivity function can be calculated with the collected data as [13] 
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The inner integral of (3.6) corresponds to the range profile that can be calculated 

with FFT with respect to the discrete spatial frequency variable vk  at each aspect 

angle  . But FFT suffers from Gibbs phenomena and poor range resolution because 
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of the limited frequency bandwidth and discrete range domain. For the FFT process, 

the range resolution has the formula (2 )R c B  , where B  is the measurement 

bandwidth. For the tomography-based RCS extraction algorithms, the accuracy of 

the calculations is closely related to the range resolution at each aspect angle. In 

order to increase the range resolution to enhance image quality (and RCS extraction 

accuracy), B  must be increased for the FFT process. But, the measurement 

bandwidth is limited in real life applications because of the hardware limitations and 

sampling issues in the range domain. Another problem for the FFT process is the 

leakage between scattering points. This problem arises due to the representation of 

each scattering center with the impulse response of a windowing function that is 

widely used for decreasing the unfavorable impacts of the band limited data on the 

discrete transformation space by balancing the main lobe width and side lobe levels 

[22]. Band-pass MPM (BPMPM) is utilized in this work to calculate the range 

profile at each aspect angle with super resolution even if band limited data is used. 

The outer integral in (3.6) can be calculated with BP for both far-field and near-field 

cases. The outcome of the BP process is the target reflectivity function ( , )f x y  that 

indicates a two dimensional complex valued image. For the i
th

 scatterer, the 

reconstructed SAR image contains estimated values of the reflectivity, the cross-

range, and range position, which are represented with the symbols ,  ,  i i ia x y   , 

respectively. 

The measured data is proportional to the ratio between amplitudes of the 

scattered and incident fields under the far-field condition, and can be represented in a 

phasor form as, 
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After the calibration, RCS values can be calculated with the estimated scattering 

centers by substituting (3.7) into (2.8) as (3.8), 
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3.2. Range Profile Calculation with MPM 

 

MPM allows the extraction of complex amplitudes and poles of each exponent 

with super resolution from band limited measurement data [24]. MPM operates on 

the kv-space and does not require discretization of the range domain, which facilitates 

extraction of range profiles without having any issues in terms of the range 

resolution. 

In the range profile calculation step of the developed algorithm, SFCW SAR 

signal processing is assumed. Thus, the collected data have the form [13], 
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where m  and n  are the sampling indices of the data such that,  

 

 min max min {0,1, , },m n n n n     (3.11) 

 

as described in [13], minn  and maxn  are the indices that correspond to the minimum 

and maximum frequency values for the given frequency band, vk  is the sampling 

step size, mw  is the noise component of data, ib  is the complex amplitude of the i
th

 

scattering center exponential. For the SFCW SAR signal processing, sampling in the 

frequency domain should satisfy the Nyquist criteria  
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in order to find range profiles that correspond to the phase interval [ ,  ]   (will be 

described later). The variable N  in (3.12) is the number of frequency points. Thus, 

the minimum and maximum measurable distances are,  

 

 min max( 1) (4 ), ( 1) (4 ),R c N B R c N B      (3.13) 
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respectively. Equation (3.12) and the range resolution formula can cause heavy 

computational burden due to the large distances required by the far-field condition. 

For example, a typical target might have the largest linear dimension of 15 m. 

According to the far-field approximation, 2

0 2R D  , the far-field requirement for 

this target is 15  km at 10 GHz. If desired range resolution for IFFT is 1 cm, the 

required number of samples is 530 10 , which causes a large computation time as 

well as hardware problems for the computer and network analyzer. In addition, this 

range resolution requires 15  GHz bandwidth while MPM is not directly bounded in 

terms of bandwidth to produce super range resolution. Hence, the same or better 

resolution may be obtained by choosing 15B   MHz and 3001 samples with MPM. 

This demonstrates the importance of obtaining range profiles with super resolution 

by using MPM in narrow bandwidth.  

The MPM is described next. Assume a matrix  F  having the form,  

 

      0 1 1 1,  ,
T

L n n n N L nF F F    F f  f  … f f   (3.14) 

 

where L  is the pencil parameter that should be between 3N  and 2N  for efficient 

noise filtering [13]. Singular value decomposition (SVD) of  F  is, 

 

       .
H

 F U V  (3.15) 

 

The singular value matrix    has a diagonal form that contains all singular values in 

descending order. The largest M  singular values correspond to the number of the 

scattering centers that must satisfy M L N M    [24].  

Let  F  be a matrix that is reproduced with the M  dominant singular values 

for the noise filtering [25]. The poles of  ,d vF k  can be determined as,  
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           F F F f  f …f F f f f  (3.16) 

 

where ( )eig   is the eigen value operator and dagger (†)  denotes the Moore-Penrose 

pseudo inverse.  

The range value of the i
th

 scattering center at aspect angle  can be found with,  
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 ,   1, 2, , ,(2 ),i i v i MR z k       (3.17) 

 

where 
iz  denotes the phase of the thi  pole. Substituting 2 ( ( 1))vk B c N    in the 

previous formula leads to, 

 

 ,4 ( ( 1)).i iz R B c N     (3.18) 

 

According to (3.10), the poles, 
iz , are 2  periodic, that causes an infinite number of 

solutions. But, the expressions for the 
minR  and 

maxR  guarantee evaluation of a 

unique range for each scatterer. By substituting the measurable ranges into the 

expression of iz , the phase interval can be shown to be [ ,  ]iz     .  

Once the poles, iz , have been extracted, the (noiseless version of) (3.9) can be 

inverted as  
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in order to find ir . Here,  Z  is the Vandermonde matrix containing the obtained 

poles iz . That is, 
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Then, using (3.10) and the relation between (3.3) and (3.9), the complex amplitudes, 

ib , and the reflectivity, ia , of each scattering center can be calculated as, 

 

 min

,  1, 2, , .( ), ,
n n

i i i i i i i Mb r z a b R      (3.21) 

 

The noise components and clutter in the measurement data may cause incorrect 

calculation of the total number of scattering centers after the SVD process. This, in 

turn, leads to incorrect calculation of the poles and complex amplitudes. In order to 
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decrease the effect of noise in the SVD process, the BPMPM was developed in [26], 

in which both infinite impulse response (IIR) and FIR prefiltering techniques were 

considered. However, the use of a gating process that will be described next obviates 

the need to apply the costly filtering process described in [26]. 

Scattering center features cannot be calculated directly by using (3.16) and 

(3.19) because of some potential backscattering (clutter) in the incoming signal due 

to the open range measurements. A gating process in the range domain with an 

appropriate windowing function can be applied to the data in order to eliminate the 

effects of clutter and noise components outside of the range region of interest. 

Assume that 
kW  is the windowing function. The discrete range profile, 

kT , for each 

aspect angle can be calculated using IFFT as,  
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The range-gated data (i.e., the prefiltered data in [26]) can be produced with, 

 

       .FFT Γ T W  (3.23) 

 

These vectors are defined as,  

 

            0 1 1 0 1 1 0 1 1, , , , , , , , , , , ,N N NT T T W W W       Γ T W    (3.24) 

 

and   denotes the element-wise multiplication for the related vectors. The gating 

process causes a frequency shift because of the phase delay of kW . Fortunately, it is 

possible to recover the data points by a back-shift process. Assume that   is the 

group delay of kW . If the windowing function has a linear phase response, the group 

delay is not a function of frequency, which makes possible the usage of the back-

shift operation as j j
   ; , , 1j N  . The complex amplitudes can be found 

by using  Γ  instead of  F  by using the formula, 
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The back-shift operation decreases the total number of data points by  . It 

means that according to (3.12), this procedure may cause the degeneration of the 

Nyquist criteria if the group delay is greater than a specific value. Hence, the order of 

the windowing function should be selected small enough in order not to face any 

sampling issues. 

 

3.3. SAR Imaging with Back-Projection (BP) 

 

Back-projection is an image formation algorithm that directly works with polar 

format data. Therefore, BP does not require polar-to-Cartesian interpolation and is 

devoid of spectral domain interpolation and near-field imaging problems. In the far-

field zone, it is assumed that planar wave propagation exists in the measurement 

space. Thus, the projected target reflectivity density (PTRD) function along  the line 

of sight direction, v , is the sum of Radon transforms of each scattering center as 

described in [13]. In other words, inverse Radon transform can be applied to the 

range profiles in order to form the SAR image. But in the near-field case, the range 

values denote the radii of circles whose origins are the antenna position. Hence, 

circular inverse Radon transform should be carried out in order to form the near-field 

SAR image as described in [11]. The far-field and near-field BP techniques used in 

this work will be explained next. 

 

3.3.1. Far-field BP 
 

Assume that the reconstructed SAR image  ,S x y which is akin to the 

( , )f x y  function in (3.6) has X  and Y  grids, x  and y  resolutions in the cross-

range and range dimensions, respectively, at the target coordinate system. The PTRD 

function for the th
 look angle   can be produced via range correction for the thi  

scatterer as , , 0i iv R R
   . The projection of the pixel position ( , )k lx y  onto the line 

of sight along the vector v  is , , sin cos ,k l k lp x y    
 
where the positions and 

aspect angles are given as, 

 

      min min min1 , y 1 , 1k lx x k x y l y                 (3.26) 
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The indices for the x  and y  take the values 1,2, , ,  1,2, ,k X l Y    and the 

aspect angle index is in the range 1,2, , ,    where   is the number of 

measurement angles. Far-field BP is the superposition of the lines that are orthogonal 

to the v  direction with the complex amplitudes at each position point in the range 

profiles. For the i
th

 scatterer, the orthogonal line at aspect angle   can be drawn in 

the image with the nearest neighbor interpolation as, 
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where  min , 2l x y    . The far-field SAR image can be reconstructed with the 

superposition of (3.27) over all incidence angles as,  
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3.3.2. Near-field BP 
 

Assume that each pixel point (located at p ) has a complex amplitude and let 

0R  specify the vector from the antenna to the origin of the target coordinate system. 

The radius of the circle that passes through each pixel position is the sum of the two 

vectors, 

 

 
, , 0 , , 0 0 0, , sin cos .k l k l k l k lr x y R R       R +p p x y R x y  (3.29) 

 

The circle arcs can be drawn with the nearest neighbor interpolation as,  
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The near-field SAR image can be reconstructed with the superposition of the circle 

arcs as, 
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Some scattering centers can have lower amplitude than the others. This issue 

may cause the loss of some scattering centers after the thresholding process (will be 

explained in the next subsection). Thus, imaging with the unity amplitudes ( 1)ia   

for all the scattering centers increases the dynamic range of the developed algorithm. 

Therefore, the SAR images should be reconstructed with the unity amplitudes. The 

estimated complex amplitude of each scattering center will be determined in the 

amplitude extraction process (will be explained in the next section).  

 

3.4. Image Segmentation 
 

Both far-field and near-field BP require discretization of the imaging window, 

interpolation on each pixel, and superposition process, causing non-zero pixel values 

on the background and artifacts around the scattering centers. These problems 

increase the unfavorable effects of the PSF with decreasing quality of the 

reconstructed image and RCS extraction accuracy. Selection of meaningful features 

from the reconstructed image (using the Otsu thresholding and amplitude extraction 

that will be explained next) helps to eliminate the corruptive impacts of the PSF, 

which will be shown with numerical results.  

At the beginning of the segmentation process, the reconstructed image is 

divided by the highest pixel intensity. Thus, each pixel value in the resultant image is 

in the interval [0,1] . Due to the imaging with the unity amplitude, the pixel values 

around the scattering centers have closer intensity to the upper bound of the interval 

compared to the background components. In other words, the artifacts have lower 

pixel values than the unity scattering center pixels do. With this motivation, these 

artifacts are suppressed in this paper by processing 2( , ) ( , )h x y S x y  that provides 

an increased dynamic range to the Otsu thresholding. 

 

 

 

 



 

31 

3.4.1. Otsu Thresholding 
 

In this work, Otsu thresholding [27] is used for removing background from the 

( , )S x y . Otsu method assumes that the histogram of an image is composed of 

compacted and well separated groups which correspond to the background and 

scattering centers [28]. Assume a gray level image ( , )gh x y , which can be generated 

by scaling the pixel values of ( , )h x y to the interval [0,  1]I 
 
and rounding to the 

nearest integer value. Here, the subscript g denotes the gray level version of ( , )h x y , 

and I  denotes the number of gray levels.  

For the gray level image ( , )gh x y , the mean values of the background group 

and the scattering center group, respectively, are 
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where T  is the threshold level, ( )p i  is the histogram of the i
th

 gray level in ( , )gh x y  

[28]. Variance of each group and the overall variance are  
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respectively [28]. The optimum threshold level should be found by minimizing the 

overall variance (3.35). The pixel values of ( , )k kF x y  that satisfy  ,g k lh x y T  are 

set to the zero in order to suppress the background.  

Otsu thresholding is sensitive to the amplitude differences of the scattering 

centers. If a scatterer has amplitude that is under the threshold value, the 

corresponding peak region will be lost. In order to fix this issue, instead of using 

extracted amplitudes, ia , in (3.27) and (3.30), unity amplitude ( 1ia  ) can be used 

in the imaging step. Henceforth, using unity amplitude will be referred as ―the 
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normalization process.‖ This way, the locations of the scattering centers can be 

determined with great resolution in expense of ignoring the scattering center 

amplitudes. Hence, an additional amplitude extraction process, which will be 

explained later, will be required. 

 

3.4.2. Amplitude Extraction 
 

Although Otsu’s method suppresses the background components in the image, 

some non-zero pixels may still exist in the resultant background. This issue causes 

over-segmentation that decreases the RCS accuracy if all features for the non-zero 

pixels are used. Fortunately, this problem can be fixed by using the amplitude 

extraction procedure, which is formulated next.  

In the far-field (or near-field) case, assume that the planar (or circular) 

projection of the two dimensional position of each non-zero pixel in ( , )F x y  is x yR
  , 

at a look angle  . Note that x yR
   

can be calculated by using the pixel positions of 

( , )F x y  in (3.4) (or (3.5)).  

A distance vector, , , [1,2, , ]i i M d  , can be produced for the i
th

 scattering 

center as, 

 

      , , 1 1 , 2 2 , 1
, , , , , ,i i i i J J J

d x y d x y d x y    
        d   (3.36) 

  , ,, ,
j ji j j i x yd x y R R





   
     (3.37) 

 

where J  is the number of non-zero pixels in ( , )F x y . Let s be the index of the 

minimum element of id . Then, the features for the i
th

 scatterer should be selected as, 

 

    , , , .i i s s i ix y x y a a       (3.38) 

 

Note that with (3.38), both the locations and complex amplitudes of M  point 

scatterers have been obtained. These are the estimated scattering centers that are 

ready to be used for the RCS extraction for the target.  
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3.5. Summary of the IPBP Method 

 

In Figure 3.2, the flow chart of the developed IPBP method is summarized.  

 

 

Figure 3.2: Flow chart of the IPBP method. 

 

Firstly, BPMPM is used in order to find the range profiles with super resolution at 

each aspect angle (block A). Next, SAR/ISAR images are formed with an 

appropriate back-projection method that depends on the measurement distance and 

frequency. The normalization process is preferred in the image formation step (block 

B) in order not to lose any peak regions during the thresholding stage in block C. In 

order to perform feature extraction from the blurred image, the mentioned image 

segmentation algorithm (block C and D) is carried out. In this segmentation 

algorithm, firstly, the square of the formed image in block B is obtained to increase 

the accuracy of Otsu’s thresholding. Secondly, amplitude extraction is carried out in 

block D to select features (position and amplitude) from the thresholded image and 

range profiles (calculated with the BPMPM). Although the range and cross-range 

positions are obtained with improved resolution as the output of block C, the 

amplitude of each scatterer is not valid because of the normalization process. 

Therefore, correct amplitude values are obtained by using the range profiles 

generated in Block A. Then, the obtained features for the scattering centers are used 

for the far-field RCS estimation at short distances. 
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3.6. Simulations 
 

The performance of IPBP was examined for both far-field and near-field cases 

with 10  GHz center frequency, 1B   GHz, and 1024N  . The pencil parameter 

512L  . For comparison, the far-field SAR images, which are obtained with IFFT 

and BP, were reconstructed with 8B   GHz that leads to 18.75R   mm range 

resolution. The measurement distances were taken for far-field and near-field cases 

as 0 75R   m and 3 m, respectively. The aspect angles were taken in the interval 

[ 15 ,15 ]    with 30 equispaced angles. In Section 3.6.1, the pixel dimensions are 

chosen large enough (for producing legible figures) by defining the imaging window 

with 55 55  pixel resolution. In Section 3.6.2, the number of pixels is increased to 

2048 2048  in order to narrow the pixel dimensions and, hence, to increase the RCS 

extraction accuracy. RCS versus aspect angle graphs were plotted at 10.5  GHz 

frequency with 0.15  angle step. RCS versus frequency graphs were plotted in the 

interval 9.5 GHz to 10.5 GHz at 0  aspect angle with 12.66  MHz steps. The 

synthetic data for the point scatterers used in both far-field and near-field simulations 

are given in Table 3.1. 

 

Table 3.1: Coefficients and positions of the five point scatterers used to reconstruct 

far-field and near-field SAR images. 
 

Scat. 

No. 

Scat. Coeff.  

( )ia  

-posx ( )ix

[m] 

-posy ( )iy

[m] 

1 0.3500 0.3517j  0.3407  0.1593  

2 0.0728+ 0.3077j  0.2457  0.0472  

3 0.2511 0.5853j  0.3143  0.3614  

4 0.2464+ 0.2198j  0.2565  0.3507  

5 0.4733 0.9172j  0.4293  0.2425  

 

3.6.1. SAR Imaging and Segmentation 

 

In Figure 3.3, the reconstructed far-field and near-field 55 55  SAR images 

are given. It can be seen in Figure 3.3 a) and c) that the artifacts around the scatterers 

exist because of the PSF of the PBP. These artifacts are removed from the image 

with the developed segmentation algorithm as shown Figure 3.3 b) and d). Thus, 

IPBP produces better image quality than the PBP. 
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Figure 3.3: Reconstructed ISAR images for simulation data. a) Far-field PBP. b) Far-

field IPBP. c) Near-field PBP. d) Near-field IPBP. 

 

In order to show the practical usefulness of the IPBP method, the simulation 

times will be given. All simulations have been done in MATLAB with an Intel i7-

3770 CPU. Range profiles have been obtained within 7.3 s in both of the far-field 

and near-field cases. Then, the images in Figure 3.3 b) and d) have been 

reconstructed within 0.3 s. A realistic target may have a larger linear dimension 

compared to our simulation scenario. In this case, the spatial extent of the imaging 

window must be increased until the target’s geometry fits within this window. 

Therefore, the number of pixels must be increased in order to get the same pixel 

width of Figure 3.3 b) and d). In order to simulate this scenario, the imaging 

procedure has been performed for various pixel resolutions and spatial extents. The 

simulation times for the far-field (or near-field) SAR imaging can be seen from Table 

3.2. Note that the range profile calculation is independent from the pixel resolution or 

spatial extents. Therefore, the simulation times for the range profile calculation are 

omitted from Table 3.2. It can be understood from the simulation times that the 

introduced imaging method has a complexity proportional to the total number of 

pixels.  

As a comparison between the PBP, IPBP, and CBP, first range profiles have 

been obtained by using the FFT with 8 GHz bandwidth, which is eight times greater 

than that used by the BPMPM in this paper. Then, SAR images have been formed 

with these range profiles by using the MATLAB’s built in function iradon(), which 
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is an implementation of the CBP for the far-field case. These images can be seen 

Figure 3.4. 

 

Table 3.2: Simulation times for the image reconstruction procedure. 

 

Pixel 

Resolution 

Spatial Extent 

[m] 

Simulation 

Time [s] 

330 330  3 1.15 

660 660  6 4.72 

1320 1320  12 18.67 

2640 2640  24 72.12 

 

 

Figure 3.4: Reconstructed far-field SAR image via CBP by using the range profiles. 

a) With complex amplitudes. b) With absolute values of amplitudes. 

 

Although the bandwidth is 1 GHz in the PBP and IPBP methods, Figure 3.4 

has worse definition and quality than Figure 3.3 b) and d). Note that in real-life 

measurements, the complex reflectivity of each scattering center changes within the 

8 GHz bandwidth. Thus, the difference in quality between the IPBP and the CBP 

(see Figure 3.3 b), d), and Figure 3.4) will be bigger than our simulations for real-life 

measurements in favor of the IPBP. This enhancement on the image quality leads to 

the increase of predicted RCS accuracy as demonstrated in Section 3.6.2. 

If it is not desired to predict RCS of a target, absolute values of the complex 

amplitudes can be used. This yields a clearer SAR image than the obtained SAR 

image that is formed with the complex amplitudes as seen in Figure 3.4 a) and b). 

But, complex reflectivity of each scatterer is required in the RCS calculations. Note 

that although images in Figure 3.3 are formed with complex amplitudes, the 

performance of the IPBP given in Figure 3.3 b) and d) is much better than the 

performance of CBP depicted in Figure 3.4. 
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For the PBP and CBP, the cross-range resolution depends on the angular 

extent. Larger angular extent leads to form a SAR image with better resolution in the 

cross-range direction. But, the tomography-based RCS calculation should be done in 

a narrow angular extent because of the shadowing and the complex scattering 

phenomena for complex targets [3]. 

 

3.6.2. RCS Extraction 

 

The RCS extraction was carried out by using (3.8) with meaningful features 

obtained by the IPBP (equation (3.38)). In Figure 3.5, ―theoretical‖ results are 

obtained by using the values in Table 3.1 directly in (3.8) and both ―PBP‖ and 

―IPBP‖ results are produced from synthetically generated data. Theory and the IPBP 

give quite similar RCS values at different aspect angles or frequencies. In Figure 3.5 

a), the RCS error is negligible at each aspect angle with IPBP, while the RCS error 

can reach approximately 50dB with the PBP. Similar results prevail in the near-field 

case as shown in Figure 3.6. 

The main objective of this study is to extract the RCS values from near-field 

measurement data in order to alleviate far-field requirement issues. For this reason, 

the extracted RCS values in both far-field and near-field cases should be similar. It 

can be seen from a cross-comparison of Figure 3.5 and Figure 3.6 that RCS values 

match with each other at each aspect angle and frequency across far-field and near-

field cases. These graphs indicate that reliable RCS extraction from near-field 

measurement data is possible if IPBP is used. Figure 3.5 and Figure 3.6 have been 

obtained within 70.35 s. In order to test the usefulness of the IPBP method, the image 

size has been increased to 8192 8192  pixels. Then the simulation time including 

range profile calculation, image reconstruction, and RCS extraction has been 

recorded as 711 s. This image size corresponds to 1.8 mm pixel width for a target 

having 15 m linear dimension. This pixel width is 0.064 times lower than the 

wavelength that corresponds to the maximum frequency. 
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Figure 3.5: Far-field RCS extraction results. a) RCS versus aspect angle graph. b) 

RCS versus frequency graph. 

 

 

Figure 3.6: Near-field RCS extraction results. a) RCS versus aspect angle graph. b) 

RCS versus frequency graph. 

 

As a further demonstration for the efficacy of employing the normalization 

process, results were generated without the normalization process. It is expected that 

some of the scatterers will be lost and the RCS errors will increase. RCS simulation 

results are given in Figure 3.7 and Figure 3.8 without using normalization process. 

Scatterers 2 and 4 (see Table 3.1) are lost without using normalization process, 
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causing degradation of RCS accuracy for the far-field case. But, this corruption 

doesn’t exist with the normalization process. For the near-field case, a similar 

situation is experienced as demonstrated in Figure 3.8. The scatterers 1, 2 and 4 are 

lost if normalization process is not used. These results show the importance of 

normalization process. 

 

 

Figure 3.7: Far-field RCS extraction results by using non-normalized IPBP (N-

IPBP). a) RCS versus aspect angle graph. b) RCS versus frequency graph. 

 

 

Figure 3.8: Near-field RCS extraction results by N-IPBP. a) RCS versus aspect angle 

graph. b) RCS versus frequency graph. 
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3.7. Measurements 

 

In this work, not only synthetic data were used, but also two real targets were 

considered in order to test the accuracy of the IPBP method. The first target is 

composed of a 30cm and a 50cm trihedral reflectors. The second target is a ship 

model that is composed of dihedral, cube and cylinder reflectors. Measurements were 

done to measure the S parameters of these targets in the Open Range 

Electromagnetic Laboratory (ASEMLAB; Açık Saha Elektromanyetik Laboratuarı), 

which has spotlight mode inverse SAR (ISAR) setup.  

Target-1 is shown in Figure 3.9. The stationary antenna collects received echo 

signals from the rotating target with 
0  denoting the look angle. Target alignment is 

done such a way that when 
0 0   , the line that connects the corner reflectors makes 

an angle of approximately 45  with the down range direction. Measurements were 

done at 10GHz center frequency. The largest linear dimension of this target is 1.8m. 

It means that the far-field requirement for this target is approximately 216 m. Thus, 

the measurements were done at 
0 308.3R  m and 

0 133.1R  m for the far-field and 

near-field cases, respectively. The number of frequency points was selected as 

6401N   that requires the maximum bandwidth 1.5524  GHz (and 3.5814GHz) for 

the far-field (and near-field cases) to guarantee proper unambiguous range. Based on 

this, measurements were done with 1B  GHz ( 2B  GHz) bandwidth, which lead to 

the max 480R  m ( max 240R  m) maximum measurable distances in the far-field 

(near-field) case. The measurement angles were in the range [ 15 ,15 ]    with 0.5  

angle step. 

 

 

Figure 3.9: Target-1. 
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The main purpose of the use of trihedral corner reflectors is that each of these 

reflectors has one scattering center with the well-known RCS value,  

 

   4 2

max 1010log (4 (3 )),l     (3.39) 

 

where l  is the length of each perpendicular side of the trihedral [29], [30]. Thus, the 

theoretical number of scattering centers is known as a priori as 2 in the 

measurements of the target in Figure 3.9. The 50 cm trihedral has 24.637 dBm
2
 RCS 

value, which is 15.763 dBm
2
 for the 30 cm trihedral. 

Target-2 is shown in Figure 3.10. Each reflector (cylinder, cube, dihedral) 

residing on the ship’s geometry has some scattering centers, which are apart from 

each other with a distance not bigger than the measurement wavelength. In this 

respect, this target is useful to test the limits of the IPBP. 

The shadowing effect is extremely important for the tomography-based RCS 

extraction for complex targets. This effect can’t be tested with target-1. However, the 

reflectors residing on target-2 geometry shadow each other at different aspect angles. 

For example, the cube is shadowed by the dihedral reflector near the zero degree 

aspect angle. 

 

 

Figure 3.10: Target-2. 

 

The dimensions of target-2 are given in Figure 3.11. This target has a 

maximum linear dimension of 1.5 m. Thus, the far-field requirement for this target is 
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satisfied at 150 m at 10 GHz. Therefore, the far-field and near-field measurements 

are done at the measurement distances of 300 m and 49 m, respectively. All 

measurements are done with 1 GHz bandwidth. The number of points is selected as 

6401 and 1601 for the far-field and near-field cases, respectively. Target-2 is rotated 

360  with 0.5  step size in the interval [ 180 ,180 ]   . The aspect angle along the 

prow of the ship is marked as 0°. This target is rotated around its center point. 

 

 

Figure 3.11: Target-2 dimensions. 

 

In order to calibrate measurement setup, a 50 cm trihedral was used as a 

reference target. Total loss of the system is calculated by using the formula, 

 

 loss reference measured .     (3.40) 

 

Then, the calibration is performed by summing the total system loss to the extracted 

RCS values [21] loss extracted    . 

 

3.7.1. Range Profile Calculation with BPMPM 
 

The collected open range measurement data are composed of the back-

scattered EM waves from the targets in Figure 3.9 and Figure 3.10, as well as the 

clutter that is caused by other scatterers in the range. A gating process with an 

appropriate windowing function enhances the performance of MPM. In this study, 

Bartlett-Hann window of order 200 was used. For target-1, the maximum cut-off 

ranges are 310 m and 135 m in the far-field and near-field cases, respectively. The 

corresponding minimum cut-off ranges are 306 m and 131 m. The maximum cut-off 

ranges are selected for target-2 as 302 m and 49.5 m in the far-field and near-field 
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cases, respectively. The corresponding minimum cut-off ranges are 300 m and 47.5 

m. The group delay of the preferred FIR filter was 100 samples.  

The BPMPM converges to the Cramer-Rao bound with a Signal-to-Noise Ratio 

(SNR) greater than 25 dB [26]. Therefore, 25 dB SNR value is required for proper 

imaging and RCS extraction with IPBP. In order to satisfy this requirement, the 

incoming signals are averaged with a factor Q , increasing the SNR value by 

1010log ( )Q  [19]. For target-1, Q  is taken as 64 in the network analyzer. It was seen 

during the measurements that target-2 has lower reflected signal power than target-1. 

Thus, in order to increase the SNR, the Q  is selected for target-2 as 180 and 256 for 

the far-field and near-field measurements, respectively. The obtained range profiles 

are given in Figure 3.12. It can be seen from this image that at the 0° aspect angle for 

target-1, the 1 GHz bandwidth is enough to distinguish two reflectors in the IFFT 

results. But, at the aspect angle -89° for target-2, this bandwidth is not sufficient in 

the IFFT results to distinguish the dihedral and cube reflectors. However, BPMPM 

gives the range values of the scattering centers on these dihedral and cube reflectors 

with super resolution. The reason is that the range resolution of BPMPM is not 

bounded directly by the bandwidth. This is one of the advantages of the BPMPM 

over the IFFT. 

 

 

Figure 3.12: Calculated range profiles, -- denotes IFFT, x marker denotes BPMPM. 

a) Far-field result at 0° for target-1. b) Near-field result at 0° for target-1. c) Far-field 

result at -89° for target-2. d) Near-field result at -89° for target-2. 
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3.7.2. ISAR Imaging and Segmentation 
 

Figure 3.13 shows that the far-field and near-field ISAR images are quite 

similar to each other when IPBP is applied to target-1 measurement data. This figure 

is a clue that the extracted RCS values will be similar for the far-field and near-field 

cases as shown in the next section. In addition to this, IPBP method has a super 

resolution in both range and cross-range dimensions, while PBP and NPBP have 

artifacts in the cross-range dimension. 

 

 

Figure 3.13: Reconstructed ISAR images for target-1. a) Far-field PBP. b) Far-field 

IPBP. c) Near-field PBP. d) Near-field IPBP. 

 

At the beginning of the measurements for target-2, the dimensions of the target 

were measured. It was noted that the center of the dihedral is located at 

( 0, 0.45)x y    meters. The cube and cylinders are residing on target-2 with the 

centers ( 0, 0.23)x y    and ( 0, 0.5)x y   meters. It is expected that the highly 

reflective regions on target-2 are the dihedral, cube, and cylinder reflectors. The 

IPBP ISAR images for target-2 support this expectation as depicted in Figure 3.14. 

Besides, the centers and dimensions of the highly reflective regions on the image are 

similar to the real values. 

In order to emphasize the super resolution of the IPBP, CBP and IPBP results 

are compared by using the same bandwidth (1 GHz) that yields a range resolution of 
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15 cm for the CBP. The CBP images are shown in Figure 3.15 for the far-field case. 

Figure 3.15 a) has been reconstructed with the original data. In order to produce a 

legible image, the measured signals have been up-sampled by 2 yielding half the 

pixel size of that used in Figure 3.15 a). This modified image is shown in Figure 3.15 

b).  

 

 

Figure 3.14: IPBP ISAR images for target-2 with real measurements. The left one is 

in the far-field. The right one is in the near-field. 

 

 

Figure 3.15: Far-field CBP ISAR image for target-2. a) Original image. b) 

Reconstructed image with up-sampled data. 
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According to Figure 3.15, a 15 cm range resolution (1 GHz bandwidth) is not 

sufficient to reconstruct the reflectors in the image. For example, the cylinder has a 

diameter of 26 cm. The pixel width of Figure 3.15 a) is equal to the range resolution 

(15 cm) that is almost the same with the radii of the cylinder. As another example, 

the dihedral has an edge length of 12.5 cm, which is lower than the range resolution 

of the CBP. Thus, the dihedral can’t be reconstructed efficiently because of the poor 

resolution of the CBP. Data up-sampling does not affect main lobe widths of the 

point spread function of the CBP in the range and cross-range dimensions because 

these main lobe widths are dependent on the bandwidth and angular extent. 

Therefore, the resolution problems shown in Figure 3.15 a) still exist in the modified 

image as seen in Figure 3.15 b). However, the IPBP has much better resolution than 

the CBP as shown in Figure 3.14 and Figure 3.15. 

 

3.7.3. RCS Extraction 

 

The extracted RCS values for target-1 are shown in Figure 3.16. The far-field 

and near-field RCS values match with each other, while there is a small angular shift 

(less than 0.08 ) between the far-field and near-field results at 12  and larger angles. 

The reason of this shift is attributed to the environmental effects on the target such as 

wind, which had different strengths during the measurement times. 

In [3], it is said that the extracted scattering center model at a particular angle is 

not valid for over a large angular extent, depending on the target complexity and 

reconstruction accuracy. It is demonstrated in [3] that the reconstructed range profile 

from scattering center model at 0  matches with the actual range profile at 5   if 

SBR is used. In the far-field case, RCS at a particular angle is the Fourier transform 

of the range profile in the same line of sight. The similarity between range profiles 

from the reconstructed scattering center model and actual range profiles supports the 

gist of the algorithms used here for RCS extraction with high accuracy. Thus, in the 

case of RCS extraction from SAR/ISAR images, reconstruction should be repeated at 

multiple windows in the angular dimension in order to increase the extraction 

accuracy. Figure 3.16 shows that the extracted far-field and near-field RCS values 

match with each other in a 30  angular range, which is 6 times greater than the 

demonstrated angular extent in [3]. This result is obtained from the simple target-1. 
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A more challenging test for the validation of the IPBP was done with target-2 in 

terms of RCS extraction. The extracted RCS values are given in Figure 3.17 and 

Figure 3.18. 

 

 

Figure 3.16: Extracted RCS values at 10 GHz frequency. a) [ 15 ,0]    . b) 

[0,15 ].    

 

 

Figure 3.17: Extracted RCS values for target-2 with far-field measurements. 
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In order to eliminate any doubt about representing a complex target with the 

point reflectivity model given in (3.2), the extracted point scattering centers in the 

far-field case were used to reconstruct the RCS values. Figure 3.17 consists of two 

RCS curves. The first one is the reconstructed RCS values from the extracted point 

scattering centers. The second one is the directly measured RCS values, which don’t 

contain any post-processing because the far-field criteria is already satisfied during 

the measurements. As it can be seen from Figure 3.17, the reconstructed and 

measured RCS values match with each other within a dynamic range of 20 dB. The 

arithmetic mean of the error between these two RCS curves is 1.17 dBsm within this 

dynamic range. This error becomes smaller as the dynamic range is reduced. 

 

 

Figure 3.18: Extracted RCS values for target-2 with near-field measurements. 

 

After making sure that the assumed point reflectivity model is valid for 

complex targets, the extracted scattering centers with near-field measurements were 

used to estimate the RCS values of target-2. The estimated and measured RCS values 

are given in Figure 3.18. The arithmetic mean of the error between the measured and 

estimated RCS curves is 2.46 dBsm. Again, this error becomes smaller as the 

dynamic range decreases. 

In spite of high accuracy in the IPBP results, the efficacy of this method is 

restricted by some physical reasons. SAR/ISAR measurements in an indoor 
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laboratory may need large hangar dimensions especially for huge targets. Besides, 

rotating a target such as a ship or tank to different aspect angles with a pedestal/pylon 

system is very difficult (often not possible). Therefore, performing measurements in 

their operational environment becomes crucial. In this thesis, another algorithm, 

which leads to extraction of scattering centers in target’s operational environment, is 

developed and introduced in the next chapter. This is an important facility to setup 

measurement systems. 
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4. HIGH RESOLUTION CHIRP ISAR IMAGING 

WITH NEAR-FIELD MEASUREMENTS 

 

Performing measurements in a real operational environment reduces the 

physical difficulties significantly. But, these type of measurements for moving 

objects require fast sweep time not to face with a timing/synchronization problem. 

For the computation of range profiles, there are several types of signaling techniques, 

of which performance is closely dependent to the timing issues [19]. Using the single 

frequency pulse signals yields poor range resolution that depends on the pulse width 

[19]. SFCW signals have better range resolution than the single frequency pulse 

signals [19]. But, it leads to an increase in the computational burden and timing 

problems for some non-stationary targets. For the stepped-frequency pulse (SFP) 

signals, the range resolution and unambiguous range depend on the bandwidth and 

number of frequency points, respectively. In order to complete the frequency sweep, 

more than one pulse are needed [19]. Thus, another trade-off between the range 

resolution and measurement time still exists in SFCW signaling. In order to avoid 

this trade-off, chirp signals have been widely used. The frequency bandwidth is 

scanned within only one pulse with a modulation index in the chirp signals [19]. 

Thus, it is possible to get high range resolution via chirp signals by consuming much 

lower measurement time than that needed by SFCW or SFP. 

In this thesis, a new Chirp imaging method, which simultaneously overcomes 

the problems related with the range resolution, measurement time and far-field 

requirement, is presented. To this end, range profiles are estimated by applying the 

MPM to Chirp signals for the first time in the literature. This decreases the required 

time for the frequency sweep and lead to get high range resolution with a reasonable 

pulse width. The introduced method allows to compute range profiles with much 

better range resolution than the traditional chirp signal processing.  

The developed IPBP method in this thesis (see Chapter 3) is designed for the 

circular rotation of object with a constant measurement distance. Therefore, IPBP is 

not suitable for imaging of an moving object. In this thesis, another high resolution 

imaging method is introduced for the extraction of scattering centers of moving 

objects in a near-field range. This method has super resolution in both range and 

cross-range dimensions likewise the IPBP method. 
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4.1. Formulation of the Signal Model 

 

The assumed ISAR imaging geometry is illustrated in Figure 4.1.  

 

 

Figure 4.1: Chirp ISAR measurement setup. 

 

In this geometry, two different monostatic measurement setups, which are referred to 

as ―Case-I‖ and ―Case-II‖ in the rest of this paper, are depicted. In Case-I, the target 

revolves around the center of the coordinate system with a distance 0R  from the 

antenna. In Case-II, the target moves along the x  direction with a velocity v  at a 

constant height h . Generally, Case-I is preferred to measure the EM response of a 

target in a laboratory. But, it is difficult to work with realistic objects in a laboratory 

environment because of physical restrictions. For these applications, it can be useful 

to measure the EM response of a target in its operational environment by preferring 

the Case-II geometry. In both of these setups, the aspect angle is referred to as   and 

the line of sight (range) vector is R . The position of the i
th

 scattering center is 

represented with a distance vector ir  or ( , )i ix y .  

In this algorithm, the point scattering center model given in (3.2) is used. The 

transmitted chirp signal has the form, 
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( ) exp 2 ; 0 ,
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t c ps t j f t t t T 
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 (4.1) 
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where 𝑓𝑐  is the start frequency, t  is time variable varying within the pulse width 𝑇𝑝 , 

and   is the chirp rate [31]. The bandwidth 𝐵 is equal to 𝛼𝑇𝑝 . In Case-II, the non-

stationary target generates a frequency shift in the incoming signals. For a constant 

measurement frequency, 𝑓𝑜 , the Doppler shift can be written as 𝑓𝐷 = 2𝑓𝑜𝑣𝑟 𝑐 , where 

𝑣𝑟  is the radial velocity of the target and c  is the speed of light [32]. In this article, it 

is assumed that 𝑣𝑟 ≪ 𝑐, 𝑓𝐷 ≪ 𝑓𝑐  and thus the Doppler effect is neglected. The 

reflected signal from the i
th

 scattering center is [31], 
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 (4.2) 

 

where, 𝜏𝑖,𝜃 = 2𝑅𝑖,𝜃 𝑐  is the time delay, caused by the round-trip time. In order to 

reduce the sampling rate, the received and transmitted signals are mixed in the 

receiver. Then the generated IF signal is [31], 
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Eqn. (4.3) can be also written as,  

 

  , , ,( ) exp 2 ,IF

i i is t A j t     (4.4) 
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 (4.5) 

 

According to the target’s point reflectivity model, reflected signals from the M  

scattering centers are added together in the receiver. Thus, eqn. (4.2) becomes, 
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where 𝑠𝑐(𝑡) corresponds to the clutter and 𝑛𝑜(𝑡) is the noise components. In order to 

decrease the noise power, the incoming signals are averaged as, 
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where, Q  is the number of averaging, ( )on t  is the suppressed noise signal. This 

procedure has the integration-improvement factor 1010log ( )Q  for the ideal 

predetection [19]. After this stage, the generated IF signal has the form, 
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( ) exp 2 ( ) ( ).
M
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i

s t A j t s t n t   


 
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 
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In this work, the time gating is used in order to filter clutter from the received 

signal. The pulse generator in the receiver has a pulse repetition period rT . Therefore, 

the echoes with a round-trip time C rT   are not collected by the receiver. Only the 

echoes that satisfy,  

 

 , ,r r p p p DT T T T T T        (4.10) 

 

is received by the radar. Here, pT   is the pulse width of the pulse generator in the 

receiver, DT  is a round-trip time that corresponds to the temporal extent of the target 

in the down range direction. If the maximum extent of target is D , time gating can 

be done by setting up the pulse generator in the receiver with the cut-off timings as,  

 

 
cutt cutt

min2 , 2 .r p pT R c T T D c    (4.11) 

 

Here, minR  corresponds to the starting point of the gating process. After this stage, 

eqn. (4.9) becomes, 
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where ( )IFg t  is the time gated IF signal, ( )Cs t  corresponds to the remaining clutter 

in the IF signal. The Fourier transform of eqn. (4.12) is [22], 

 

    , ,
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( ) ( ) .
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i i

i

G A FT t      


    (4.13) 

 

Here, ( )FT   is the Fourier transform operator. Eqn. (4.13) can be computed via the 

fast Fourier transform (FFT) as,  

 

  ˆ ( ) ( ) ,IF IFG FFT g t    (4.14) 

 

with a round-trip time resolution 1 1pT B    . Then, the range profiles are 

obtained as ˆ ( 2)IFG c   with a range resolution ( ) 2 (2 )R c c B     [2]. This 

resolution causes complex amplitude and position errors due to the limited 

bandwidth. 

 

4.2. Matrix Pencil Method for Chirp Signals 

 

Sampling of the signal given in eqn. (4.12) yields 
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 , ,exp( 2 ),i iz j t    (4.16) 

 

where N  is the number of time points and t  is the sampling step size. In the rest of 

the formulations, ( )n t   is omitted for simplicity. But, in the numerical 

simulations, ( )n t   are added to the incoming signals with different SNR values. In 

order to reduce the sampling rate, the time-gated IF signal is multiplied with 

 0exp 2j t   yielding, 
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where 0 02R c  , , , 0i i     . Eqn. (4.17) can be written as, 
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The MPM gives ,iA  , and ,iz 
 , with super resolution from the band limited data [24], 

if 1 ( )D t   is satisfied. Assume the Hankel matrix of nF  as (3.14), the poles of 

eqn. (4.18) can be estimated with the same eigenvalue calculation explained in the 

IPBP method [24], [33]. The range value of the i
th

 scattering center can be estimated 

as, 
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Once the poles have been extracted, (4.18) can be inverted as, 
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in order to estimate ,iA  . Here,  Z  is the same matrix given in (3.20) while 

consisting of estimated poles ,iz 
 . Then, using eqn. (4.5), the complex amplitude of 

the i
th

 scattering center can be estimated as, 
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4.3. ISAR Image Reconstruction 
 

Assume that ( , )S x y which is akin to the ( , )f x y has X and Y grids with 

x  and y  resolutions in the x  and y  directions, respectively. The image has the 

dimensions,  

 

 1 , 1 ,x x y yN D x N D y       (4.22) 

 

where xD  and yD  are the extents of the image. The k
th

 element of the imaging grids 

has the coordinates, 
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The circular projection of the pixel positions x  and y  to the line of sight is, 

 

 2 2

0 0( ) 2 ( )( cos ( ) sin ( )),klm kl k lR m p R m x m y m       (4.25) 

 

where 2 2 2

kl k lp x y  , m  is the angular sampling index, which takes the values of 

1,2 ,m   ,   is the number of aspect angles. Note that for the moving object, 0R  

varies with the aspect angles as,  

 

 0( ) sin( ( )),R m h m    (4.26) 

 

in Case-II. The i
th

 scattering center can be found by the Minimum Square Error 

(MSE) definition as, 
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where 0 0,i ik l   , ix  and iy  are the estimated x  and y  values of the i
th

 

scattering center. The corresponding pixel value is  ,i i iS x y a   . This procedure is 

repeated for all of the scattering centers in order to estimate ( , )f x y . Note that in 

order to use Case-II,    can be determined with the estimation of the direction of 

arrival (DOA) by using [32], [34], [35]. 

 

4.4. Simulations 

 

In this section, the performance of the developed algorithm is examined. The 

start frequency is chosen as 𝑓𝑐 = 10 GHz and the bandwidth is 𝐵 = 600 MHz. In 
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order to emphasize the contribution of this study, the given scattering center features 

in [13] are used. These features can be seen in Table 4.1.  

 

Table 4.1: Coefficients and positions of the six point scattering centers used to 

reconstruct near-field ISAR images. 

 

Scat. 

No. 

Scat. Coeff. 
( )ia  

-posx ( )ix

[m] 

-posy ( )iy

[m] 

1  0.767exp 0j  2  2  

2 0.494exp( 4)j  4  4  

3 1.000exp( 2)j  6  6  

4 0.634exp( 3 4)j   8  8  

5 0.442exp( )j  10  10  

6 0.765exp( 5 4)j   12  12  

 

The largest linear distance between these scattering centers is 28.3D  m. 

Thus, the far-field requirement for these scattering centers is 𝑅𝑜 ≥ 2𝐷2(𝑓𝑐 + 𝐵) 𝑐 =

56.5 km. In order to generate near-field data, the measurement distance is taken as 

𝑅𝑜 = 100
 
m for ―Case-I‖ (see Figure 4.1). For ―Case-II‖, it is assumed that the target 

moves along the x  direction with a constant height 400h  m. The aspect angles are 

𝜃 =  90, 91, 92, 93  degrees that yield a 3  angular extent, which is the same value 

used for the PBP in [13]. This selection for the angular extent allows to compare the 

cross-range resolution of the developed algorithm with the IPBP and CBP.  

The pulse width in the transmitter is chosen as 𝑇𝑝 = 200
 
ns. In order to process 

the time gating, The pulse width in the receiver is taken as 𝑇𝑝
cutt = 389

 
ns, which 

yields 28.35 m gating range that is 5 cm larger than D . The number of time points 

are choosen as 4000, that yields 2000L  . In ―Case-I‖, the pulse repetition period is 

taken as 𝑇𝑟
cutt = 866.7

 
ns. In ―Case-II‖, this value is taken as 

𝑇𝑟
cutt = 2 (𝑅𝑜 𝑚 − 𝐷) 𝑐 . The ISAR images are formed by using uniform grids 

with the resolutions 3x y    cm and the number of pixels 𝑁𝑥 = 𝑁𝑦 = 1000. 

White Gaussian noise is added to data with the SNR values [5,10,15, 20]  in dB. The 

number of averaging is taken as 128Q  . In order to demonstrate the superiority of 

the MPM over FFT, range profiles are graphed for Case-I and Case-II with 5 dB 

SNR value at 90   . The performance of the developed algorithm is depicted in 

Figure 4.2, Figure 4.3, and Figure 4.4.  
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The range profiles in Figure 4.2 show that FFT suffers from poor range 

resolution, (2 )R c B  , that causes amplitude and range errors. But, the MPM gives 

the scattering center features with super resolution, which doesn’t directly depend on 

bandwidth unlike the traditional chirp SAR. In order to show the resolution of MPM, 

two point targets having unity amplitude and range values 50 m and 50.15 m are 

considered with 5 dB SNR. The range profiles of these targets are given in Figure 

4.3. For the FFT based chirp SAR/ISAR, 600 MHz bandwidth yields 25 cm range 

resolution. The point targets in Figure 4.3 having 15 cm range difference between 

each other. Thus, the FFT based method suffers from poor range resolution as given 

in Figure 4.3. But, the developed algorithm using the MPM gives the scattering 

center features with super resolution. The estimated amplitudes and positions are 

[0.9949, 0.9959]A   and [50.1518, 50.0002]R  . 

 

 

Figure 4.2: Calculated range profiles via FFT and MPM with 5 dB SNR value at 

aspect angle 90   . 

 

After the range profile calculation, the imaging is done for the point targets in 

Table 4.1. The results can be seen in Figure 4.4. The developed algorithm gives one 

pixel width scattering centers with various SNR values, while PBP has poor 

resolution in the cross-range dimension as depicted in Figure 3 in [13]. 
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Figure 4.3: A comparison between the range resolution of FFT and MPM. 

 

 

Figure 4.4: Reconstructed ISAR images with the developed Chirp ISAR imaging 

algorithm for ―Case-I and II‖. 

 

As another comparison, the multiplicative noise ratio (MNR) defined in [13], 

 

 

2

10 2

(pixels outside "mainlobe")
MNR 10log ,

(pixels inside "mainlobe")





 (4.29) 

 

is considered. The ―main-lobe‖ is set to be a 5 5  pixel square centered at the peak 

as represented in [13]. The ISAR images have a rectangular grid, that is composed of 

64 64  number of pixels as in [13]. A point scattering center at the position 

( , ) ( 23, 24)x y    in pixel units is considered. The angular extent is taken as the 

same value in [13] as 3 . The results show that while the MNR value for the 
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developed algorithm is  , it is written in [13] that MNR values for the PBP and 

CBP are 18.9  and 30.5 , respectively. This means that for the developed 

algorithm, there are no pixels outside the ―main-lobe‖ due to the high resolution. 

As another example, two point scattering centers having unity amplitude and 

the positions 1 1( , ) (0, 0)x y   and 2 2( , ) (0.3, 0.3)x y    are used with 64 64  

imaging size and 2.5 cm pixel width in rectangular shape. It can be seen from Figure 

4.5 that the developed algorithm yields one pixel width estimated scattering centers. 

But, PBP and CBP suffers from artifacts as depicted in Figure 6 in [13]. 

 

 

Figure 4.5: Results of the developed algorithm in ―Case-I and II‖ for the point targets 

located at (0, 0)  and (0.3, 0.3) . 

 

The point spread function of the PBP is dependent on the measurement 

frequency and the angular extent as given in eqn. (44) in [13]. This function tends to 

the Dirac-Delta function by increasing the angular extent. But, the point scattering 

center model used in this algorithm and [13] is not valid for complex targets in large 

angular extents [3]. The developed algorithm in this paper doesn’t require a large 

angular extent for high resolution imaging. Moreover, the developed algorithm is 

valid for near-field measurements. But, PBP needs the far-field requirement [13].  

To give the required SNR value of the developed method, ISAR images are 

reconstructed with the SNR value 0 dB. The results are given in Figure 4.6. It can be 

seen from Table 4.1 and Figure 4.6 that some scattering centers have wrong positions 

with 0 dB SNR value. The results given in this section is generated with 128Q  , 

improves the SNR value by 10log10 128 = 21.07 dB. 
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Figure 4.6: Reconstructed ISAR images with the SNR value 0 dB. a) ―Case-I‖. b) 

―Case-II‖. 

 

The introduced method in Section-IIC uses the MPM. It can be seen in [26] 

that the performance of the MPM tends to the Cramer-Rao bound with a SNR value 

greater than 26 dB. Thus, the required SNR value for the developed algorithm is,  

 

 10SNR 26 10log ( ),r Q   (4.30) 

 

in dB. For 128Q  , it is expected that the developed algorithm gives high accuracy 

with a SNR value greater than SNR𝑟 = 26 − 10log10 128 = 4.93 dB. The 

reconstructed ISAR images in Figure 4.4 and Figure 4.6 support this expectation. 

Although this algorithm gives accurate results while neglecting the Doppler 

effect in simulation data, it restricts the efficacy of algorithm due to the arbitrary 

radial velocity in real life applications. It can be said that this algorithm is suitable 

for slowly moving targets such as a ship on sea. A faster target, for instance a plane 

or helicopter, can’t be measured by using this algorithm due to the not negligible 

radial velocity. In this case, a range distortion named as range-Doppler coupling 

occurs in the range profiles. Hence, the extracted scattering centers may not have 

reliable features. In order to alleviate this restriction and extract the RCS values, 

another algorithm is developed and introduced in the next section. 
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5. ESTIMATING RADAR CROSS SECTION OF 

MOVING TARGETS WITH NEAR-FIELD 

MEASUREMENTS 

 

In this chapter, a new method, which is an improved version of the previous 

algorithm (see Chapter 4), is presented to determine the RCS of moving targets. This 

method has two novel approaches. First, Doppler frequencies (and radial velocities) 

are calculated with super-resolution that is not bounded by the pulse width or 

frequency bandwidth. This yields better accuracy compared to the FFT-based 

techniques. High resolution Doppler frequency estimation brings another novel 

approach for compensating the range-Doppler coupling. Thus, the limitations of [17] 

related to the target velocity is alleviated by this algorithm. After the compensation, 

range profiles and ISAR images are obtained with high resolution by applying the 

introduced procedures in [17] to the compensated signal. Then, the extracted 

scattering centers are used for the RCS determination with near-field measurements. 

It is another novelty in this work that the introduced approach does not need the far-

field requirement or a laboratory environment for RCS calculations. Such that RCS 

values are determined in the operational environment of moving targets.  

 

5.1. Formulation of the Problem 

 

The ISAR imaging geometry in this chapter is very similar with the previous 

one (see Chapter 4). The main difference is that the target moves along an arbitrary 

direction de


 with a radial velocity v , while this vector represents a direction in the 

horizontal plane in Chapter 4.  

In this algorithm, the same point scattering center model ( , )f x y  given in eqn. 

(3.2) is used. The round-trip time corresponding to the i
th

 scattering center can be 

expressed as [36], [37], where,   is the modulus of the radial velocity [36]. 

 

 , ,( ) , 2 , 2 .i i i it t R c c           (5.1) 

 

Then, putting , ( )i t  into the IF signal 
*

, ,( ) ( ) ( )IF

i t is t s t s t    yields the following 

equations [36], [37]. Here, *() is the complex conjugation. 
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      
*

2 2

, 0 1 2 1 22

,

( ) exp [ ] [ ] [ ] exp [ ] ,IF i
i i

i

a
s t j i i t i t b j i t t

R




          (5.2) 

 2

0 1 2[ ] 2 , [ ] 2 2 (1 ), 2 (1 0.5 ).c i i c ii f i f                   (5.3) 

 

Here, 1  and 2  can be also written as the following forms,  

 

 
1 , 2[ ] 2 2 2 (1 2 )2 , 4 (1 ) ,

d i

c i

f

i f c c R c c c



         



    
 

 (5.4) 

 

where df  is the Doppler frequency caused by the radial velocity of the moving target 

[32]. It can be seen from eqn. (5.4) that taking FFT of eqn. (5.2) causes a range-

Doppler coupling that leads to a range distortion as illustrated in [36]. Therefore, the 

phase terms in eqn. (5.2) related to the radial velocity should be compensated. 

Therefore, it is useful to estimate the Doppler frequency with a good accuracy. A 

high resolution technique for this estimation will be given later (see Range Profile 

Calculation with MPM). 

After the determination of Doppler frequency and radial velocity, the range-

Doppler coupling can be compensated by the multiplication [37],  

 

    2

, ,( ) ( ) exp 2 4 (1 ) ) exp 2 ,IF IF

i i d i iz t s t j f t j c c t b j t              (5.5) 

 

where, the estimated values d df f   and    . Taking the Fourier transform of eqn. 

(5.5) yields, 

 

 , , ,( ) ( ) ( ), 2 (1 2 ) .FFTIF IF

i i i i i iz t Z b c R c              (5.6) 

 

Then the range value of the i
th

 scattering center can be calculated as [37], 

 

 , (2 (1 2 )).i iR c c      (5.7) 

 

According to the point reflectivity model, incoming signals from the M  

scattering centers are added together in the receiver. However, the received signal 



 

64 

has also clutters and noise components as explained in Chapter 4. In order to 

suppress the clutters and noise signals, the same time-gating and averaging 

procedures in Chapter 4 are also performed in this chapter.  

After the summation of eqn. (5.6) over all scattering centers, the right hand side 

of the resultant equation can be computed via FFT with a   resolution 1 pT  . 

Therefore, the calculated range profiles have a range resolution [37], 

 

 (2 (1 2 )) (2 (1 2 )),pR c T c c B c         (5.8) 

 

Note that for a stationary target, the range resolution becomes (2 )R c B   that is 

the traditional range resolution of such radar systems [19].  

Assume that the estimated amplitudes and range values ib  and ,iR 
 , 

respectively. Then the reflectivity of each scattering center can be obtained as [37], 

 

  
*

2

, 0exp( ).i i ia R b j     (5.9) 

 

Ones these features are calculated, an ISAR image can be reconstructed via the 

given method in [17]. Then, putting the obtained scattering centers into eqn. (3.8) 

gives the estimated far-field RCS values. 

 

5.2. Range Profile Calculation with MPM 
 

In the previous section, it has been shown that the range-Doppler coupling 

should be compensated to enhance the range profile calculation accuracy. With this 

aim, a single frequency pulse signal is transmitted to the moving target before the 

Chirp signal. Therefore, it is referred to ―leading signal‖ in the rest of this paper. This 

type of signaling yields a signal pocket shown in Figure 5.1. The boldface graph 

corresponds to the leading signal. The other one is the Chirp signal [37]. 
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Figure 5.1: The transmitted signal pocket. 

 

The incoming leading signal has the form, 

 

 
2

1

( ) exp( 2 ( )) ( ),
M

i
c i

i i

a
l t j f t t

R
  



    (5.10) 

 

where 0 pdt T   and ( )t  is the noise signal. Then, the IF signal ( )IFl t  can be 

obtained as, 

 

 *( ) exp( 2 ) ( ),IF

cl t j f t l t   (5.11) 

 
*

2
1

( ) exp( 2 ) ( ), 4 4 .
M

IF i
c i c i c

i i

a
l t j f t f R c f t c

R


      


    
 (5.12) 

 

Then, the Doppler frequency is, 

 

 ( ) 2 2 .d cf t t f c        (5.13) 

 

Putting it into (5.12) yields, 

 

 
*

2
1

( ) exp( 2 ) ( ), exp( 4 ).
M

IF i
d c i

i i

a
l t C j f t t C j f R c

R
  



     (5.14) 

 

The Doppler frequency and radial velocity can be estimated by performing the MPM 

to the sampled form of eqn. (5.14). That is [37], 
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     †

1 2, , ,
2 2

d
d

c

cfp
f p eig

t f





        


F F  (5.15) 

 

where  1
F  and  2

F  are the matrices obtained from the truncated Hankel matrix for 

the sampled form of eqn. (5.14). That is, 

 

        1 0 1 1 2 1 2, .L L
        F f f f F f f f   (5.16) 

 

Here, 
n
f  is the columns of the truncated Hankel matrix  F  that is computed via the 

SVD process. Although the leading signal yields a super Doppler resolution, this 

signal suffers from poor range resolution. Because, the range resolution is limited by 

the pulse width of the leading signal. Instead of calculating range profiles with a 

leading signal, a Chirp signal is transmitted to the moving object with a time variable 

pdt t T    (see Figure 5.1). This new time variable satisfies 0 p pdt T T   . The de-

ramped and sampled IF signal has the form, 

 

   2

1 2

1

( ) exp [ ] ( ) .
M

IF

i

i

s n t b j i n t n t  


        (5.17) 

 

Here n  satisfies , 0,1, , 1t n t n N      . Putting the estimated Doppler frequency 

and radial velocity into the discrete form of eqn. (5.5) leads to [37], 

 

  2

,

1

( ) exp 2 4 (1 ) ) ( ) ( ),
M

IF IF

d i

i

z n t j f n t j c c n t s n t    


               (5.18) 

  
1

( ) exp 2 .
M

IF

i i

i

z n t b j n t 


     (5.19) 

 

Eqn. (5.19) may need large number of samples to satisfy the Nyquist criteria 

1 2 it    if target moves at a large distance. In order not to face this problem, eqn. 

(5.19) should be multiplied by another exponential as [37], 
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 (5.20) 
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0 02 (1 2 ) .c R c     (5.21) 

 

Then, the range profiles are obtained with a super resolution by performing the MPM 

procedure to eqn. (5.20). Then, the range value and complex amplitude of each 

scattering center can be calculated as [37], 

 

     †

, 0 1 2(2 (1 2 )), ,i i iR R c c eig            F F  (5.22) 

    
*

2 2

, ,exp 2 , 2 ,i i i c i i i ia R b j f j R c              (5.23) 

   
†

(0), ( ), , (( 1) ) ,
TT IF IF IF

ib z z t z N t  
      ψ   (5.24) 

 

where  ψ  is the Vandermonde matrix (see (3.20)), that is formed with the obtained 

poles i   in eqn. (5.22).  

MPM facilitates a super resolution for both the Doppler frequency and range 

values. However, the signal-to-noise ratio (SNR) of the IF signals (for leading and 

Chirp signals) should be greater than 26 dB in order to reach the Cramer-Rao bound 

[26]. Therefore, a proper range-gating and averaging process become important to 

get reliable results with the MPM. The noise level of the IF signals should satisfy the 

condition IF 10SNR 26 10log ( )Q   [17], [37]. 

 

5.3. ISAR Image Reconstruction 
 

In this chapter, the similar imaging technique given in Chapter 4 is used for the 

scattering center extraction from range profiles. The details of this technique can be 

found in the previous chapter (Section 4.3.). In this stage, a further process is 

performed in order to optimize the position of each scattering center to reduce the 

RCS error. 

Eqn. (4.27) tends to the zero near the scattering center point ( , )i ix y . Thus, the 

roots of this equation gives the two dimensional position of each scattering center. 

This is a non-linear optimization problem that can be solved by using the Levenberg-

Marquardt algorithm (LMA). The details and implementation of LMA can be found 

in [38]-[41]. The implementation of LMA requires an initial position vector to begin 

the iterations. In this section, these initial points are determined by performing the 
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imaging method given in [17]. Once the LMA procedure is complete, the point 

scattering center function is estimated with the scattering center features, , ,i i ia x y   .  

 

5.4. Simulations 

 

The performance of the developed algorithm is tested with some simulations in 

this section. In order to point out the contribution of this paper, the given scattering 

center features, 𝑎𝑖 , 𝑥𝑖 , 𝑦𝑖 , in [17] are used. The simulation parameters are chosen as 

follows.  

 

10 GHzcf  , 600 MHzB  , 4 kmh  , 554 km/h  , 1024N  , 180Q 

50 pst   , 2 51.15 nspd pT T  , [90 ,91 ,92 ,93 ]      , 30 mx yD D   

2048x yN N   , SNR [0,5,10,15] dB . 

 

The RCS graphs have been drawn at 512 equispaced aspect angles. Note that 

the largest linear length between these scattering centers is 28.3D  m. Thus, the far-

field requirement for these scattering centers is 2

0 2 ( ) 56.5cR D f B c   km. The 

altitude of the target is 4h   km leading to a maximum measurement distance 

0,max 4.0055R  km. Therefore, the target stays in the near-field zone for all aspect 

angles. In order to increase the received signal power, an amplifier has been assumed 

to be used in the transmitter that has 40 dB gain. In addition, the received signal has 

been assumed to be amplified with a low noise amplifier having 30 dB gain. Thus, 

the system gain is totally 70 dB. 

The received signal has been gated by a pulse generator in the receiver having 

a pulse width 
cutt 302.3pT  ns and the pulse repetition periods cutt

02( ( ) )rT R m D c  . 

These cutt-off timings yield 30 m gating range in each aspect angle. 

In order to generate synthetic data, the simulation parameters have been used 

for the synthetic data generation. Then, the Doppler frequency and radial velocity 

have been determined in each aspect angle. While SNR 15 dB and 93   , the 

MPM yields Doppler frequency and radial velocity errors as 0.0196 Hz and 

42.9381 10 m/s, respectively. These values have been calculated as 58.9769 Hz and 

0.8847 m/s by the FFT-based estimation. It is clear that the MPM-based Doppler 

estimation has better accuracy than the FFT-based estimation [37]. The efficacy of 
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the introduced compensation algorithm for the range-Doppler coupling can be seen 

in Figure 5.2. As it is seen from this figure, the radial velocity of the target distorts 

the range profiles [37]. The introduced compensation algorithm recovers the original 

range profile from the distorted one, efficiently. It is shown that the obtained range 

values (by MPM) are closely similar to the real ranges.  

 

 

Figure 5.2: Obtained range profiles, 93   . 

 

The peak points in the compensated FFT results can be distinguished from each 

others. Because, the differences between these ranges are greater than the range 

resolution / 2c B  in the aspect angle 93   . However, FFT suffers from poor range 

resolution while the difference between two adjacent projection points is smaller than 

the range resolution. This issue was illustrated graphically in Figure 3 in [17]. 

After the range-Doppler compensation, range profiles are calculated with super 

resolution by MPM [37]. Then, an ISAR image has been reconstructed for each SNR 

value. These images can be seen in Figure 5.3. It may be said that a SNR value 

greater than or equal to 5 dB is sufficient for high resolution ISAR imaging. In fact, 

these SNR value depends on the selection of averaging factor Q . Reducing this 

parameter cause to increment in the required SNR. Note that Q  is 180 that is used 

for the reconstruction of Figure 5.3. This factor yields 22.55 dB increment in the 

SNR value. Therefore, the SNR value should be greater than 1026 10log 180 3.45 

dB. The simulation results support this expectation. 



 

70 

 

Figure 5.3: Reconstructed ISAR images. 

 

After the reconstruction of ISAR images, each scattering center position has 

been optimized by using the built-in function fsolve() in MATLAB R2014a with the 

selection of Levenberg-Marquardt algorithm. Then, these optimized scattering 

centers have been used for the RCS calculation. The results can be seen in Figure 5.4 

and Figure 5.5.  

 

 

Figure 5.4: RCS graphs with 0 and 5 dB SNR values. 
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Figure 5.5: RCS graphs with 10 and 15 dB SNR values. 

 

Again, a SNR value greater than or equal to 5 dB yields reliable RCS values. A 

larger averaging factor will lead to reduction in the required SNR level. 

 



 

72 

6. CONCLUSION 
 

The PBP method was developed recently for the reconstruction of high quality 

SAR images by using BPMPM instead of FFT. It was emphasized by the developers 

of PBP that this algorithm gives super resolution in the range direction. The 

motivation for the present study was that the improved range resolution of the SAR 

images may enhance the accuracy of the tomography-based RCS extractions—a 

method especially developed to alleviate the far-field requirement. However, the 

PBP method cannot be utilized for near-field data in order to reconstruct SAR/ISAR 

images. This is a restriction for the usage of the PBP in terms of the tomography-

based RCS extraction from near-field measurements. Hence, the IPBP method, 

which can be utilized for both far-field and near-field data, is introduced in this 

thesis. IPBP is composed of the PBP or NPBP methods, and an image segmentation 

algorithm for the feature extraction from the reconstructed image. In addition to the 

development of the IPBP, the RCS extraction performance of PBP and IPBP was 

studied in this work. It has been demonstrated that while PBP and NPBP produce 

artifacts in the cross-range dimension, IPBP advances the quality of the reconstructed 

image with super resolution in both the range and cross-range dimensions. This is an 

important enhancement on the tomography-based RCS calculation. It has been 

shown with simulations that the results of the IPBP supply high correlation between 

theoretical and extracted RCS values with synthetic data. In addition to this, using 

real measurement data, near-field RCS extraction results are shown to match with the 

far-field measurement results. Hence, the efficacy of the IPBP method for the RCS 

extraction from near-field measurements has been demonstrated. This is a great 

convenience for real life applications in order to set up SAR/ISAR measurement 

systems that do not satisfy the far-field conditions. 

Rotating a very large target (such as a ship) to different aspect angles with a 

good sensitivity is difficult to perform IPBP due to the physical restrictions in a 

laboratory environment. Another algorithm, which facilitates reconstruction of Chirp 

ISAR images, is developed for moving objects. The classical range resolution of a 

Chirp radar is enhanced without increasing the bandwidth. In addition, there is no 

need to send more than one pulse to complete frequency sweep. Thus, the hardware 

requirements related to the bandwidth and measurement speed is alleviated. This is 
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an important facility to perform measurements. The simulation results are compared 

with the PBP and CBP results for different cases. High quality in both cross-range 

and range directions is obtained with the developed algorithm. These images show 

that the developed algorithm gives one pixel width scattering centers, which 

correspond to simulated points. On the other hand, PBP and CBP suffers from 

artifacts around the scattering centers even using point targets. Indeed, a distributed 

target may have some scattering centers, that are apart from each other with a 

distance lower than the main lobe width of the PSF for CBP or PBP. In addition, 

amplitude of a scattering center may be much lower than neighborhood artifacts 

caused by the superposition of wavefronts. Therefore, some scattering centers may 

not be distinguishable in the image. However, the developed Chirp ISAR algorithm 

doesn’t require the same superposition process. Hence, the mentioned artifacts don’t 

occur after the image reconstruction. It is a clue that the developed Chirp ISAR 

algorithm yields better image quality then the PBP and CBP not for only simulated 

scenario, but also real measurements. As another benefit, this algorithm can be used 

for near-field measurements, while PFA and PBP need the far-field distance. If the 

required 10SNR 26 10log ( )r Q   condition is satisfied in the measurements, the 

accuracy of the developed algorithm is sufficient to predict highly reflective regions 

of a target at short distances. This facility decreases the difficulties related to the far-

field distance and system cost in real-life applications. 

In this thesis, another algorithm is introduced for the tomography-based RCS 

calculation for moving targets with near-field measurements. This algorithm contains 

a novel technique for the compensation of range-Doppler coupling. This technique 

facilitates a Doppler estimation with super resolution that is not bounded by the pulse 

width or bandwidth. This yields better accuracy than the FFT-based Doppler 

estimation. Thus, the developed technique can be a framework for other Doppler 

radar applications. Super resolution in the Doppler estimation brings high accuracy 

in the compensation of range-Doppler coupling. Thus, the range distortion caused by 

the radial velocity is alleviated sufficiently. This yields clearer ISAR images 

compared to the explained algorithm in Chapter 4. As another benefit, this algorithm 

can be used for RCS calculation of moving targets with near-field measurements. 

The simulation results show the efficacy of this technique.  
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7. FUTURE WORK 

 

This thesis opens a new perspective by using the MPM for tomography-based 

RCS calculation with near-field measurements. MPM works on ill-conditioned 

matrices while performing SVD and eigenvalue calculations. A penetration between 

the singular values may lead to incorrect number of scattering centers. This will turn 

to reduction in the accuracy of obtained range profiles. The efficacy of this thesis 

under noisy signals is directly referred to [26]. However, the required SNR value to 

reach the Cramer-Rao bound was pointed out via empirical simulations in [26] 

without defining an exact analytical expression. Therefore, it will be useful to carry 

out a further analysis about the stability of MPM and the effect of noise to range 

profiles. 

The Clean algorithm is a well-known tool for the scattering center extraction 

from a reconstructed image [3]. This algorithm needs PSF of an imaging technique in 

order to perform subtractions during the iterations [3]. IPBP performs back-

projection in the imaging stage with point-wise range values obtained with the MPM. 

This leads to a PSF that is different than the traditional CBP. It will be useful to find 

the PSF of IPBP in order to enable the use of the Clean algorithm instead of the 

segmentation stages of IPBP. The accuracy of the Clean algorithm can be compared 

with the original IPBP by performing measurements especially for distributed 

targets.  

Algorithms developed in Chapters 4 and 5 have not been tested with real 

measurements. In a future study, it will be also useful to perform this validation by 

using a Chirp radar or arbitrary waveform generator to address any potential 

concerns about the performance of these algorithms on real data. It may be observed 

that the results of optimization stage (see Chapter 5) may vary by changing the LMA 

to  other methods. These differences may be more noticeable in real measurements 

for especially complex targets. This subject should be studied by carrying out 

stability analysis for different optimization techniques.  
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