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SUMMARY

Languages develop and change over time. Consequently, old texts may become
unintelligible for today’s generation. Ottoman Turkish writings are an example. In
modern Turkish, the alphabet has changed, some grammatical structures are no longer
in use, and some foreign words and phrases are not actively employed anymore.
Moreover, rewriting old documents in today’s language requires qualified writers, who
are responsible for the translation. Unfortunately, that is costly in both time and
resources. Despite the importance of this problem, few researchers have worked on it.
Their solutions, mainly, focus on building rule-based-systems to transliterate old texts
from the Arabic alphabet to the Latin alphabet. While that is essential, further work
needs to be done.

This thesis approaches the problem of translating and transliterating Ottoman
Turkish to modern Turkish using Neural Machine Translation techniques. Our
contributions are on three folds. First, we develop three parallel corpora; the first one
from Ottoman Turkish to old Turkish written with Latin characters, the second one
from old Turkish written with Latin characters to modern Turkish and the third one
from Ottoman Turkish to modern Turkish. Second, for the development of Ottoman
Turkish to old Turkish parallel corpus, we re-implement a morphology-based
transliteration tool in the other way around; from old Turkish to Ottoman Turkish.
Finally, as our main contribution, we develop three neural-based end-to-end

translation systems using the three parallel corpora mentioned.

Key Words: Natural Language Processing (NLP), Neural Machine Translation
(NMT), Ottoman Turkish, Turkish Language.



OZET

Diller zamanla degisim ve gelisime ugrar. Sonug olarak eski metinler giiniimiiz
nesil i¢in anlagilmaz hale gelebilir. Osmanli Tiirk¢e’sinin yazilart bir drnektir. Modern
Tiirkge’de alfabenin degismesiyle birlikte, baz1 gramer yapilari, eski kelimeler ve
ifadeler artik aktif olarak kullanilmamaktadir. Ayrica, eski belgelerin bugiinkii dilde
yeniden yazilmasi, eski ve yeni dile olabildigince hakim yazarlar gerektirir. Ancak
bdyle kisilerin bulunmasi zaman ve kaynak agisinda maliyetlidir. Bu problemin
Onemine ragmen az sayida arastirmact bu konuda ¢alismistir. Caligmalari, cogunlukla
eski metinleri Arap alfabesinden Latin alfabesine ¢evirmek i¢in kural tabanli sistemler
olusturmaya odaklanir. Bu gerekli olsa da, daha fazla c¢alisma yapilmasi
gerekmektedir.

Bu tez, Sinirsel Makine Cevirisi tekniklerini kullanarak Osmanli Tiirkgesini
modern Tiirkgeye cevirme ve terciime etme problemini ele aliyor. Katkilarimiz ii¢
bolimden olusmaktadir. ilk olarak, Osmanli Tiirkge’sinden Latin karakterleri ile
yazilmig eski Tirkge’ye, Latin karakterleri ile yazilmis eski Tiirkge’den modern
Tiirkce’ye ve Osmanli Tiirk¢e’sinden modern Tiirkge’ye ii¢c paralel korpusu
gelistiriyoruz. lkincisi, Osmanli Tiirk¢e’sinden eski Tiirkce’ye paralel korpusu
gelistirmek i¢in aksi yonde yani eski Tiirk¢e’den Osmanli Tiirkce’sine bir bigimbilim
tabanl ¢eviri aract yeniden gerceklestiriyoruz. Son olarak, ana katkimiz olarak bahsi

gecen li¢ paralel korpusu kullanarak sinirsel ugtan uca geviri sistemi gelistiriyoruz.

Anahtar Kelimeler: Dogal Dil Isleme, Sinirsel Makine Cevirisi, Osmanh
Tiirkgesi, Tiirk Dili.
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1. INTRODUCTION

Political events, accepting a new religion, technological advancement are some
factors that affect a language [1]. The Turkish language is an example of a dramatically
evolving language [2]. For example, during the Ottoman Empire days, the Turkish
language (known as the Ottoman Turkish [2]) used to use a modified version of the
Arabic alphabet (see Table 1.1 [4]), imported Arabic and Persian words and phrases
(see Table 1.2), plus some grammatical structures from Arabic and Persian [3]. On the
other hand, today’s Turkish uses a modified version of the Latin alphabet, less
imported Arabic and Persian words and has got rid of most exotic grammatical
structures [2]. These changes in the Turkish language, among others, made the
Ottoman Turkish obscure for the period’s generation [2]. Furthermore, what makes it
challenging to learn the Ottoman script is the lack of a one-to-one correspondence
between the Ottoman alphabet and the modern Turkish alphabet [4].

1.1. Some Complications in The Ottoman Script

In Ottoman Turkish, consonants are always written, but vowels are not. For
example, the vowel ‘he’ (see Table 1.1) (called okutucu in Ottoman Turkish) which is
represented with ‘e’ in the modern alphabet is written in open syllables but omitted in
both colsed syllables and open syllables if they appear the first in words. That can be
demonstrated with the word ‘kelebek’ (means butterfly). Its first syllable is open ‘ke’
but ‘he’ is omitted because it is the first syllable in the word, the second syllable ‘le’
is open so ‘he’ is written and the last syllable ‘bek’ is closed so ‘he’ is omitted.

Moreover, a problem that makes some loan Arabic words difficult to read is the
omission of vowel points (hareke). For example, the two Arabic words hulm (meaning
dream) and hilm (meaning mildness) are both written the same way in the Ottoman
script if the vowel points are omitted.

In addition, some letters like ‘kaf’ can mean four different letters; kaf (kef or k
in modern Turkish), kaf-1 Farisi (gef, gaf or g in modern Turkish), kaf-1 nini (nef, naf

or n in modern Turkish), kaf-1 yayi (kaf-1 vavi or g in modern Turkish). Some other



different letters have all the same pronounciation in Turkish, while differ in their
original scripts like ‘zel’, ‘z1’, ‘ze’ and ‘dad’ are all pronounced as ‘z’ in Turkish.
The modern Turkish letters ‘o, 6, u, i’ are all represented by ‘vav’ in Ottoman
Turkish. While, most of the times, one can differentiate between back vowels ‘o, u’
and front vowels 6, i’ according to the consonants, there is no rule to differentiate
between ‘0’ and ‘u’ or between ‘6 and ‘i’.
Loan Arabic and Persian words are written not as they are pronounced in

Turkish, but as they are written in their original languages.

1.2. Suffixes in The Ottoman Turkish

Some Ottoman Turkish suffixes do not change between back vowels (kalin tinlii)
and front vowels (ince iinlii), others change. However, it is not hard to retrieve their
modern Turkish counterparts using Turkish vowel harmony rules (iinlii uyumu). In
table 1.3 we list the correspondance between modern Turkish and Ottoman Turkish

suffixes.

1.3. Correspondence Between The Ottoman Script and the
Modern Turkish Script

As we describe in sections 1.2 and 1.3, translating between Ottoman and modern

Turkish is not a straight forward process and is infeasible on the morphological level.

Building a finite-state transducer that act on the sentence level [5] would be an
intersting research direction but requires extensive expertise in both the Ottoman

Turkish and the modern Turkish linguistics. However, that is unworkable for us.
- Translation or Transliteration:

To make the Ottoman legacy accessible, qualified writers have made significant
efforts to translate and transliterate some of the Ottoman Turkish documents into
modern Turkish. But what is the difference between translation and transliteration?

Tranliteration is transferring a word from one alphabet to another in the same or a



different language. “Translation is the communication of the meaning of a source-
language text by means of an equivalent target-language text” [6].

In early years of the new Turkish alphabet, some writers made eforts to
transliterate Ottoman texts to the new Turkish alphabet, without changing words or
sentence structures. Later on, when old language is not used any more, writers started
translating old texts into the modern languge.

Although that is helpful, manual translation/transliteration is not always an

affordable solution. Hence, the need for a handy computerized tool.



Table 1.1: The Ottoman Turkish alphabet and each letter’s corresponding Latin

letter. The Ottoman Turkish is written right to left.

Isolated Final Medial Initial Name Modern Turkish
\ L elif a, e
s — hemze — ¢
<@ - -+ - be b (p)
< G =+ = pe P
O S S ] te t
l cu A ] se S
z = - - cim c
d & = = ¢im ¢
z = -~ EN ha h
¢ & A = hi h
3 2 dal d
3 3 zel z
" > re r
9 > ze z
5 - je J
o o= ——— — sin S
o U - = sin S
o o —-— - sad S
o= o= - - dad d, z
L L Ja s 1 t
L L da 5 71 Z
g & - - ayn y
¢ & o - gayn g8 v
- - A 4 fe f
3 & - A kaf k
< < < < kef k (g if loanword
from Uzbek)
< S s S gef (1), g & (vif
kaf-1 farst | loanword from
Azeri or
. ' ] ] Turkmen)
il i = = nef, fief, n
sagir kef
(1), kaf-1
nuni
dJ J 1 | lam I
2 ~ — - mim m
J 83 - - nun n
3 & vav v,0,0,u, 1
> 4 <+ - he (3) h e a
s - -+ = ye Y, 1,1



http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvVHVya2lzaF9hbHBoYWJldA

Table 1.2: Examples of Ottoman Turkish words that were imported from
Arabic and Persian.

Ottoman Word/Phrase | Latin Turkish Enghlish
Transliteration Meaning Meaning

ba s Hiisn-i hat Giizel yazi Calligraphy

JB 5 Jé Kil-u kal Dedikodu Gossip

Ja gl Lisan-1 hal Hal dili State speaking for

itself

A Gl Saadet-i ebediye Ebedi saadet Eternal happiness

Gl Daru’l-finun Universite University

A seh Suhur-u selase Ug aylar The three month

(e Menfi Olumsuz Unfavorable

Gisa Mevt Olim Death

02 5gn Beyhude Bosu bosuna Vain

sl Avare Bos gezen Wanderer

il Aheste Sakin sakin Slowly

To address the need for a fast and inexpensive automated tool, this thesis

proposes three machine transliteration/translation models.

e A neural machine transliteration model to transliterate between Ottoman Turkish

and old Turkish written with the Latin characters,

e A neural machine translation model to translate between old Turkish written with

the Latin characters and modern Turkish, and

e A neural machine translation model to translate between the Ottoman Turkish

and the modern Turkish in and end-to-end manner.

To build these machine translation systems, we collect three parallel corpora;

from Ottoman Turkish to old Turkish, from old Turkish to modern Turkish and from

Ottoman Turkish to modern Turkish. To collect the data, we scan and OCR an old

version and a modern version of a book (Nutuk), which provides us with old to modern

Turkish corpus. To obtain the Ottoman version of it, we reimplement a morphology-

based tool that transliterates the Ottoman script into the old Turkish script.




After this introduction, we review the literature in chapter 2. We mention
previous work about translating between Ottoman Turkish, old Turkish, and modern
Turkish. Then we go over sequence-to-sequence models of deep neural networks.

Next, in chapter 3, we describe our dataset. After that, in chapter 4, we talk in
detail about neural machine translation.

Subsequently, in chapter 5, we describe our method. Finally, in chapter 6, we
conclude the thesis with some possible directions for future work that builds upon and

extends ours.

Table 1.3: Correspondence between the modern Turkish and Ottoman Turkish

suffixes.

Suffiex name Modern Turkish Ottoman
Verbal (isim fiil eki) -mak, mek e ¢ 5a
Verbal (isim fiil eki) -ma, me 4
Verbal (isim fiil eki) -15, -is, us, Us Uh el
Verbal adjective (sifat fiil eki) | -an, -en O
Verbal adjective (sifat fiil eki) | -as1, -€si o ¢ ol
Verbal adjective (sifat fiil eki) | -maz, -mez S e e
Verbal adjective (sifat fiil eki) | -r, ar, er, 1r, ir, ur, {ir Dsee) e
Verbal adjective (sifat fiil eki) | -dik, -dik, -duk, -diik a3
Verbal adjective (sifat fiil eki) | -acak, -ecek éas ¢3al
Verbal adjective (sifat fiil eki) | -muis, -mis, mus, miis e
Verbal adverb (zarf fiil) -arak, -erek e )
Verbal adverb (zarf fiil) -1p, -ip, -up, -ip )
Verbal adverb (zarf fiil) -dik¢a, -dikce, -dukea, 4250 Aaly

diik¢ce




Table 1.3: Continuation.

Verbal adverb (zarf fiil)

-al1, -eli

‘;D “;\

Verbal adverb (zarf fiil)

-1nca, -ince, unca, ince

Verbal adverb (zarf fiil)

-maktansa, -mektense

A4S (Aidda

Verbal adverb (zarf fiil) -ken oS
Verbal adverb (zarf fiil) -madan, -meden U
Verbal adverb (zarf fiil) -maksizin, -meksizin (R S ¢(n3 e

Verbal adverb (zarf fiil)

-diginda, -diginde, -dugunda, -
diigiinde, -tiginda, -tiginde, -

tugunda, -tiigiinde

é .
o.\lﬂ:m TR ER

Denominal noun (isimden | -lik, -luk, -lik, -lik el (8l
isim yapim eki)

Denominal noun (isimden | -c1, -Ci, -Ccu, -cii, -¢1, -¢i, -¢u, - | &>
isim yapim eki) ¢,

Denominal noun (isimden | -Ii, 1i, -lu, -1d A
isim yapim eki)

Denominal noun (isimden | -siz, -Siz, -suz, -siiz B
isim yapim eki)

Denominal noun (isimden | -cik, -cik, -cuk, -ciik EIENTEEN
isim yapim eki)

Denominal noun (isimden | -das, -des, -tas, -tes il
1sim yapim eki)

Denominal verb (isimden fiil | -la, -le .y
yapim eki)

Denominal verb (isimden fiil | -lan, -len e
yapim eki)

Denominal verb (isimden fiil | -las, -les G Y
yapim eki)

Verb-verb derivation (fiilden | -r, -ir, -ur, -iir, -dir, -dir, -dur, | s <
fiil yapim eki) -diir, -tir, -tir, -tur, -tir

Verb-verb derivation (fiilden | -t <

fiil yapim eki)




Table 1.3: Continuation.

Verb-verb derivation (fiilden | -I, -n O«d
fiil yapim eki)
Verb-verb derivation (fiilden | -s o
fiil yapim eki)
Verb conjugation (fiil ¢cekim | -yor o
eki)
Verb conjugation (fiil ¢ekim | -makta, -mekte 0384 (o230
eki)
Verb conjugation (fiil ¢ekim | -di, -di, -du, -di, -t1, -ti, -tu, -tii | &2
eki)
Verb conjugation (fiil ¢ekim | -acak, -ecek dlas ¢3al
eki)
Imperative mood (emir Kip | -sin, -sin, -sun, -siin O i
eki)
Imperative mood (emir Kip | -n, -in, -un, -iin, -ym, -yin, - | 3% L &
eki) yun, -yiin, -1n1z, -iniz, -unuz, -
inliz, -yiniz, -yiniz, -yunuz, -
yuntiz
Imperative mood (emir Kip | -simlar, -sinler, -sunlar, -stinler | s ¢ i
eki)
Conditional (sart eki) -sa, -Se A
Optative mood (istek eki) -a, -€ o ¢l
Necessitive mood (gerklilik | -mali, -meli ke
Kip eki)
Adequacy mood (yeterlik kip | -abil, -ebil Jae ¢
eki)
Genitive case (Tamlayan eki) | -m, -in, -un, -iin, -nimn, -nin, - | & «b
nun, -niin
Accusative case (Belirtme hal | -1, -i, -u, -i s

eki)




Table 1.3: Continuation.

Dative mood (Yonelme hal | -a, -e 5
eki)

Locative (Bulunma hal eki) -da, -de, -ta, -te 03
Ablative (Ayrilma hal eki) -dan, -den, -tan, -ten G
Instrumental case (Vasita hal | -la, -le, -yla, -yle 4Ly
eki)

Possessive (iyelik eki) -m, -1m, -im, -um, -iim 2
Possessive (iyelik eki) -n, -1n, -in, -un, -iin a
Possessive (iyelik eki) -1, -1, -U, -0 S
Possessive (iyelik eki) -miz, -Miz, -muz, -miiz Y
Possessive (iyelik eki) -niz, -Niz, -nuz, -niiz B
Possessive (iyelik eki) -lar, -leri s
Possessive (iyelik eki) -Kki IS
Conjunction -ki 4S
Plural (¢ogul eki) -lar, -ler I
Interrogative (soru eki) -m1, -mi, -mu, -mi =




2. LITERATURE REVIEW

In this chapter, we mention related work that is grouped into three categories;
translating and transliterating between Ottoman Turkish and modern Turkish,
transliterating between two different scripts of the same language and neural machine
translation. We want to note that works on transliterating from the Latin script of
Turkish to the Ottoman script are also related, but we could only find this [7] which

does not mention any detail.

2.1. Translating/Transliterating from Ottoman Turkish to
Modern Turkish

Scientific research in this area is somewhat limited [8] [9] [10] [11], and mainly
depends on morphological analysis of the input Ottoman text.

In [8] [9] researchers describe a six-step Ottoman Turkish to modern Turkish
transliteration system. Their proposed framework starts by morphological analysis of
each word. The first step results in producing possible stem/suffix pairs. Second, their
framework looks up each stem/suffix from a dictionary. Third, it synthesizes each
word in with the Latin script. Fourth, it proceeds with word disambiguation, where it
chooses the most probable words using an n-gram language model. Fifth, it deals with
errors caused by previous steps. Those errors could be typographical, wrong

segmentation of Ottoman words and unknown words. Finally, it detects noun adjuncts.

In [10], researchers build a word-based analysis tool of Ottoman Turkish that
works as follows. First, it takes an Ottoman word as input and checks if it exists in an
exception list. If yes, it immediately outputs the Latin mapping of it. If not, it
morphologically analyses the word and generates possible stem/suffix pairs. Finally,
it maps each Ottoman stem/suffix pair to its Latin counterpart and outputs the most
common one of them.

In [11], researchers do very similar work to [8] [9] but without ambiguity
handling. When there are multiple outputs of a word, they output them all and tell the

user to choose hetween them.

10



2.2. Transliterating between two different scripts of the
same language

Some languages, other than Turkish, use more than one writing system. For
example, some Arabic speakers romanize their written communications in social
media and messaging applications and mix them with some English words [12] [13].
The romanized version of the Arabic they use is nonstandard and is called Arabizi.
The motivation to transliterate from Arabizi to Arabic is to be able to use the already
existing Arabic NLP tools. In [12], researchers build the Arabizi-Arabic transliteration
system as following. First, they use Moses [14] to build a statistical phrase-based
machine translation model. They treated words as sentences and letters as words. After
generating candidate translations of a word, they check if it exists in a large
monolingual corpus. Having multiple possible word-to-word translations, they pick
the most suitable translation using a trigram language model.

In [13], researchers first train a character-level finite state transducer that
generates all possible transliterations of an input Arabizi word. Then, they filter the
generated list using a morphological analyzer. Finally, they choose the most
appropriate words using a language model.

In [15], researchers design a neural machine transliteration system between the
English alphabet and the Vietnamese alphabet. Their purpose is to transliterate English
named entities into the Vietnamese alphabet. Their work has two stages. First, they
prepare a dataset by segmenting words, then looking them up from a pronunciation
dictionary and aligning them on character level, so they have parallel data. Then, they

train an RNN-based machine transliteration model using the collected data.

2.3. Neural Machine Translation

Neural machine translation (NMT) is an end-to-end transduction of a source
sequence into a target sequence, using neural networks [16] [17]. NMT is used in the

state of the art machine translation systems [18] [19].
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2.3.1. The Rise of NMT

NMT using the encoder-decoder framework in an end-to-end manner without
using any other helper system started from [16], in which the authors proposed to use
an RNN encoder to get a sentence representation of the input source sentence, then
intialize another RNN, a decoder, with the source sentence vector to start an auto-
regressive decoding of the target sentence. They acheived a BLEU score of 34.54 on
WMT’14 French to English task. Then in [17] as a development of the work proposed
in [16], the autors replaced the RNNs with deep LSTMs and the term NMT was coined.
They acheived a BLEU score of 34.81 on the WMT’14 task. The next big advancment
in NMT was the proposal of attention mechanisim [20], in which the authors propse
to get a different vector representation of the input sentence according to thus far
decoded sentence. Their method got 36.15 BLEU score points on WMT 14 task.

2.3.2. Morphology-Aware NMT

To address the out of vocabulary (OOV) problem, a group of scientists suggested
building a word-unit-aware NMT [21]. They extract sub-word units from the training
corpus using using byte pair encoding (BPE) algorithm. Then, during the test time,
they chunck the input words into sub-words using the codes of the BPE model. Their
work improve the perfomance of English > German and Enghlish - Russian
translation tasks by 1.1 and 1.3 BLEU, respectively. Subsequently, another group of
researchers [22] take the work in [21] to the next level, where they do not segment the
input sentence into words nor sub-words, instead they feed it as characters to the
encoder. Also, the decoder acts on the character level too. There method acheives new
state of the art, at the time, on German - English and Czech = Enghlish translation

tasks.
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2.3.3. NMT for Low-Resource Settings

Another active area of research in NMT is developing NMT models for low-
resource language pairs. In [23], researchers fuse a pre-trained recurrent neural
network language model (RNNLM) trained on a large monolingual corpus of the target
languge into their pre-trained NMT model. They obtain an improvment of 1.96 BLEU
points over a base-line in Turkish-English language pair. In [24], authors propose what
they call ‘back translation’ to create synthetic parallel corpora. They bootstrap the
process by training an NMT model using the existing parallel corpus. Then starting
from monolingual data in language [;, they translate it to language [, using the NMT
model they have. After that, they use the model output, which is in [,, as the source
and the original monolingual data, which is in [;, as the target. Finally, they mix the
synthetic data with the human generated data and train a new model. They get BLEU

gains in low-resource settings as well as in high-resource settings.

2.3.4. Zero-shot NMT

Zero-shot translation is translating between two languagse during test time, that
were not seen together in training time [25]. It first appeared in [26], where the
researchers trained an NMT model on multiple language pairs using one shared
encoder and one shared decoder for all language pairs. They did not introduce any
modifications to the standard NMT architecture but instead introduced an artificial
start of sentence token for each language, so the decoder knows the target language.
In [25], authors trait the problem of zero-shot translation as a domain adaptation
problem [27] [28], where they consider the English language as the source domain and
every other language as the target domain. Their approach considerably enhances zero-

shot translation quality without declining supervised directions.

2.3.5. Unsupervised NMT

Inspired by the advancements in low-resource and zero-shot NMT, researchers
[29] [30] developped NMT models without using any parallel copora. They basically
employ three techniques to acheive that; back translation [24], denoising auto-

encoding [31] and adverserial domain adaptation [27].
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2.3.6. NMT Architectures

Another active area of research in NMT is developing new encoder/decoder
architectures while respecting the sequence-to-sequence framework. It started by usign
improved RNNs over the vanila RNN. For example, in [17] the researchers propose to
use deep LSTMs as the encoder and the decoder. In [32], the authors propose the GRU
recurrent network. use residual LSTMs.

An important architecture advancement of NMT is the attention mechanism
[20]. Instead of having a fixed length vector representation of the source sentence, the
attention mechanism creates a context-based vector representation of the source
sentence.

Beyond using any type of RNNSs, in [33] the authors propose to use a
convolutional neural networks-based sequence-to-sequence model. Further more, in
[34], authors invent the Transformer network, which is a non-recurrent neural netowrk

that relies on the attention mechanism and feed forward neural networks.
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3. DATASET

In this chapter, we describe the preparation of the datasets we use to train our

different translation and transliteration models.

3.1. Overview

We need to collect parallel corpora for the following translation directions:

e Ottoman Turkish = Old Turkish,
e OlId Turkish = Modern Turkish, and
e Ottoman Turkish = Modern Turkish.

For that purpose, we use a book titled Nutuk, for which we find an Ottoman
Turkish, old Turkish and modern Turkish versions. It was originally written with
Ottoman Turkish. Then, after the adoption of the Latin-based Turkish alphabet, it was
re-written with it. Moreover, because the change of the Turkish language over the
years, old Turkish became cryptic. Consequently, qualified writers who are good at
both old and modern Turkish re-wrote Nutuk again in nowadays Turkish.

For (Old Turkish - Modern Turkish) dataset, we simply scan and OCR the old
and the modern versions of Nutuk to get a parallel corpus. Unfortunately, however, we
could not find an accurate OCR tool for Ottoman Turkish documents. Therefore,
another work around is needed.

To overcome this, we re-implement an old Turkish-Ottoman Turkish
morphology-based transliteration tool. Then, we use the mentioned transliteration tool
to transliterate the old Turkish version of Nutuk to Ottoman Turkish. As a result, we
get Ottoman Turkish - Old Turkish and Ottoman Turkish = Modern Turkish parallel
corpora. See the details in the following subsections.
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3.2. Nutuk

Nutuk, meaning the speech, is a book compilation of the speeches delivered by
the founder of The Republic of Turkey, Mustafa Kemal Atatiirk, between the 15th and
20th of October 1927. It talked about the political and the marital situation of the last
days of the Ottoman Empire, the Turkish War of Independence and the foundation of
the Republic of Turkey. It was delivered at the second congress of Cumhuriyet Halk
Partisi; the political party founded by Mustafa Kemal Atatiirk.

Nutuk was originally written with Ottoman Turkish. Then, after the adoption of
the new Latin-based Turkish alphabet, qualified writers re-wrote it using the new
Turkish alphabet. Since the foundation of the Republic of Turkey, the Turkish
language has changed dramatically. Consequently, old texts, even those written with
Latin alphabet, became cryptic to the period’s generation. To make Nutuk more
comprehensible, writers who are good at both the old and the modern Turkish re-wrote
it again with today’s language. Accordingly, there are three versions of Nutuk (see
Table 3.1):

e The original, written with Ottoman Turkish,

e A Latin transliteration of the original one, and

¢ A translation of the original one, written with today’s Language.
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Table 3.1: Screenshots from Ottoman Nututk, old Nutuk and modern Nutuk.

M ¢ ‘\L..\ oy DS o )_)):a)}(f)} -C-r_\s) kol § e ¢ S\ 9o N

¢ olie ¢ e o caiyl 6 )l b ,_9':\’) Wbl .,\l):.:\.'w.‘ ‘5,').(..:— s e lelys
O35 § o S Slalad QUL ¢ ooidgiy AIiT o il JBEN s b G
o ) Q)rt:, lo gl € 0ad a1 sl 4y St AT o sl

Itilaf Devletleri, miitareke ahkamina riayete lii-
zum gormiiyorlar. Birer vesile ile, Itilaf donanmalan
ve askerleri Istanbulda. Adana vilayeti, Fransizlar; Ur-
fa, Maras, Aymntap, Ingilizler tarafindan isgal edilmis.
Antalya ve Konyada, Italyan kitaati askeriyesi; Mer-
zifon ve Samsunda Ingiliz askerleri bulunuyor. Her

[tilaAf  Devletleri, Ateskes Anlasmasmnm
hiikiimlerine uymay1 gerekli bulmuyorlar. Birer
bahane ile ItildAf donanmalar1 ve askerleri
Istanbul’da, Adana ili Fransizlar; Urfa, Maras,
Gaziantep Ingilizler tarafindan isgal edilmis,
Antalya ve Konya’da Italyan askeri birlikleri,
Merzifon ve Samsun’da Ingiliz askerleri
bulunuyor. Her tarafta yabanci subay ve

In Table 3.1, we put screenshots from the different versions of Nutuk. The first
row shows a sentence from the original Nutuk in Ottoman Turkish, the second row
shows the transliteration of the first row and the third row is the first row’s translation

into today’s Turkish.
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3.3. An Old Turkish to Modern Turkish Corpus

For our old Turkish to modern Turkish translation system, we scan and OCR the
old and the modern versions of Nutuk. Therefore, we obtain a parallel corpus between

the old and modern Turkish.

Table 3.2: Some statistics on our old Turkish — modern Turkish parallel corpus.

Split No. Tokens No. No. Sentences | Avg. Sentence

Unique Len.
Tokens

Oold Train 364,493 29,868 29,670 12.28

New Train 353,984 31,481 29,670 11.93

Old Validation 3,767 1,991 305 12.35

New Validation 3,674 1,947 305 12.04

Old Test 3,753 1,991 312 12.02

New Test 3,638 1,888 312 11.66

3.4. Monolingual Corpus to Pre-train Word Embeddings

We use a monolingual corpus that is a mix between old Turkish written with
Latin characters and modern Turkish. We use this monolingual corpus for pre-training
word embedding models that we utilize to initialize the lookup tables of our NMT
translation models (refer to chapter 4 for details).

It consists of texts from old and modern Turkish, in addition to texts from the
period in between. More specifically we use the Proceedings of the Turkish Parliament
between 1923 and 2000.

The overall monolingual corpus consists of 74,973,993 tokens, 1,339,187 of
which are unique, 7,175,443 sentences, with an average sentence length of 10.44

tokens.
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3.5. Ottoman Turkish to Modern Turkish Dataset

To collect such a dataset, we evaluate three options.
i) Getting a qualified Ottoman reader-writer to transcribe the original Ottoman
Nutuk,
i) To use an optical character recognition (OCR) tool to convert a scanned version
of the Ottoman Nutuk to written text document,
iii) To use atool to transliterate Turkish written with the modern script to the Ottoman

script.

The first option is expensive in resources, so we decide to ignore it. For the
second one, we try some Arabic and Persian OCR tools; however, they produced very
noisy output. That is because such tools’ implementations depend on a language model
of the target language. Therefore, we decide to go with the third option and re-
implement an accurate modern Turkish-Ottoman transliteration tool [35].

We employ our implementation of this tool to transliterate both the old version
of Nutuk and the monolingual corpus. As a result, we end up having three versions of
Nutuk; Ottoman Turkish Nutuk, old Turkish Nutuk written with Latin characters, and
modern Turkish Nutuk. In addition to that, we have an Ottomanized version of the

monolingual corpus that we describe in 3.4.

3.5.1. A Morphology-based Old/Modern Turkish to Ottoman Turkish
Transliterating Tool

The transliteration from the Ottoman Turkish alphabet to the modern Turkish
alphabet is complex. Especially if we try to do it using only morphological analysis.
However, the other way around (i.e., from the modern Turkish alphabet to Ottoman
alphabet) is more straightforward. Consequently, we re-implement a modern Turkish-
Ottoman Turkish transliteration tool [35]. Then we use it to build a parallel corpus to
train an NMT model from Ottoman to modern Turkish. We show the old/modern

Turkish — Ottoman Turkish transliteration algorithm in Figure 3.1.
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1: procedure OTTOMANIZE(inputSentence, wordDictionary, suf fixzDictionary)
2 sentenceWords «— splitIntoW ords(inputSentence)
3: for word in sentenceWords do
4 wordl sFound +FALSE
5 suf fix <"
6 while NOT wordl sFound or word #"" do
7: suffix + suf fix + word.lastChar()
8: word + word.removeLastChar()
0: if word IN dictionary then
10: wordl sFound +— TRUE
11: currentWordInOttoman + wordDictionary.lookup(word)+
suf fixDictionary.lookup(suf fix)
12: end if
13: if wordl sFound then
14: ottomanSentence — ottomanSentence  +
currentWordInOttoman
15: else
16: return ”” > Cannot transliterate this sentence.
17: end if
18: end while
19: end for
20: return ottomanSentence

21: end procedure

Figure 3.1: A Morphology-based Old/Modern Turkish to Ottoman Turkish
Transliteration Algorithm.

3.5.1.1. A Test Corpus

According to the author of old/modern Turkish - Ottoman Turkish transliterating
tool, its accuracy is between 90 - 95%, however, we test it again using a corpus we
manually prepare. We manually transcribe 70 sentences from the original scanned
Ottoman Nutuk. We get an accuracy of 85% calculated as the number of correctly
transliterated words over the size of the corpus.

In Table 3.3 we show some outputs of the transliteration tool, their original Latin

text and their human transcription.
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Table 3.3: Latin-written Turkish to Ottoman Turkish transliteration tool sample

outputs.

Original Text

1335 senesi Mayisinin 19 uncu giinii Samsuna ¢iktim .

Human Transliteration

el 4 susalia (& aigl 14 Hile s VYT

Tool Output

el 4 el (& aigh 14 Hile s VYT

Human Rating

5/5

Original Text

Vaziyet ve manzarai umumiye: Osmanli Devletinin dahil
bulundugu grup , Harbi Umumide maglip olmus |,
Osmanli ordusu her tarafta zedelenmis , seraiti agir, bir

miitarekename imzalanmis .

Human Transliteration

Cn Qg (sl s Jala it gy ildie + 4g sas b jlale gy
Bl i ¢ Giailod jead yla ja wga ) ildie ¢ Gial gl (o glaa s gac

Tool Output

CQuE sl Jaly Hilyy Nilde : aeses s ki 5 Cymas
¢ Ghailed ) oddyha ja pusa ) lildie ¢ (halsl slae sasesas (aa
iYLl 4aliaS e o el il s

Human Rating

4.7/5

Original Text

Biiytik Harbin uzun seneleri zarfinda , millet yorgun ve

fakir bir halde.

Human Transliteration

ol Ly a5 s s il ¢ i yla (5 Mt (g0 Sia g

Tool Output

ol a5 (58 s il ¢ i yla (5 i g5 5) Hua g

Human Rating

4.8/5

Original Text

Millet ve memleketi Harbi Umumiye sevkedenler , kendi

hayatlar1 endisesine diiserek , memleketten firar etmisler

Human Transliteration

Al 5ol 638 ¢ Sl Gew dpesee Goa Sl 5 e
Cobdanl s aiklea ¢ & g

Tool Output

anddpnl g olla 2 ¢l Faw dpesee opa Slae 5 cle
M\J\)&uﬂmcuﬂﬂjj

Human Rating

4.5/5

Original Text

Itilaf Devletleri , miitareke ahkdmma riayete liizum

gormiyorlar.

Human Transliteration

s R sl Al ) 4klSal 48 jlia ¢ (gl 5y iDL
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Table 3.3: Continuation.

Tool Output

c Moswen S sl able ) aimlSal 48 jli ¢ (5l o ol

Human Rating

4.8/5

Original Text

Nihayet , mebdei kelam kabul ettigimiz tarihten dort giin
evvel , 15 Mayis 1335 de Itilaf Devletlerinin muvafakatile

Yunan ordusu Izmire ihrag ediliyor.

Human Transliteration

VYO Gula V0 e Jg) (058 padg U 3a80mi) J s a)IS e ¢ g

- s I DAT s el (sl (s ALiER) g Eliy HH g3 CEDIE 6

Tool Output

Gule 10 ¢ Jgh 08 @0 gadg )i 580k Jsd S glae ¢ il

Dbl ) A o e 3l (a5 ) O 59 AL g Eliy S 53 DI 00 ) FYO

Human Rating

4/5

Original Text

Bundan baska , memleketin her tarafinda , anasiri
hiristiyaniye hafi , celi , hususi emel ve maksatlarinin
temini istihsaline , devletin bir an evvel , ¢cOkmesine sarfi

mesai ediyorlar.

Human Transliteration

cé‘ﬁ@%ﬁﬂhccm}ﬁﬁﬁﬁm‘@mumy

Tool Output

‘é;‘@;@gﬁu);g)ahcccmﬁ)ﬁ«ﬂﬁﬁmcmumy

Human Rating

4/5

Original Text

Bilahare elde edilen mevsuk maltimat ve vesaik ile teeyyiit
etti ki, Istanbul Rum Patrikhanesinde tesekkiil eden Mavri
Mira heyeti ( Vesika:1 ) , vilayetler dahilinde ceteler
teskil ve idare etmek , mitingler ve propagandalar

yaptirmakla mesgul.

Human Transliteration

Jstltin ¢ 4S (o) ali 4l 355 5 Clasbea Gsise Gliul oall o AV
DY g e () s Ay (B ) e s sbe Gl JRESE o2l Al oy gy
i paly el 5 Slaiie o olal ol 5 JS& lta saildls

e
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Table 3.3: Continuation.

Tool Output

Jtiltin ¢ 4S (o) ali 4l (355 5 Clasbea Gsise Gliul oall o AV
DY () sl ) e e g ske ) JSEE sdinallAd Hhay o
4.1&4_)4331.:1 ‘)MJ-.I..CL.-:}J.J: 5 olaiie o Slabl o lal 5 JaSES _)54_"\; saild)a

RUPES

Human Rating

5/5
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4. NEURAL MACHINE TRANSLATION

In this chapter, we describe the neural machine translation framework. Then, we
talk about BLEU score; the standard evaluation metric for machine translation

systems.

4.1. Sequence-to-Sequence models

A sequence-to-sequence model is a neural network that transduces a variable
length input sequence into a variable length output sequence [17]. They are trained to
maximize the probability of the output sequence given the input sequence [17]. Their
first implementation [16] depends on the recurrent neural network (RNN) [36]. Can

be summarized as follows.

e An RNN encoder takes the input sequence and produces a context vector,
e An RNN decoder gets initialized with the context vector from the encoder, then

produces the output sequence.

After that, a group of scientists [17] proposed to use a long-short-term memory
(LSTM) neural network instead of the RNN. In addition, stacking multiple LSTMs in

both the encoder and the decoder.

e e B i e B e B e B e B e
I am — fine —
| 1 1
—»= —> —> —> — > > >
-~ -~ ry
|En1.| |En1.| |En1.| |En1.| |En1.| <GTO>
[ I |
how do you do ?

Figure 4.1: An illustration of sequence-to-sequence models.

24



4.1.1. Overview

Given an input sequence x = (xq,x3,..,Xy,), €ach input x; is mapped to a
vector v,; using a word vector embedding lookup table, then the RNN encoder maps
v, = (Uy1,.., V) t0o another sequence x’, and because x, is a function of
X1, Xn_1,%Xn , it could be thought of as a summary of the whole input sequence x.
Let us call x,, the context vector. After that, the RNN decoder gets initialized with the
context vector and is given a go token to trigger it to start generating the output

sequence, one at each time step. See Figure 4.1.

4.1.2. Word Vectors

Word vectors are dense, fixed-length and distributed representations of words
[37]. In NMT, they are usually called the embedding layer or the lookup table. In
scenarios where not enough training data is available, word vectors are pre-trained
with monolingual corpus, then used as initial values for the embedding layer [38]. In
other scenarios, however, they are frozen during the NMT training iterations [39].

Word vectors produce meaningful results when added or subtracted from each
other. For example, vec(“Berlin”) - vec(“Germany”) + vec(‘“France”) would equal a
vector that is most near to vec(“Paris”).

Some algorithms to train word vectors using monolingual corpora include; skip-
gram [37], continuous bag of words [37], fasttext [40], and GloVe [41].

4.1.3. Recurrent Neural Networks

Unlike feed forward neural network, recurrent neural network does not only
produce output according to its input at time step ¢, but it also takes into account the
output from a previous step t — 1. That means can map an input (xq,x5,..,X7)
sequence into another sequence (vy,¥2,..,yr) by using the following equations

iteratively.

he = sigm(W"x, + W"h,_)) (4.1)
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Yt = Wyhht

(4.2)

>

Wi,

¥

Figure 4.2: An ilustration of the recurrent neural netwok.

4.1.4. Long-Short Term Memory Neural Networks

Although RNNs have the benefit of processing sequences, they are tricky to train

on long sequences, because of the vanishing gradient or exploding gradient problems

[42]. To overcome these problems, researchers [43] have developed better RNNs. The

most famous of them is the long-short-term memory recurrent neural network (LSTM)

[44]. The history or memory cell in LSTM is a function of the input, output and forget

gates, see Figure 4.3. The input gate decides how much new input need to be included

in the memory cell. The forget gate decides what previous memory need to be erased.

The output cell decides what information should be output at the current time step.

LSTM work by iteratively running the following equations.
fi = G(foxt + Wrpheoq + Wee * ¢eq + bf)
ir = o(Wiexe + Wiphe—y + wic*xco1 + by)
€t = fe* Ceoq + i * tanh(Weexy + Wephe_q + be)

0t = U(M/t)xxt + Wohht—l + Woe * ¢ + bo)

(4.3)

(4.4)

(4.5)

(4.6)
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h; = o, * tanh(c;) 4.7)

where tanh is the hyperbolic tangent function, o is the logistic function, and * is
element-wise multiplication. o, f and i are the output, forget and input gates, c
indicates the cell vector, and h is the history state or hidden state vector. The cell vector
and all gate vectors must have the same dimensionality as the hidden state vector.
Upper case letters represent matrices, lowercase letters denote vectors, and subscripts

show the connection (e.g., W,,: input to output gate weight matrix).

4.1.5. Bidirectional RNNs

The unidirectional RNN’s history cell at time step t has information only about
the past, which makes its processing power limited. To overcome that, [45] propose a
bidirectional version of RNN, which is basically two RNN units; one processes the
input from right to left, and the other from left to right. The history vector at time step t
is the concatenation of the left to right history vector h;"and the right to left history

vector h; . See Figure 4.3,

Vil

Outputs T 'Tt
—
h

Backward Layer «— R his1

Forward Layer -1 > fe

Inputs X1 X X+l

el e
> h, —* Ry —>

Figure 4.3: An illustruation of the bidirectional RNNS.
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4.1.6. Stacked RNNs

In [46], researchers suggest stacking RNNs on top of each other. That is deep
RNNSs, to increase the representation capability of the RNN, which have proved

effective in deep feedforward neural networks. See Figure 4.4.

Yi=1 Yr ¥rel
T
—> b >k R, >
) ) )
> b Rk,
) ) )

—> k> b >R, >

LU N |

Xi-1 Xy Xi+1

Figure 4.4: An illustration of deep RNN.

4.1.7. Sharing the Decoder’s Input and Output Embeddings

In [47], the authors investigate the topmost layer of a neural language model,
and find out that it is a valid word embedding layer; let’s call it the output embedding
layer. By tying the weights of the input and output embedding layers, they observe
reduction in the perplexity. We investigate and apply this weight tying for our NMT
models. See Figure 4.5.
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Figure 4.5: An illustration of the decoder’s input and output embeddings
weight tying.

4.1.8. Attention Mechanism

As we mention in 4.1.1, the decoder is initialized with a context vector. This
context vector could be the last hidden state of the encoder [16], the elementwise max
of the encoder’s hidden states across all time step [48], or instead of using a single
sentence representation for the entire input sequence, we could calculate a new context
vector every decoding step. This context vector should consider information from the
source that is relevant to the current decoding step [49]. That is called the ‘attention
mechanism’. In the following subsections, we will talk about one conventional model
of the attention mechanism. However, usually, attention models have the same outline

we mention in the following subsection, and demonstrate in Figure 4.6.
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Figure 4.6: Attention mechanism.

4.1.8.1. An Outline

Let us say we use some attention model to get the context vector, denoted by c;.
After that, ¢, is concatenated with the target-side hidden vector k.. Then together, they
are passed to a non-linear layer to produce the attentional target hidden state h;.

ht = tanh(W,[c;; ht]) (4.8)

Finally, the attentional hidden state h; is passed to a softmax layer to produce

the next predictive distribution over the output vocabulary.

PYely<t, x) = softmax(W;ht) (4.9)

30



4.1.8.2. Global Attention

One popular attention model is the global attention model [49]. This model takes
into account all of the encoder’s hidden states when obtaining the context vector. In
other contexts, it is called soft attention. It calculates an attention score (see equation
4.10) for each encoder’s hidden state using a function of the current decoder’s hidden
state and the considered encoder’s hidden state. Then, the attention scores are

normalized using the softmax function.

hTh,  dot
score(h, hg) hIW_,h, general (4.10)
vI tanh(W, [h; hg]) concat

Finally, having the attention scores as weights, the context vector is calculated

as the weighted sum of the encoder’s hidden states.
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4.2. BLEU As an Evaluation Metric for NMT

BLEU score has been the standard evaluation metric for NMT model. But what
is BLEU score? BLEU stands for ‘Bilingual Evaluation Understudy’ [50]. It is a score
for comparing a candidate translation of text to one or more reference translations. A
perfect match results in a score of 1.0, whereas a perfect mismatch results in a score
of 0.0.

The score was developed for evaluating the predictions made by automatic

machine translation systems. It is not perfect, but does offer 5 compelling benefits:

e Itis quick and inexpensive to calculate.

e Itis easy to understand.

e Itis language independent.

o It correlates highly with human evaluation.

¢ It has been widely adopted.

The approach works by counting matching n-grams in the candidate translation
to n-grams in the reference text, where 1-gram or unigram would be each token and a
bigram comparison would be each word pair. The comparison is made regardless of
word order. “The primary programming task for a BLEU implementer is to compare
n-grams of the candidate with the n-grams of the reference translation and count the
number of matches. These matches are position-independent. The more the matches,
the better the candidate translation is” [50].

The counting of matching n-grams is modified to ensure that it takes the
occurrence of the words in the reference text into account, not rewarding a candidate
translation that generates an abundance of reasonable words. This is referred to in the
paper as modified n-gram precision.

The score is for comparing sentences, but a modified version that normalizes n-
grams by their occurrence is also proposed for better scoring blocks of multiple
sentences. A perfect score is not possible in practice as a translation would have to
match the reference exactly. This is not even possible by human translators. The
number and quality of the references used to calculate the BLEU score means that

comparing scores across datasets can be troublesome.
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We show the formula for calculating BLEU score in equation 4.11.

1

. output length - o ‘
BLEU = min (1 ) Hpreczswni (4.11)

"reference length/ \ 1 !
1=

where precision; is the precision for n-gram i and the first term is a brevity penalty

for short translations.
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5. METHOD

We aim to accomplish two goals. The first is to transliterate a text from the
Ottoman alphabet to the modern Turkish alphabet. The second is to translate from old
Turkish to modern Turkish. We reach both goals by training NMT models.

In the following subsections, we describe our translation and transliteration

models. Then report our experiments and results.

5.1. Ottoman Turkish to Old Turkish Transliteration

To achieve this, we first do it the other way around. That is, we transliterate from
Turkish written with the Latin alphabet to the Ottoman Turkish using a rule-based tool,
see section 3.5.1. By doing that we get a parallel corpus. Then, we train an NMT

model.

5.2. Old Turkish to Modern Turkish Translation

We mean by ‘old Turkish’ the Turkish that was used during the Ottoman Empire
days and the early days of the Republic of Turkish but written with the Latin alphabet.
Old Turkish texts are, in most cases, difficult to grasp by today’s Turkish generation.
Some reasons are the extensive use of foreign vocabulary and grammar that are not

used anymore these days.

5.3. An End-to-End Ottoman Turkish to Modern Turkish
Translation Model

We train end-to-end translation models, then compare them with two step
models. That is, compare end-to-end models with transliterating from Ottoman
Turkish to old Turkish, then translating from old Turkish to modern Turkish.

The old version of Nutuk has the original wording but transliterated from
Ottoman alphabet to the Latin alphabet by a qualified writer. Therefore, we

transliterate it back to the Ottoman alphabet to get an Ottoman — modern Turkish
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parallel corpus. Our monolingual corpus is, again, the Ottoman transliteration of the

same monolingual corpus we mention in section 3.2.

5.4. Training NMT Models

We develop NMT models to

e Transliterate from Ottoman Turkish to old Turkish,
e Translate from old Turkish to modern Turkish, and

e Translate from Ottoman Turkish to modern Turkish in an end-to-end manner.

To realize that, we use NMT techniques (see chapter 4). Mainly, we use
sequence-to-sequence models with LSTMs as the encoder and decoder with global
attention.

We pre-train word embeddings and use them to initialize the embedding tables
of the encoder and the decoder.

5.4.1. Pre-training Word Vectors

Due to the scarcity of our parallel training data, we used pre-trained word
embeddings to initialize the encoder’s and the decoder’s embedding tables. As

discussed in [38], pre-trained word embeddings are useful in low-resource settings.

5.4.2. Aligning Pre-trained Word Vectors of the Source and Target
Languages

For old Turkish to modern Turkish word vectors, we apply a data-driven method
for aligning source and target word embeddings. We compile an unsupervised corpus
that consists of texts written between 1928 and 2015, see chapter 3 for details. This
corpus allows aligning the old with the modern Turkish words automatically without
using any special aligning algorithm. We simply use an off-the-shelf word embeddings

algorithm on the mixed corpus.
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5.5. Experiments

The baseline we use for our experiments has two LSTM layers for both the
encoder and the decoder with size of 250 and a word embeddings size of 500. We train
the baseline for 40 epochs and get validation set BLEU score of 28 points.

As an NMT implementation, we use Open-NMT-py [51]. We initialize our
weights using a uniform random distribution in the range (-0.1, 0.1). As optimization
algorithm, we use Adam [52], an initial learning rate of 0.001, and Noam learning rate
schedule [53]. To prevent overfitting, we use dropout [54] in the LSTM stacks with a
probability of 0.65. Our batch size is 32.

We do parameter search to determine good configurations for

- The number of training epochs,

- Word embedding-vector sizes,

- LSTM cell sizes,

- The global attention type,

- Unidirectional vs. bidirectional LSTM encoder,

- Sharing vs not sharing decoder’s input and output embeddings, and

- Using pre-trained word embedding-vectors (don’t use, use and freeze, use and
modify while training the NMT).

We use Ottoman Turkish = modern Turkish parallel corpus while doing

parameter search. Then, we apply the best configurations we find remaining corpora.

5.5.1. Parameter Search for Number of Training Epochs

To select the right number of epochs for our dataset, we train our baseline model
for 170 epochs, while evaluating it on the validation set and getting the corresponding
BLEU score. We draw Figure 5.1 as number of epochs vs BLEU score of the model
on the validation set. From Figure 5.1, we realize that after epoch 40, the model almost
saturates, where it gets a BLEU score 28.28. It reaches a BLEU score of 29.07 at the
48™ epoch. While the max BLEU score of 29.80 is at the 160" epoch, we will choose

to train our models for 48 epochs from now on.
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Figure 5.1: Parameter search for the number of epochs.

5.5.2. Parameter Search for Word Embeddings Size

To find most suitable word embeddings size, we train several models with the
baseline settings while differing word embeddings sizes, and evaluate them on the
validation set. We start by training a model with 100-dimension-word-embeddings,
increase it 100 dimensions at a time, till we reach 2000-dimension-word-embeddings.
In Figure 5.2, we draw the relation between word-embeddings size vs validation set
BLEU score. From Figure 5.2, we realize that between 100-dimension-word-
embeddings and 500- dimension-word-embeddings the validation BLEU score
increases with the increment of the word-embeddings dimensions. After that, it

becomes instable. Therefore, we decide to have 500-word-embeddings dimensions.
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Figure 5.2: Parameter search for word embeddings size.

5.5.3. Parameter Search for LSTM Cell Size

To find most suitable word LSTM cell size, we train several models with the
baseline settings while differing the LSTM cell sizes, and evaluate them on the
validation set. We start by training a model with 100-size-LSTM cell, increase it 100
dimensions at a time, till we reach 1000-size-LSTM cell. In Figure 5.3, we draw the
relation between LSTM cell size vs validation-set-BLEU score. From Figure 5.3, we
realize that between 100-dimension-LSTM-cell and 500-LSTM-cell the validation
BLEU score increases with the increment of the LSTM-cell dimensions. After that, it

becomes instable. Therefore, we decide to have 500-size-LSTM cell.
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Figure 5.3: Parameter search for LSTM cell size.

5.5.4. Parameter Search for the Global Attention Type

We train several NMT models with the baseline settings while differing the

global attention type (dot product, general, MLP), and evaluate them on the validation

set. We list the validation set BLEU scores in Table 5.1. We see no significant

difference between the different types. Consequently, we opt for ‘dot product’ global

attention, because it does not use any extra parameters.

Table 5.1: General attention type parameter search.

Global Attention Type Validation set BLEU score
Dot product 31.07
General 31.13
MLP 31.65
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5.5.5. Unidirectional vs. Bidirectional Encoder

For this parameter, we train an NMT model with the baseline settings except for
the LSTM encoder, which we set as bidirectional LSTM. We get 4+ BLEU score

points gain over the baseline.

5.5.6. Sharing the Decoder’s Input and Output Embeddings

For this parameter, we train an NMT model with the baseline settings except for
sharing the decoder’s input and output embeddings. We get 3+ BLEU score points

gain over the baseline.

5.5.7. Pre-trained Word Embedding-Vectors

To determine our word embeddings strategy, we train three NMT model with
the baseline settings except for the encoder’s and the decoder’s word embeddings look-
up tables. In Table 5.2 we list the results. When we use pre-trained word vectors and
freeze them during the training of the NMT model, we get 2 BLEU score points loss
on the validation set. When we use pre-trained word-vectors and fine-tune them while
training the NMT model, we get 3+ BLEU score points gain over the baseline.

Table 5.2: Using pre-trained word vectors.

Pre-trained word vectors | Fine-tuning BLEU score
No _ 28

Yes No 26.03

Yes Yes 31.02

5.5.8. NMT Model’s Final Configurations

According to our experiments in the previous subsections, we decide to use the

following configurations for all our NMT models.

- We train our models for 48 training epochs,
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- 500-dimensional word vectors,

- 500-dimensional LSTM cells,

- Dot product global attention,

- A bidirectional LSTM encoder,

- We tie (share) the decoder’s input and output embeddings, and

- We use pre-trained word vectors for both the encoder’s and the decoder’s look-

up tables, and fine-tune them while training the NMT model.

5.5.9. Best Configurations BLEU Scores

We apply the configurations mentioned in 5.5.8 to all transliteration and

translation tasks. Our BLEU score results on test sets are in Table 5.3.

Table 5.3: Best configurations results on all tasks.

Task Test set BLEU score
Ottoman - Old 73.53
Old > Modern 42.34
Ottoman - Old > Modern 42.10
Ottoman = Modern 41.84

Note that the two-step model for Ottoman Turkish to modern Turkish task out-
performs the end-to-end model. That is because the Ottoman Turkish to old Turkish
transliteration model generates near perfect transliterations, and the old Turkish to
modern Turkish model is ‘better’ than the end-to-end Ottoman Turkish to modern

Turkish model.

5.5.10. Sample Outputs from the Best Models

We show sample outputs from our best models in the following tables.
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Table 5.4: Ottoman Turkish to old Turkish model output samples.

Original | 5 ile 05t 5 el Glaae divdila Hindlia 5 atalialy Slilde ¢ 4iie Sa Jlildic
350K 2 Y o i) Glaae 15355,

Human | osmanli hikkumetine , osmanli padisahina ve miisliminin halifesine isyan
etmek ve biitiin 42illet ve orduyu isyan ettirmek lazimgeliyordu .

Output | osmanli hiikumetine , osmanli padisahina ve <s> vapesinini isyan etmek
ve biitiin 42illet ve orduyu isyan ettirmek lazimgeliyordu .

Rating | 4.5/5

Original | il sude abjla & 5 (e alliSla (S a

Human | herkes sakinane is ve giiglerile mesguldur .

Output | herkes sakitane is ve gii¢lerile aleyhtarimizdir .

Rating | 3.5/5

original | - ey (pad ye g5l adae aiolaic) Sile ainl b a R GHY 5 JaeSi G sl Eli g
DSyl Sllagl (sl i 4l sy Glaa o ) ) cladiy aly) 4iSaa

Human | - bunun i¢in tekmil vilayetlerin her livasindan milletin itimadina mazhar
tic murahhasin siirati miimkine ile yetismek tizere hemen yola ¢ikarilmasi
icap etmektedir .

Output | - bunun i¢in tekmil vilayetlerin her livasindan milletin itimadina mazhar
lic murahhasin siirati miimkine ile yetismek tizere hemen yola ¢ikarilmasi
icap etmektedir .

Rating | 5/5

Original | Saaluy) aliinl Siainls o) V3l ool eyl J€35 4308 5 jila Jolaie] dlile ¢ Al
Y e yRoamy hd .

Human | yalniz , milletin itimadin1 haiz bir kabine teskil etmek i¢in evvela o
kabinenin istinat edebilecegi bir kuvveti viicuda getirmek lazimdir .

Output | yalniz , milletin itimadin1 haiz bir kabine teskil etmek i¢in evvela o
kabinenin istinat edebilecegi bir kuvveti viicuda getirmek lazimdir .

Rating | 5/5

original | ¢ lestae g ¢ Ko Jlaa salla (5 laald Flall e (S8 Jsbl Ve da s je aliil

Dol o K gea Gl sl 5 el 5 Sl e Eline ) jie Ko el ¢ Badl
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Table 5.4: Continuation.

Human

eshast merkume 10 eylul giinii alessabah kagtiklar1 halde cemal bey , bu
malumati , ancak , ilyas bey miifrezesinin muvasalatindan ve ilyas beyin

raporundan sonra bildiriyor .

Output

eshasi islaliyenin 10 eylul giinii alessabah selahiyettar halde cemal bey ,
bu malumati , ancak , ilyas bey miifrezesinin miisar ve ilyas beyin

telgrafindan sonra bildiriyor .

Rating

4/5

Original

o laban (5Bl g1 33 o) JUe ] i€ Jla 3 03 ol ol o&1 (isaaia g ¢ oLSY
a5l Gl OV il e Sa 5 ey ) ol sl aiial AiSaenl Guks
4 e sh e sh Gl 5 AL s s Sl ) oands Ol dilaie | g€
2o Caayje (sadadl () syl adladi a5l (e oadlal Sliman g AlSaiy) (= je 4alialy

Ay

Human

padisah , vaziyetten agah oldugu takdirde derhal kendisini igfal edenlere
layik olduklar1t muameleyi tatbik edecegine emniyetimiz oldugunu ileri
siirdiik ve hiikumetin sabit olan cinayeti iizerine kendisine itimadin
insilabi tabii oldugundan hakikati hali yalniz ve ancak dogrudan dogruya
padisaha arzetmekle vaziyetin 1slah1 miimkiin olacagini tesebbiisatimiz

i¢in noktai azimet addettik .

Output

padisah , vaziyetten agah oldugu takdirde derhal kendisini igfal edenlere
layik olduklart muameleyi tatbik edecegine emniyetimiz oldugunu ileri
akil ve hiikumetin sabit olan imtizaglar1 iizerine kendisine itimadin
aliskinsiniz tabii oldugundan hakikati hali yalniz ve ancak dogrudan
dogruya padisaha arzetmekle vaziyetin 1slahi1 miimkiin olacagini

arzedilmesini i¢in noktai azimet addettik .

Rating

4/5

Original

il )5 B iad ) g (5 sk Hlilialy b oanily 5 Ko (52l (i g — o3Il

Human

telgraf¢1 — yunus nadi bey ve yaninda nazir pasanin yaveri cevat rifat

bey vardir efendim .

Output

telgrafc1 — yunus nadi bey ve yaninda nazir pasanin yaveri cevat rifat

bey vardir efendim .

Rating

5/5
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Table 5.5: Old Turkish to Modern Turkish model output samples.

Original | meclisi meb’usan igtima ile bilfiil murakabeye baslayacagi giline kadar ,
heyeti temsiliyenin mukadderati millet ve memleketle alakadar
bulunmas1 zaruridir .

Human | meb’uslar meclisi toplanip etkin olarak denetime baslayacagi giine kadar
, temsilci kurulun ulus ve iilkenin kaderi ile ilgilenmesi zorunludur .

Output | meb’uslar meclisi toplanip edimli olarak edimli olarak giine kadar ,
temsilci kurulun ulusun kaderini ve ¢ok ilgilenmesi zorunludur .

Rating | 3/5

Original | hitkumeti , ya fethi bey veyahut kara bekir pasa teskil edecektir .

Human | hiikumeti , ya fethi bey ya da kara bekir pasa kuracaktir .

Output | hitkkumeti , ya fethi bey veya kara bekir pasa olacaktir .

Rating | 4/5

Original | bunu ehemmiyetle arzediyorum .

Human | bunu 6nemle bilginize sunuyorum .

Output | bunu énemle sunuyorum .

Rating | 4.5/5

Original | yenihan isyani1 , orta anadolunun diger yerlerindeki erbabi fesad: da
harekete getirdi .

Human | yenihan ayaklanmasi , orta anadolunun &biir yerlerindeki kigkirticilarin
da baskaldirmalarina yol act1 .

Output | yerel ayaklanmasi , orta anadolunun 6biir ortalig: karistiranlart getirdi .

Rating | 3/5

Original | bursaya azimet ve orada ikametiniz meselesine gelince ; miintesip
bulundugunuz mesleki askeri dolayisile bu bapta miidafaai milliye
vekaleti celilesine alelusul miiracaat buyurmaniz lizumu teblig olunur
efendim .

Human | Bursaya gidip orada oturmak konusuna gelince ; i¢inde bulundugunuz

askerlik meslegi dolayisile bu konuda yiiksek milli savunma bakanligina

usuliince bagvurmaniz zorunlugu bildirilir efendim .
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Table 5.5: Continuation.

Output | bursaya yola ¢ikmak ve orada savasin konusuna gelince ; sizin
bulundugunuz askerlik askeri dolayisile bu konuda milli savunma
bakanlig1 bagkanligina bilgi vermeniz geregi bildirilir efendim .

Rating | 3.5/5

Original | alay 3 ten tasavvur olunan kuvvetin izami yapilacaktir .

Human | alay 3 ten diisiiniilen kuvvet gonderilecektir .

Output | alay 3 den sayilan kuvvetin gonderilmesi yapilacaktir .

Rating | 4.5/5

Original | clinkii refet pasa , muhtelif zamanlarda muhtelif sebeplerle konyaya |,
denizliye gitmis , garp cephesinin cenup kismile alakadar olmus ve o
kisimla miinasebettar mintikalar1 tanimis bulunuyordu .

Human | ciinkii refet pasa , degisik zamanlarda degisik nedenlerle konyaya ,
denizliye gitmis , bati cephesinin giiney boliimiiyle ilgilenmis ve o
boliimle iliskili bolgeleri tanimis bulunuyordu .

Output | clinkii refet pasa , degisik zamanlarda degisik nedenlerle konyaya ,
alayunda gitmis , bat1 cephesinin giiney giivenligi ilgili olmus ve o
yoredeki iligkili bolgeleri tanimis bulunuyordu .

Rating | 4.5/5
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Table 5.6: End-to-end Ottoman Turkish to Modern Turkish model output

samples.

Original | G2 WY s o5 e aleal ¢ s yy g2 ¢ 3,

Human | biz, bu prensibi , hi¢gbir zaman uygun bulamazdik .

Output | biz, bu cloruldar , hi¢ yetencgi biriyim .

Rating | 2/5

Original | s sued8) ipsline )5 5 bl jali 50,

Human | bu telgrafin anlamini bir tiirli kavriyamiyordum .

Output | bu telgrafin bir tiirlii anlamini1 gerektiriyordu .

Rating | 3/5

Original | sied s )8 abild 5 o9 ¢ Ko e Lo ¢ aalind 5 iy,

Human | yedinci mektup ustadim ; ali kemal bey diin o kisiyle goriismiis .

Output | yedinci mektup ustadim ; ali kemal bey , diin o kisiyle goriismiis .

Rating | 5/5

Original | ¢ cuilala 5 A (alfa ¢ 538 5 Cundla ¢ JE ¢ Camaia g (S5 K 53 4nisl gl 2 93 90
¢ dima Gaalgl a3 Sty il 54y oo (OS¢ Anigly Cua b Alllad ol a
Deslaa

Human | o var olunca bugiinkii durum , bigim , yetki gecicidir , halife ve padisah
caligma firsat1 bulunca , yasal ve anayasal kurulusun ne olacag: bellidir ,
bilinmektedir .

Output | o dgrenilince bugiinkii durum , bi¢cim , yetki gecicidir , halifelik ve
padisahlik , is calismaya firsat bulunca , siyasi ve anayasanin ne oldugu
belirlidir , bilinir .

Rating | 4/5

Original | 4km i @ | a5l 4ddil (50 ¢ 4S 5208 yin & lawaly &iliky g adagi (Ll @l
DeaSataiy) J 5l o jlad je Johll 3,Y ) &L

Human | verilen nota ve sizin sozleriniz agikca gostermektedir ki , itilaf devletleri
londra konferansina anadolu delegelerini tek baslarima kabul
etmemektedir .

Output | bildirilen nota ve agikca gostermektedir ki , itilaf devletleri londra
konferansina yalniz olarak anadolu adamlari kabul edilebilir .

Rating | 3/5
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Table 5.6: Continuation.

Original | eyl Sall aand Jiius 5 ja Stz )l Ciall cule L) ¢ Glabagl 530 ¢ dila ¢
Dol

Human | biz memleketin tutsak edilmis , 6zerkligini yitirmis parcasini 6zerk ve
bagimsiz boliime baglamak istiyoruz .

Output | biz , memleketin , tutsak edilmis , gerisindeki yitirmis pargasini hiir ve
bagimsiz boliime baglamak istiyoruz .

Rating | 4.5/5

Original | 4liad (Sl ¢ HlaaY 5l (33 00 238 Hlim o ¢ Sl 8 (4l g Aduenila g8 385 SlLaly )
b ns el

Human | refet pasanin komutasi altina verilen kuvvetler , saldirilarinda basarili
olamadilar , tersine kayip verildi .

Output | refet pasanin komutasina verilen kuvvetler , durmadan basarili olamadilar
, tersine fazla yitik verildi .

Rating | 3.5/5
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Table 5.7: Two-step Ottoman Turkish to Modern Turkish model output

samples.

Original | e st Hhla )3 oSl allae aiily gine Slais G5l g oy (e (ol S5,

Human | bekir sami beyin elinde bulunan kopyada yazilanlardan bana bilgi
verildigini animsamiyorum .

Output | bekir sami beyin elinde bulunan bulunanlarin igerigini 6grendim .

Rating | 3/5

Original | « Wil 0ol (oae (ol 5 0 85 Gl (3883 i gl g exiliyls SIS s ¢ odigle (Lo Sl sa
) Gl o) 92 Ala pendie saaia

Human | ulusal akima kars1 , haince davraniglarda bulundugu kesinlikle anlasilan
ankara valisi mubhittin pasa , 6zel amagla gorev gezisine ¢ikmais idi .

Output | akima kars1 akima kars1 , savagsmaya verildigini kanitlanan ankara valisi
mubhittin pasa , 6zel amagla devre ¢ikmis idi .

Rating | 3/5

Original | i Ust) ol sa ali) o 28 (e g alithali s Laly (ool d5b i) )5 5 jladadl gli 5,

Human | bu telgrafa ticaret ve tarim bakan1 hadi pasa araciligiyla ve ayni sifre ile
yanit beklemektedir .

Output | bu telgrafa kurula ve tarim ahmet hadi pasa elile ve ayn1 sifre ile yanit
geldikte .

Rating | 3/5

Original | jepsl jealdaly ab) Gl oda 5 (el (o @bk 50 ¢ 48 puladl iy (g ks
oASan oy al) gl Al ¢ o Rpn HNllS s Slig ¢ (5l s
D LEaLE )8 gala) saiunnd JB

Human | dikkat edilmelidir ki , bu yazilar1 ben yazmis ve eski bagbakan ile
padisahimiz efendimiz hazretleri , bunun sonucu alindiktan sonra ,
ogrenmek ve degerlendirerek karar almiglardir . . . .

Output | suras1 géz oniinde bulundurulmalidir ki , bu yazilar1 ben yazmamdan
sonra ve eski basbakanla padisahimiz efendimiz hazretleri , bunun
sonucunu ogrenip degerlendirmeleri iizerine yazilanlarin saglam
dayanaklarin1 goriince kararlarini vermislerdir . . .

Rating | 3/5

Original | L8 i) « A lagd s (LY sl sle s 4850 Axild 5 Jd ol e 3ad) ¢ 34

Do) gl Sa) A8 aala¥ ) g ¢ odiia gad
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Table 5.7: Continuation.

Human

artik , ancak ayaktakiminin sdylentilerinden bagka bir niteligi olamayan
dedikodularin , karar vermekte , etken olabilecegine olanak

diistinemiyoruz .

Output

artik , ancak basit asilerin kil ve yapmalar1 bagka bir anlami isteklerin

dedikodularin , bilgi konusunda , etkili olabilecegine olanak digidir .

Rating

4/5

Original

5 ctadlan il KL ¢ Hinlia aals Gl g1 oSL o8k 8181 o )
(52 3ol J 58 43l anal ) Gillaa 4

Human

etem beyin arkadasi tarafindan yazilan bu telgrafda bildirilenlerin ,
sadece arkadasinin diisiincesi oldugu ve gercege uygun bulundugu elbette

kabul edilemezdi .

Output

etem beyin arkadasi tarafindan yazilan bu telgraf verilmesi , yalniz

arkadasinin diisiincesi ve gercege uygun oldugu elbette kabul edilemezdi

Rating

4.5/5

Original

B 5 s g dladlyl i ¢ dabale i 4l B Sl (5 Hlladi 03 (U 53 00 jaiSlas
Soniia aaal 5l ula Syl sael saiidiia ol shus ¢ 4aSiaiy) L Dlad (5 jedile

S o 5 B aield

Human

memleketimizde bulunan diismanlar1 silah kuvveti ile ¢ikarmadikga |,
cikarabilecek ulusal varlik ve giiclimiizii edimli olarak kanitlamadikea ,
diplomasi alaninda umuda kapilmanin yeri olmadig1 yolundaki inancimiz

kesin ve surekli idi .

Output

memleketimizde bulunan diismanlart silah  kuvvetile giliciin
cikarabilecek varlik ve ulusal egemenligimize edimli olarak kanitlamak ,
siyaset giivensizligin iimide ¢ok uygun olmadig1 hakkindaki geldigini

kesin ve surekli idi .

Rating

3.5/5
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5.5.11. Our Training Environment

We use one of GTU-NLP-Lab’s deep learning servers to run our experiments.
The model of the GPU we use is Nvidia GEFORCE GTX 1080 Ti. The operating

system it runs on is Ubuntu Server 18.04.3.
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6. CONCLUSION

As the Turkish language has changed to a great extent since a hundred years,
both the old Turkish written with Latin characters and the Ottoman Turkish are cryptic
to nowadays’ generation. In order to make the Ottoman written heritage relatable,
qualified writers who are good at both the modern Turkish and the old Turkish are
manually rewriting old documents into modern Turkish. That is a vital but a resource-
expensive workaround. To work out this problem, we develop multiple translation
models. The first one transliterates from Ottoman Turkish to old Turkish that is written
with the Latin alphabet. The second one translates from old Turkish that is written with
Latin characters to modern Turkish. The last one translates and transliterates from
Ottoman Turkish to modern Turkish in an end-to-end fashion. We collect, clean and
use parallel data for these purposes. Our parallel data for these models are parallel
versions of Nutuk, which is a book compilation of the speech given by Mustafa Kemal
Atatlirk at the second congress of Cumhuriyet Halk Partisi.

Additionally, we obtain an Ottoman version of Nutuk by transliterating the old
version of it that is with Latin characters to the Ottoman alphabet. For the Latin-
Ottoman transliteration, we re-implement an existing tool. Furthermore, we use
monolingual corpora to improve our models’ performance. More specifically, we pre-
train word embeddings models and initialize the NMT models’ lookup tables with
them. That yields in a considerable performance gain.

We summarieze our contributions as follows.

e We develop three parallel corpora; from Ottoman Turkish to old Turkish written
with Latin characters, from old Turkish written with Latin characters to modern
Turkish and from Ottoman Turkish to modern Turkish,

e For the development of Ottoman Turkish to old Turkish parallel corpus, we re-
implement a morphology-based transliteration tool in the other way around,;
from old Turkish to Ottoman Turkish, and

e As our main contribution, we develop three neural-based end-to-end translation

systems using the three parallel corpora mentioned.
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Our future work will consider the following directions:
¢ Build an OCR model for Ottoman Turkish documents.

e Ensemble NMT models with a morphology-based system for the translation and

transliteration of Ottoman Turkish texts.
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