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ANALYTICS OF TURKISH OFFICIAL GAZETTE ARCHIVES
USING BIG DATA MINING TECHNIQUES

ABSTRACT

Among being indispensable parts of today's world, rapidly developing information
technologies are rising at first and also triggering the production of rapidly growing,
unstructured and complicated data. Storing, processing and extracting meaningful
information from this huge, complex and unstructured data with dizzying pace cannot
be accomplished efficiently and effectively by traditional database management
systems and data mining methods. In order to eliminate these deficiencies and to add
value to the sector and governments for making meaningful deductions and decisions
by processing unstructured data large volume, the big data concepts and technologies
has emerged. Today big data is considered to be a serious and valuable field for many
governments and private companies. Big data is defined with previously, 3V but
recently 5Vof meaning volume, variety, velocity, value and veracity comes from
different sources including social networks, sensor records, mobile devices, GPS data

etc.

By extracting meaningful information from this unstructured data coming from
various sources, governments and companies are developing new policies along with

increasing their profits and product and service qualities.

In this thesis study; firstly, the concept of big data and related concepts are explained,
then recent approaches and application areas in big data field along with the
relationship between knowledge management are discussed. After that, according to
the results of literature review we concluded that there is no study on text analysis of
Turkish Official Gazette and TRT Haber web news archives. Therefore, these archives
selected as a big data source because of being an unstructured text data collection. 714
files consisting of about 61.551.000 words and belonging to July 2015 - July 2017
period from Official Gazette and 542 files from TRT Haber web site consisting of
about 3.794.000 words and belonging to the same time interval were selected as
corpora and pre-processed, cleaned and analyzed by Apache Spark platform using

Python language in terms of generation of term frequency matrices of the two datasets.
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According to these, word clouds were generated. After that, comparisons between
these two datasets divided by year and by month were done using Tf-IDF and cosine
similarity algorithms in order to get some insight about how much similar they are. As
aresult of these comparisons, it is concluded that the cosine similarity between Official
Gazette and TRT Haber web news archives divided by year differs between 0,008 and
0,03. In addition, according to the results of cosine similarity comparison on monthly
divided dataset, a correlation between two datasets about how they affect each other is
looked for. And it is concluded that the ratio of the effect of agenda of the country
covered in TRT News website on Official Gazette is higher than the ratio of the effect
of Official Gazette on the TRT News archive.

Finally, a Legislative Referral Engine application, which can be developed by using
big data text analysis methods which are considered to be worth working on and which

can facilitate the work of lawyers, is discussed as a future work.

Keywords: Big data, text analytics, word frequency, Apache Spark, Turkish Official
Gazette, TRT News, correlation, knowledge management, term frequency matrix,

cosine similarity
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BUYUK VERI TEKNIiKLERiIi KULLANILARAK RESMi
GAZETE ARSIVININ ANALIZ EDILMESI

0z

Giliniimiiz diinyasinin vazgegilmezleri arasinda ilk siralara yiikselen ve hizla gelisen
teknoloji beraberinde hizla biiyiiyen ve karmasiklasan bir veri dretimini de
tetiklemekte. Bu, bas dondiiriicii bir hizla biiyliyen karmasik yapili verinin saklanmasi,
islenebilmesi ve i¢inde sakladigi anlamli bilginin ¢ikarilmasi geleneksel veri tabani
yonetim sistemleri ve veri madenciligi yontemleriyle verimli ve etkin bir sekilde
gerceklestirilememektedir. Bu eksikligin giderilmesinin yant sira bu biiyiik hacimli ve
diizensiz yapili verinin islenerek anlamli ¢ikarimlarla ilgili oldugu sektore deger
katmasi amaciyla ortaya ¢ikan biiyiikk veri kavrami ve teknolojileri bir¢ok iilke
yonetimi ve Ozel sirketlerce ciddi ve deger katan bir calisma alami olarak kabul
edilmektedir. Biiyiik verinin 3V olarak baglayan ve glinlimiizde 5V olarak kabul géren
hacim, hiz, ¢esitlilik, deger ve gerceklik ozellikleri kapsamina giren veriler sosyal
aglar, sensor kayitlari, mobil araglarin tirettikleri, GPS wverileri gibi ¢ok cesitli
kaynaklardan gelmektedir. Belli bir formatta olmayan bu ¢ok ¢esitli verilerden anlaml
bilgilerin ¢ikarilmasi ile devletler yeni politikalar gelistirmekte, sirketler karlarini ve

urun kalitelerini artirmaktadirlar.

Bu tez ¢alismasinda; oncelikle biiyiik veri kavrami ve iligkili kavramlar agiklanmistir,
ayrica biiyiik veri alaninda giincel yaklagimlar ve uygulama alanlar1 konusu ile bilgi
yonetimi ile olan iligkilerine deginilmistir. Sonrasinda ise literatiir taramasi sonucu
daha once tizerinde bir metin analizi ¢alismasi yapilmadigr sonucuna varilan T.C.
Resmi Gazete ve TRT Haber sitesinde yayimlanan haber arsivleri diizensiz metin
verisi yapisinda olmasi nedeniyle biiyiik veri kaynagi olarak ele alinmis, ¢esitli 6n
isleme ve veri temizleme siirecinden gecirildikten sonra Temmuz 2015 — Temmuz
2017 donemine ait Resmi Gazete arsivinden yaklasik 61.551.000 kelime igiren 714
dosya, TRT Haber web arsivinden yaklasik 3.794.000 kelime igeren 542 dosya
alinarak kiitiiphaneler olusturulmus, Apache Spark platformu ve Python dili ile kelime
siklig1 islemi ile analiz edilmis olup, s6z konusu doneme ait Resmi Gazete ve TRT

Haber arsivinde gecen kelimelerin azalan sirada terim sikligi matrisi ¢ikarilmis ve
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bunlardan kelime bulutlar1 olusturulmustur. Daha sonra bu iki veri setinin benzerlik
iligkisini tespit etmek amaciyla Tf-IDF ve kosiniis benzerligi algoritmalar1 kullanilarak
yillik ve aylik olarak boliinmiis alt veri setleri lizerinde karsilastirma c¢alismalari
yapilmustir. Yapilan bu ¢alisma sonucunda yillik olarak gruplanmis Resmi Gazete ve
TRT Haber web arsivinden alinan ayni zaman aralifina ait igeriklerin kosiniis
benzerligi 0,008 ile 0,03 araliginda bulunmustur. Ayrica, aylik olarak boliinmiis veri
setleri lizerinde Resmi Gazete ve TRT Haber arsivlerinin birbirlerini nasil
etkilediklerini tesbit etmek amaciyla bir kosiniis benzerligi karsilagtirmasi yapilmis ve
sonucunda iilke giindeminin yansidigi TRT Haber arsivlerinin Resmi Gazete igerikleri
tizerindeki etkisi, Resmi Gazete iceriginin TRT Haber arsivi ve dolayisiyla ilke

giindemi iizerine etkisinden daha yiiksek oldugu sonucuna varilmistir.

Son olarak ise gelecekte tizerinde g¢alismaya deger olarak goriilen ve hukuk alaninda
calisanlarin igini kolaylastirabilecek biiyiik veri metin analizi yontemleri kullanilarak

gelistirilebilecek bir Mevzuat Tavsiye Motoru uygulamasi ele alinmistir.

Anahtar Kelimeler: Biiyiik veri, metin analizi, kelime siklig1, Apache Spark, Resmi
Gazete, TRT Haber, korelasyon, bilgi yonetimi, terim sikligr matrisi, kelime bulutu,

kosiniis benzerligi
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CHAPTER 1

INTRODUCTION

1.1 Data and Types

In Computer science terminology the term data is used for defining distinct and raw
pieces of fact especially formatted in a special form, [1] and needs to be processed and
organized. However, information refers to processed, well organized and structured

data that is meaningful and useful.

This special form will be categorized in 3 main groups as structured, semi-structured
and unstructured. Structured data refers to any data that resides in a fixed field within
a record or file. This includes data contained in relational databases and spreadsheets
[2] Relational Database management systems (RDBMS) are being used to handle

structured data.

As Beal states that “Unstructured data is all those things that can't be so readily
classified and fit into a neat box: photos and graphic images, videos, streaming
instrument data, webpages, PDF files, PowerPoint presentations, emails, blog entries,

wikis and word processing documents.

Semi-structured data is a cross between the two. It is a type of structured data, but lacks
the strict data model structure. With semi-structured data, tags or other types of
markers are used to identify certain elements within the data, but the data doesn't have
a rigid structure. For example, word processing software now can include metadata
showing the author's name and the date created, with the bulk of the document just
being unstructured text. Emails have the sender, recipient, date, time and other fixed
fields added to the unstructured data of the email message content and any

attachments.” [2].

Historically, data was generated only by worker by hand. Later on users started to
contribute data generation by using social media etc. And then machine generated data
has become a crucial part of the unstructured data like sensor data, security camera

records or log data. It is known that 80% of all data is in unstructured form. This change



in the data sources also changes the requirements about storage and analysis. Since,
conventional RDBMS do not meet the needs, multiple CPU usage, parallel processing,
distributed systems and clouds are some results of the effort for handling growing
amount of data. Although these improvements, excessive growth of data requires new

data storage systems and analysis methods.

1.2 Definition of Big Data

The term Big Data was used to describe huge amounts of data sets up to 2000s.
Namely, volume of the data was the prominent measurement factor. During 2000s
experts stated to define big data with 2 more characteristics as velocity and variety.
Briefly, velocity defines the formation speed of the data and variety is for range of data
types included. Recent researchers add new features to these 3Vs, like veracity and
value to define a data set whether it is big data or not. In 2013 Ohlhorst defines big
data which is huge in volume and could not be processed using traditional data

analytics and processing methods [3].

Palmer states that data resembles raw petrol, it is valuable but if we do not refine it we
cannot take advantage of it [4] Big Data is like huge amount of raw petrol. Refining
big data means taking out meaningful information from it. Refining process of big data
results in huge amount of valuable treasury. This treasury appeals more attention of
the gurus from economy to technology including politics, health sector and so on.
Because analyzing and mining big data results in exploration of new job areas, more
accurate and quick results for surveys, decrease in criminal incidents and traffic

accidents, prevention from epidemic illnesses etc.

About ten years ago leader data analyses companies like Oracle, IBM, Teradata and
HP was offering “data warehouses” to the companies those have terabytes of data
because nearly all data was stored in relational database management systems.
However, according to IDC statistics today data comes from 44 different sources from
sensors to planes, super computers to automobiles. This results in wide range of
structured and unstructured data types including text, voice, image and digital [5]. This
means if we use only structured data to get meaningful inference to lead our new steps,

we will miss eighty percent of the treasury.



MasterCard company made an analysis study on 65 B shopping transactions by 1.5 B
card users among 210 countries in order to establish business and consumer trends.
And came up with the result that says; customers who dashed out into gas station,
generally spent $35 — 50$ at restaurants or supermarkets in following one hour. Market
owners use this information and send shopping stamps to their customers and make
profit by increasing their sales. MasterCard shares this big data analytic results with

other companies by money [64].

Additionally, if we make a comparison between traditional data and big data, we will
conclude with the following table;

Table 1.1: Comparison between traditional data and big data

SCHEMA TYPE Schema on write Schema on read, data
is simply stored

DATA VOLUME AND  Gigabytes) to Terabytes to

GROWTH RATE Terabytes(10*12) (10*12)zettabytes(10*
21)

DATA VELOCITY Relatively Slow Very High

STORAGE Brand Redundant Servers Cheap HW/White
Boxes

BACKUP SYSTEM Well designed No need

VENDORS Traditional vendors Open source solutions

PROGRAMMING Traditional programming, Non-traditional (Map -

SQL Reduce), NoSQL

DATA MODEL Strict schema based Flat Schema



DATA VELOCITY

DATA SOURCE

DATA VALUE

DATA STRUCTURE

DATA
RELATIONSHIP

DATA LOCATION

DATA ANALYSIS

DATA
REPORTING/DISTILL
ATION

COST FACTOR

Batch or near-real time

Generally internal

(transactional data, web
transactions, CRM Data

etc.)

Business Intelligence,

analysis and reporting

Predefined structured

Stable and complex

interrelationship

Centralized

After the complete build

Limited with pre-defined
interaction paths in

structured database

Specialized high end

hardware and software

Generally real-time

Both internal and
external (Social media,
sensor data, log data,
device data, video and

images etc.)

Complex, advanced,
predictive business
analysis and insights

Unstructured,
structured or semi

structured

Unknown, almost flat

with few relationship

Highly distributed

On-stream,

intermediate analysis

Possible in all
directions of the data
also in real time
according to the
demand

Inexpensive
commodity boxes in

cluster mode



CAP THEOREM Consistency- Top Priority Availability — Top

(CAP=consistency, Priority

availability, partition
tolerance)

1.3 Characteristics of Big Data

As its name inspires the term Big Data firstly used to define huge amounts of data in
volume before 2000s. However, in 2001 Doug Laney is an analyst from META Group
(now Gartner Research Company) defines Big Data as 3D data by considering big
data’s components, variations and the opportunities in a report of the company. 3D
term here corresponds the 3V of Big data those are increasing volume, high speed

namely velocity and range of data as variety [6-7].

Today, most definitions of Big Data still depend on this 3V [8]. But in 2012 Gartner
updated its definition as extreme volume, extreme velocity and overmuch variety [9].
Later on some other companies added a new Vs to this definition as veracity and value
in order to describe different aspects of big data. Along with all formal definitions the
“big data” is now being used for predictive analysis, user behavior analysis and any

other analytics aiming to extract value from data [10].

In accordance with the rapid development of big data technologies the number of
specific characteristics of big data is increasing rapidly, following table summarizes

the main characteristics;



Table 1.2: Characteristics of Big Data

Volume

Variety

Velocity

Veracity

Value

Vigilance

Visualization

Viscosity

Virality

How big is your data?

How many types of data

composed together?

How speedy is your data?

How poor is the quality?

What is the return of your
data?

Is data in motion or rest?

Does your data trigger a

valuable decision?

Does it stick with you?
Does it call for action?

Ability of data to be
distributed over networks

GB, TB, ExaB, PetaB,
TerraB

Image, log, text, sensor

data etc.

Doubling every 18
months, Near real time

response needed

Untrusted, trusted,

uncleansed, cleansed

Return of data into
Money or other benefit

Real-time, batch,
Hybrid use of SQL and
NoSQL

Concretization of data

Complex event

processing

Time and number of
crosslinks



The most accepted five characteristics of big data will be mentioned in the following
section briefly.

1.3.1 Volume
Volume is used to explain the amount of structured and unstructured data with size of

gigabytes to zettabytes. Several data sources from social media to sensors generates
huge amounts of data every minute. For example, users upload 400 hours of new video
to YouTube, Facebook users share 216.302 photos and Google Translate translates
69.500.000 word in every minute by 2016. Additionally, 69,444 hours of video
streamed from Netflix, and Amazon makes $258,751.90 in sales, and 103,447,520
spam mails were sent, and LinkedIn gained more than 120 are professionals, and
Americans use 2,657,700 GB of internet data in every minute by 2017. These are data
related with internet, besides these huge amounts are being generated from logs,

sensors, and other devices.

Gartner and IDC state that data is doubling every 18 months, current estimation says
there is over 4 Zettabytes of data in the World and if these speed continues the amount
data will be 40 Zettabytes by 2020. For today, 4 Zettabytes equals 1 million 4
Terabytes hard drives, if all this data is printed on 8”x10” paper and laid end to end is
210Trillion Miles that is equal to 35.8 Light years. And all that printed data would
need 16.4 trillion trees which is equal to 4 times of summation of all trees over the
world [11].

This amazing numbers gives a preview about how the generated data is big [12].

Following table summarizes the impact of social media on data growth;

Table 1.3: Data production rates of Social media [19]

YouTube = Users upload 100 hours of new videos per minute

= Each month, more than 1 billion unique users

access YouTube



Facebook

Twitter

Foursquare

Google+

Google

Apple

Brands

Tumblr

Instagram

Over 6 billion hours of video are watched each
month, which corresponds to almost an hour for
every person on Earth. This figure is 50% higher
than that generated in the previous year

Every minute, 34,722 Likes are registered

100 terabytes (TB) of data are uploaded daily

Currently, the site has 1.4 billion users

The site has been translated into 70 languages

The site has over 645 million users

The site generates 175 million tweets per day

This site is used by 45 million people worldwide
This site gets over 5 billion check-ins per day

Every minute, 571 new websites are launched

1 billion accounts have been created

The site gets over 2 million search queries per

minute Every day, 25 petabytes (PB) are processed

Approximately 47,000 applications are

downloaded per minute

More than 34,000 Likes are registered per minute

Blog owners publish 27,000 new posts per minute

Users share 40 million photos per day



Flickr = Users upload 3,125 new photos per minute

LinkedIn = 2.1 million groups have been created

WordPress = Bloggers publish near 350 new blogs per minute
1.3.2 Velocity

As mentioned above large datasets produced by transactions with high refresh rate
results in data streams with a very high pace. Parallel with data growth hardware
features are been developing rapidly however, this development cannot catch the speed
of data. Gartner and IDC state that data is doubling every 18 months [11].

At this point the big data technologies play a key role in order to analyze and get

meaningful and valuable information from row data.

1.3.3 Variety
Today, data is being produced by a wide range of sources. In addition to human

generated data, the term “Internet of Things” namely 10TS emerges at this point which
refers to the network of intelligent devices which include sensors to measure the
environment around them, actuators which physically act back into their environment
such as opening a door, processors to handle and store the vast data generated, nodes

to relay the information and coordinates to help manage sets of these components [13].

I0Ts consists of multiple technologies, including ubiquitous wireless communication,
real-time analytics, machine learning, commaodity sensors, and embedded systems
[13] of wireless sensor networks, integrated and discrete control systems,

all automation systems(including home and building automation), and more [14].

The following figure depicts a summary of 10Ts landscape;
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https://w1kipedia.org/p.php?https://en.wikipedia.org/wiki/Machine_learning
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https://w1kipedia.org/p.php?https://en.wikipedia.org/wiki/Control_system
https://w1kipedia.org/p.php?https://en.wikipedia.org/wiki/Automation
https://w1kipedia.org/p.php?https://en.wikipedia.org/wiki/Home_automation
https://w1kipedia.org/p.php?https://en.wikipedia.org/wiki/Building_automation
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Figure 1.1: 1oTs landscape [15]

Both human generated and machine generated data will be in different formats as
structured, semi-structured, and unstructured.

Structured data refers to any data that resides in a fixed field within a record or file.
This includes data contained in relational databases and spreadsheets while
Unstructured data is all those things that can't be so readily classified and fit into a neat
box: photos and graphic images, videos, streaming instrument data, webpages, PDF
files, PowerPoint presentations, emails, blog entries, wikis and word processing
documents. Additionally, Semi-structured data is a cross between the two. It is a type

of structured data, but lacks the strict data model structure. With semi-structured data,
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tags or other types of markers are used to identify certain elements within the data, but
the data doesn't have a rigid structure. For example, word processing software now can
include metadata showing the author's name and the date created, with the bulk of the
document just being unstructured text. Emails have the sender, recipient, date, time
and other fixed fields added to the unstructured data of the email message content and
any attachments. Photos or other graphics can be tagged with keywords such as the
creator, date, location and keywords, making it possible to organize and locate
graphics. XML and other markup languages are often used to manage semi-structured
data [2].

A brief comparison of main characteristics of this three data types is given in the

following section;

Table 1.4: Comparison of structured, semi-structured and unstructured data

Technology Relational XML, RDF, CSV... Character
database table binary data
Storage RDBMS, XML Repository...  Unmanaged file
spreadsheets structures
Metadata Syntax Semantics, Syntax Semantics
Integration ETL, ELT Legacy Systems Batch Processing,
Tools manual data entry
Standard SQL, ADO.NET, OpenXMl, JPEG, Social
ODBC JSON,SMTP, Media inputs,

SMS,CSV...

Twitter records ...



Databases

Context

Scalability

Robustness

Flexibility

Transaction

Management

Version

Management

Query
Performance

1.3.4 Value

MySQL,

Oracle

MsSQL,

Text,
BLOB..

digit,

Difficult

Very Robust

Schema dependent

Matured, various
concurrency

techniques

Versioning  over

tuples, rows, tables

Structured  query
allows  complex

joins

MongoDB,
STORED etc..

XML,
JSON..

HTML,

Simple

Not widely spread

Flexible tolerant
schema
Adapted from

RDBMS not yet
Matured

Versioning over

tuples or graphs is

possible

Queries over
anonymous  nodes
are possible
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Hadoop,
HDInsight,
MongoDB

Text, image, audio,

video, documents

Very Scalable

Robust

Very flexible,

absence of schema

No transaction
management, no

concurrency

Versioned as a

whole

Only textual

queries possible

Data value measures the usefulness of data in making decisions. It has been noted that

“the purpose of computing is insight, not numbers”. Data science is exploratory and

useful in getting to know the data, but “analytic science” encompasses the predictive

power of big data [16]. Data especially the unstructured data does not give valuable

insights unless it is processed by using several techniques and tools. Big data makes
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this process more difficult because of its volume. Fortunately, hardware’s processing
power and storage capacity are also increasing in very a high speed and parallel
computing techniques coupled with Big Data technologies like Hadoop, HDFS,
MapReduce, Spark etc. makes big data mining possible to gain value from huge

amounts of messy data.

1.3.5 Veracity
A lot of data generated are noisy, e.g., data from sensors. Data are often incorrect. For

example, many websites you access may not have the correct information. It is difficult

to be absolutely certain about the veracity of big data [17].

In other words, veracity is about the completeness and accuracy of data. The main
causes can be listed as; data inconsistency and incompleteness, ambiguities, latency,
deception and model approximations. IBM reports that more than 12 terabytes of
Tweets created daily and more than 5 million trade evets is generated per second, all
these operations result in more than 100 different types of data and only 1 of 3 decision

makers trust their information [18].

This shows the importance of veracity of the data and as expected unstructured big
data is more likely to have less veracity than structured data. However, big data is more

likely to include useful information hidden in it.

1.4 Big Data Taxonomy and Lifecycle of Big Data
As mentioned above, today data generation speed is very high and getting higher day
by day. Proportional to this high speed data types constituting big data spread a very

wide range. Following part summarizes the main classification of sources of big data;

= Electronic Device Records and Sensor Data: Especially this kind of data is
being produced on real-time for example industrial and biological sensors

= Social Network Data: This kind of data is generated as a result of human
interactions on internet. Nearly all social networking data consists of
unstructured text in natural languages and needs to be analyzed via special
analytic methods like sentiment analysis, trend topics analysis in order to take

out valuable information and meaningful insights.
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= Business and Financial Transaction Data: This kind of data will be
structured, semi- structured or unstructured form and data is produced at a very
fast pace since every commercial organization keeps its activities’ and
transactions’ logs. These logs may be stored in relational databases or in plain
text, PDF, Excel, picture forms etc.

= Electronic Files: These type of data consist of unstructured
documents, statically or dynamically produced which are stored or published as
electronic files, like Internet pages, videos, audios, PDF files, etc.

» Broadcasting Data: Refers to video and audio produced on real time, getting
statistical data from the contents of this kind of electronic data. Broadcasting
data is huge in amount and hard to handle. it requires different analytic methods.

= Large Scale Science: Refers to outputs or inputs of scientific researches. May
be in structured, semi structured or unstructured form like digital measurement
data or medical images.

= Network Security: Refers to logs of network activities in order to keep the

system secure generally in structured form [20].

Giving the taxonomy the following section mentions about the big data lifecycle. All
data requires a well-designed lifecycle management process. The traditional data
lifecycle consists of mainly 4 steps as; collection, storage, analyze and consume
phases. However, big data is more complicated so is the most demanding type. As
Khan stated [19]; ‘This problem was first raised in the initiatives of UK e-Science a
decade ago. In this case, data were geographically distributed, managed, and owned
by multiple entities [4]. The new approach to data management and handling required
in e-Science is reflected in the scientific data life cycle management (SDLM) model.
In this model, existing practices are analyzed in different scientific communities. The
generic life cycle of scientific data is composed of sequential stages, including
experiment planning (research project), data collection and processing, discussion,
feedback, and archiving [58-60]. The following section presents a general data life
cycle that uses the technology and terminology of Big Data. The proposed data life

cycle consists of the following stages: collection, filtering & classification, data
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analysis, storing, sharing & publishing, and data retrieval & discovery. The following

sections briefly describe each stage as exhibited in Figure 1.2.

Sharing/publishing ‘

L
Retrievefreuse/discover - Security i
3

| » Privacy +— » Ethical and legal specification
« Confidentiality » Organization and documentation

+ Integrity » Representation

; » Availability ™ g
+ Governance

! J Storing

» Searching
» Retrieval
» Decision making

L | Management plans
» Content filtering

= Distributed system
« Partition tolerance

= Consistency |+ Simple DB
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+ Voldemort
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{-. Raw dat;: ) [ N [Situcturc.’unstructure ) ,C Visualization/interpretation W

Diata analysis

* Cleaning/integration » Cleaningfintegration » Technique and technology
» Log files = Filtering criteria » Tool selection - » Diata mining algorithm
+ Sensing - » Cluster
+ Mobile equipment » Correlation
+ Satellite » Statistical
+ Laboratory = Regression
+ Supercomputer » Legacy codes
= Indexing
» Graphics

Figure 1.2: Proposed data life cycle using the technologies of Big Data [19]

Here, the raw data implies the bare data generated by the systems listed above in
structured, semi-structured or unstructured forms. Collection, filtering and integration
phase is the first stage of big data lifecycle. Then filtering and classification phase aims
to sort data according to its structure and other filtering criteria. Data analysis phase
aims to interpret data using data mining algorithms like: clustering, correlation,
statistical, regression, legacy codes, indexing or graphics. After data analysis data is
stored in suitable database like: SimpleDB, Big Table, Hadoop, MapReduce,
Memcache DB or Voldemort. Then optionally, publishing the findings will be

considered parallel with the security stage. Because some risks threaten big data like
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data leakage and additionally, confidentially, integrity, availability and governance
issues must be handled. After all these eight steps data retrieval and decision making
phase come and the lifecycle will be completed according to Khan’s method. However,
there are some other models proposed some other researchers, an accepted 9 step of

big data lifecycle model is presented by the Figure 1.3

Business Case
Evaluation

Utilisation of
Analysis Results

Data Identification

Data Acquisition

Data Visualization and Filtering

Data Analysis Data Extraction

Data Aggregation
and
Representation

Data Validation
and Cleansing

Figure 1.3: Big Data Lifecycle [21]

Although the differences between models the common inspiration says that big data
analysis differs from traditional data analysis in many aspects. Therefore, big data
analysis requires a more structural approach, so given lifecycle helps personals or
organizations dealing with big data for a systematical and efficient analysis.
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1.5 Big Data Storage Management and Security

Big data is a different data concept therefore it requires a different storage and

management procedure. This procedure has to meet the following key requirements;

[22].

Scalability

Tiered storage support

Self-managing

High availability

Wide accessibility

Security

Self-healing

Integration with legacy applications

Enable integration with public, private and hybrid cloud ecosystems [65]
Work flow automation support [65]

Both analytical and content applications support [65]

Reckon with these requirements the following physical storage options will be

considered to store big data;

Traditional Storage Systems(RDBMS)

NAS, SAN

DAS, Tape

Object-based Storage

Distributed Nodes

Scale Out NAS

Hyper Scale Storage (Google, Facebook, Apple etc.) [22]

Traditional storage systems are not an efficient way to store big data in terms of

satisfaction of the requirements listed above.

A small comparison of mostly-used storage systems seen below;
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Table 1.5: Comparison of mostly used data storage systems [24]

Distributed nodes

Scale-out
network-attached
storage(NAS)

All-Solid-State
(SSD) arrays

Object-based

storage

Most often implemented as
low-cost commodity JBOD
directly attached to the

compute server: can be true

direct-attached storage or even

SErver memory

NAS capable of scaling
throughput and capacity in

tandem or separately: usually

has its own distributed or

clustered file system

All-SSD arrays can be
implemented like JDOB and
distributed nodes, or as a

traditional fully featured array

Stores data in flexible
containers, not blocks; uses
hash tables and replication

instead of RAID; allows peer-

to-peer file sharing across

distributed nodes

Hadoop, small distributed
files

Large files processing;
more traditional extract,
transform, load
implementations of big
data

High performance
processing where time is

of the essence

Organizations willing to
experiment, but in search
of a real competitive

advantage

Giving the physical storage options briefly, following part summarizes available

database management tools and technologies for big data;
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1.5.1 NoSQL (not Only Structured Query Language)
Big data by its nature could not fit traditional RDBMS. Therefore, as a different

approach NoSQL has been developed by the big companies like Google, Amazon,
Yahoo etc. in order to meet the need of propagating data storage. As Adiba stated the
main objectives of NoSQL systems are to increase scalability and extensibility, using
classic hardware. They also ensure reliability, fault tolerance, and good performance
despite the increasing number of requests. The common characteristic of these systems
is that they enable data manipulation without having to define a schema, so data are
mainly semi-structured. Thereby, they avoid schema definition and database loading
after data cleaning. The characteristics of these systems architecture are: horizontal
extensibility for executing distributed simple operations on a multitude of servers; data
partitioning and duplication on several servers (data shading); low level interfaces for
accessing the systems; concurrent access model more flexible than ACID transactions;
distributed indexing and in memory storage; easy data structure evolution. They
provide basic CRUD functions adapted for efficiently manipulating data structures

according to their underlying data model [25].

NoSQL now leads the way for the popular internet companies such as LinkedIn,
Google, Amazon, and Facebook - to overcome the drawbacks of the 40-year-old
RDBMS. Following figure summarizes the market places and the economic value of
NoSQL.
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Figure 1.4: Big data applications landscape [26]

1.5.2 NewSQL
NewSQL is next-generation Scalable RDBMS for OLTP that provide scalable

performance of NoSQL systems for read-write workloads, as well as maintaining the
ACID guarantees of a traditional database system [27].

Learning NewSQL is easier than SQL and it is more elegant, consistent, and well
defined.

NewSQL is not a variety of Object Database and has a different approach based on top
of the cross database library LDBC, therefore it should not be considered a subset or

extension of SQL.

In SQL data is stored in RDBMS. In NOSQL data is stored in graphs and trees and
NewSQL gives both advantages. In SQL goes in one machine where as in NoSQL data
is distributed and NEWSQL gives advantages of both. Here, a comparative study
shows the main difference of traditional SQL, NoSQL and NewSQL databases [28].


https://www.dezyre.com/NoSQL-Databases/27
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Figure 1.5: Relationship of Traditional SQL, NoSQL and NewSQL

1.5.3 Cassandra
Cassandra is an open source data storage system suitable for large amounts of data

spread over the World served by Apache Foundation. It is distributed and decentralized

and provides highly available service with no single point of failure [29].

Cassandra is scalable, fault-tolerant and consistent. It serves key-value and column-
oriented databases created at Facebook and is being used by many biggest companies

like Facebook, Twitter, Cisco, Rackspace, eBay, Twitter, Netflix, and more.
Additionally, Cassandra serves the following facilities;

e Elastic scalability
e Always on architecture
e Fast linear-scale performance
e Flexible data storage
e Easy data distribution
e Transaction support (ACID)
e Fast writes [29]
1.5.4 MongoDB
MongoDB is a cross-platform, document oriented database that provides, high

performance, high availability, and easy scalability. MongoDB works on concept of
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collection and document. A document is a set of key-value pairs. Documents have
dynamic schema. Dynamic schema means that documents in the same collection do
not need to have the same set of fields or structure, and common fields in a collection's
documents may hold different types of data [30].

Following table shows the relationship of RDBMS terminology with MongoDB;

Table 1.6: RDBMS and MongoDB terminology [30]

RDBMS

Database = Database
Table o« Collection
Tuple/Row <« Document
Column - Field
Table Join o« Embedded Documents
Primary Key - Default key_id
Database Server And Client
Mysald/Oracle A4 mongod
mysal/salplus -« mongo

In MongoDB the data can have a hierarchical structure, named JSON. Here is a sample
of JSON document:

Firstname :
Lastname :
Hobbie=s:
f

f

" JTohn "
"rSteven "

Hobbyname : "Tennis",
HoursPerDate 5

b

i
Hobbyname : "Swimming® .
Hours=PerDate 3

¥

Figure 1.6: MongoDB JSON code sample [31]

1.5.5 HBase
HBase is an open source, non-relational big data storage system developed in Java

programming language and served by Apache Foundation. HBase is widely used when
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random and real-time access to Big Data is required and is operates on the top of HDFS
[32].

1.5.6 Hadoop

Hadoop is open source big data processing software served by Apache foundation
again. Hadoop provides reliability and scalability. Using distributed programming
techniques Hadoop enables processing the large volume of data across clusters of
machines. Hadoop uses batch processing paradigm and MapReduce framework, in

order to process data in small batches [33].

1.5.7 Apache Spark
Spark is open source Apache product which enables fast processing of data with large

volume using cluster computing methods. Spark resembles Hadoop in operating on
batches but its batch window size is remarkable small than Hadoop. It supports Java,
Python and Scala programming languages to develop new modules according to the
needs. Additionally, spark supports SparkSQL for SQL processing, MLIib for machine

learning, GraphX for graph processing and Spark Streaming for stream analysis [34].

1.5.8 Yahoo S4
Yahoo S4 is a real-time data stream processing tool developed by Yahoo and later

joined Apache. Yahoo S4 enables modular programming and design of new
applications according to needs. It uses a distributed architecture inspired by
MapReduce [35].

1.5.9 Storm
Strom is the result of the idea of developing a stream processing system which can be

presented as a single program of Nathan Marz. Spark joined Apache Foundation in
2014. Apache Storm supports developers to build real-time distributed processing
systems, which can process the unbounded streams of data very fast. It is also called

Hadoop for real-time data.

Apache Storm is highly scalable, easy to use, and offers low latency with guaranteed
data processing. It provides a very simple architecture to build applications called
Topologies along with enabling developers to develop their logic virtually in any
programming language. Also it supports communication over a JSON-based protocol
over stdin/stdout [36].
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1.5.10 SimpleDB
SimpleDB is a distributed document-oriented database developed by Amazon in

Erlang programming language. Although SimpleDB has some similarities it differs
from relational databases in many aspects. For instance, like a relational database,
SimpleDB is designed for storing tuples of related information. Unlike a relational
database, SimpleDB does not provide data ordering services—that is left to the
programmer. Instead of tables, SimpleDB offers domains, which are schema-less. A
domain is filled with items— similar to a row. Each item must have a unique name
(which is not generated by SimpleDB) and may contain up to 256 attributes. Each

attribute can have multiple values [37].

A weaker version of consistency of traditional database management systems is
provided by SimpleDB called eventual consistency. This is often considered a
limitation, because it is harder to reason about, which makes it harder to write correct
programs that make use of SimpleDB. This limitation is the result of a fundamental
design trade-off. By foregoing consistency, the system is able to achieve two other

highly desirable properties:

1. Availability — components of the system may fail, but the service will continue
to operate correctly.

2. Partition tolerance — components in the system are connected to one another
by a computer network. If components are not able to contact one another
using the network (a condition known as a network partition), operation of the

system will continue [38].

1.5.11 CouchDB
CouchDB is an open source NoSQL document based storage database developed by

Apache software foundation. CouchDB uses JSON, to store data (documents), java
script as its query language to transform the documents, http protocol for API to access
the documents, query the indices with the web browser. It is a multi-master application
released in 2005 and became an apache project in 2008. The main pros of CouchDB

can be listed as follow;

e Uses HTTP-based REST API, which helps to communicate with the database

easily
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e Provides a simple structure of HTTP resources and methods (GET, PUT,
DELETE) are easy to understand and use.

e Provides a flexible document-based structure, there is no need to worry about
the structure of the data.

e Provides with powerful data mapping, which allows querying, combining, and
filtering the information.

e Provides easy-to-use replication, using which you can copy, share, and

synchronize the data between databases and machines [39].

1.5.12 Redis
Redis is an open-source in-memory database project implementing a distributed, in-

memory key-value storage with optional durability. Redis supports different kinds of
abstract data structures, such as strings, lists, maps, sets, sorted sets, hyper logs,
bitmaps and spatial indexes. The project is mainly developed by Salvatore Sanfilippo
and is currently sponsored by Redis Labs [40].

1.5.13 Elasticsearch

Elasticsearch is a search engine based on Lucene which is an again Apache’s high-
scalable open source, text search engine library. Elasticsearch provides a
distributed, multitenant-capable full-text search engine with an HTTP web interface
and schema-free JSON documents. It is developed in Java and is released as open
source under the terms of the Apache License. Official clients are available
in Java, .NET (C#), PHP, Python, Apache Groovy and many other languages.
According to the DB-Engines ranking, Elasticsearch is the most popular enterprise

search engine followed by Apache Solr, also based on Lucene [41].

Elasticsearch uses Kibana which is an open source data visualization tool. On huge
volumes of data users can generate scatter, bar and line plots along with maps and pilot
charts Using Kibana plugin.
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CHAPTER 2

IMPORTANCE and BENEFITS of BIG DATA
ANALYTICS

Although it requires some more budget and work power, many big companies and

governments interest in big data because of its function of extracting meaningful

information and other valuable returns from huge mess of raw data. A brief list of

remarkable benefits of big data analysis given below in following main categories;

2.1 Business Aspect Benefits

Getting insights about the customer activities

Making more meaningful business decisions

Improving sales and service quality

Integrated customer behavior modeling

Support for CDR (call details records) processing

Support for churn prediction (prediction of the customers who are more likely
to cancel their subscription, product or service.)

Support for operations and failure analysis from device, sensor and GPS inputs
Support for Voice-to-text mining for understanding customer behavior
Analyzing internet behavior and buying patterns [42]

Increasing overall revenue and decreasing costs

Understanding customer demands and expectations

Improving product quality and features

Effective utilization of workers and production lines

Improving the efficiency of advertisements

Increasing company reputation and customer satisfaction

Increase systems security

Preventing possible losses

Detecting possible fraud in online transactions

Having idea about new product and service ideas
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2.2 Governmental Benefits

Enabling public security by analyzing sensor data, networking logs and social
network data against to terror and cyber attacks

Predicting epidemic contagious diseases

Decreasing crime rates

Enabling crime early warning systems

Enabling intelligent traffic management systems [42]

Detecting incidents relationships, take precautions and making meaningful
forecasting in healthcare, education, military, agriculture and other fields
Building and managing smart cities

Improving transparency and decision-making while reducing costs [43]
Understanding citizens’ demands and take possible precautions

Detecting tax frauds and minimize it

Improving mission outcomes

Make better decisions more quickly

Identifying and reduce inefficiencies

Eliminating waste, fraud and abuse

Boasting return of investment and cut total cost of ownership [44]

and so on.



CHAPTER 3

TEXT ANALYTICS and BIG DATA TEXT ANALYTICS

Like mining process of raw materials, data needs to be processed in order to get the
core and valuable essence of it. Information is the first upper level of the processing
output of raw data. Knowledge is the next level and wisdom is on the top. The

following figure show the old pyramid of data.

VN
A
LS NN\
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Figure 3.1: Data-Wisdom Pyramid [45]

As stated above, big data hides the wisdom in it. In order to reach that wisdom, we
need to analyze it and maintain the knowledge management process. The following

section summarizes the knowledge management concept briefly.

3.1 The Knowledge Management Concept

Knowledge management is an important term for all types of organizations. It is used
for explaining the deliberate, systematic and synchronized approach to ensure the full
utilization of the company’s knowledge base, paired with the potential of individual
skills, competencies, thoughts, innovations, and ideas to create a more efficient and

effective company [46].
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In other words, as King states knowledge management is the planning, organizing,
motivating, and controlling of people, processes and systems in the organization to

ensure that its knowledge-related assets are improved and effectively employed.
The processes of KM can be listed as below;

e Knowledge Acquisition
e Creation

e Refinement

e Storage

e Transfer

e Sharing

e Utilization

Following figure illustrates the Knowledge management process model;

Creation Transfer

\‘ Oreanizational
- Indernalzation
Combination E!plv-uhm /
- Encading Eisbaration
E o=

Claaning Thoroughness
Acquisition - Indexing it faciiate)
Standardizing
- Organiery - laoaton
- Search - Distiling Individual Leaming
- Sourcirg Integrating Colecive Learing
Geating o - Collaberative Problem-Sahing
) Eu:::'-; Tor ) E’“m"ﬂw
reating Dynarmic Capabiies
BppeCEREneSS )
Pring Knowdedge Ae-Lss
Selection lor inclusion
if Férmory

Figure 3.2: Knowledge Management Process [47]

KM function in the organization operates these processes, develops methodologies and
systems to support them, and motivates people to participate in them. The main

objectives of KM are the leveraging and improvement of the organization’s knowledge
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assets to effectuate better knowledge practices, improved organizational behaviors,
better decisions and improved organizational performance [47]

3.2 Big Data and Knowledge Management

Being in a fast changing technologic world, we need to understand and make
meaningful decisions for future from the data in hands. Especially, organizations
should create and maintain the business knowledge process healthy. Today, there are
two main approaches for knowledge management as traditional KM and big data-
based KM methods. As Shorfuzzaman states and the following figure illustrates;
“Traditional approach typically focuses on conversion of tacit knowledge into explicit
knowledge. The normal flow is to capture people's know-how and good practices and
then to codify them and put them into repository. On the contrary, big data-based KM
deals with discovering the rise of new knowledge based on the huge volume of data
that are amassed today. This data is mostly collected from internal sources in addition
to external sources, especially from the clouds that we have access to. The focus of big
data-based KM will be to do knowledge predictions, knowledge navigation, and
knowledge discovery to support enhanced operations and decision making in
organizations. These two approaches are in fact not mutually exclusive and can be

applied to help businesses and societies at the same time.” [48].

Traditional KM Process Big data-based KM Process et

" trends
data
= Customer
Added Context Analytics . dataetc.

Information Information
Learning and Experience Intelligence and Skills

Tacit and Explicit Knowledge Extracted Knowledge/ Actionable Insights

Figure 3.3: Comparison of Traditional KM process vs Big Data based KM process [48]
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At this point we can say that Big data helps us to handle and analyze raw structured
and unstructured data comes from various channels with large volumes, so from
acquisition to utilization phases big data can be considered as an enabler of knowledge

management.

Following table summarized the differences between traditional KM and big data-
based KM methodologies;

Table 3.1: Comparison of Traditional KM vs Big Data Based KM [48]

Traditional Knowledge Big Data based Knowledge
Management Management

Knowledge Type  Both tacit and codified knowledge Data is processed in real time to extract
useful knowledge

Necessary Skills ~ Apparently not necessary Analytical skills are highly necessary
Orientation Highly person oriented Depends on more on machine, less on
person

Interaction Requires frequent face to face Requires minimal face to face interaction
interaction with people with people

Knowledge Tacit knowledge repository is mostly Cloud storage is mostly used. Knowledge

Creation and people’ brain. Tangible storage of huge is created through perpetual flow and

Storage size. processing.

A new generation of data management for decision support process is being created
by big data today. And businesses are aware of the opportunities that big data held. A
crucial component of deriving valuable information from data and also big data is use
of analytics [49]. Therefore, the analytics phase of big data is an important component
of knowledge extraction and decision making for business and governments.
According to main purpose of this thesis study a review of big data analytics concept
and a deep look at text analytics concept is going to be handled.

3.3 What is Analytics?

Collection and storing data is the first step and easy job but do not serve applicable
insights by itself. So the collected data needed to be processed. In 1970s “Decision
Support Systems” (DSS) was established in order to meet the need of value extraction

from data. In 1990s “Business Intelligence” (BI) concept emerged and take the place
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of DSS. Up to 2010s BI had an important function for organizations. From 2010s the
concept of “Analytics” is the main functional actor of information extraction
mechanism. While dictionary explanation of analytics is “Information resulting from
the systematic analysis of data or statistics”, it is defined as “Discovery, interpretation,
and communication of meaningful patterns in data. Especially valuable in areas rich
with recorded information, analytics relies on the simultaneous application of

statistics, computer programming and operations research to quantify performance.”

[50].

At this point it can be said that “Big data analytics examines large and different types

of data to uncover hidden patterns, correlations and other insights.” [51].

Giving the necessary definitions the main methods used in big data analytics listed

below;

3.3.1 Descriptive Analytics
Helps the extraction of information about past and present in an easily understandable

form. The presentation of population data which classifies population across a country

by sex, job, income, tax, ethnic root etc. can be given as an example [17].

3.3.2 Predictive Analytics
By using statistical methods, neural networks, and machine learning algorithms

predictive analysis serves the ability of foreseeing of expected event that can happen

in the near future from available data in hand [17].

3.3.3 Exploratory / Discovery Analytics
This type of analytics enables figuring out the unexpected relationships between

different parameters in collections of big data [17].

3.3.4 Prescriptive Analytics
Prescriptive analysis identifies opportunities to optimize the solutions to existing

problems from previous data [17].

3.3.5 Golden Path Analysis
Golden path analysis is a new and extraordinary type of predictive analysis. It focuses

on the large volume of data associated with the activities or actions of people
(behavioral data) in order to identify patterns of evets or activities that foretell

customer actions such as not renewing a cell phone contract. The main motivation
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point of golden path analysis is predicting customer behavior and by using some offers
change the anticipated behavior [49].

3.4 What is Text Analytics?

Hurwits and Association Company defines the term text analytics; “Text analytics is
the process of analyzing unstructured text, extracting relevant information, and

transforming it into structured information that can be leveraged in various ways.”

[52].

The following list summarizes the benefits of text analytics;
* Monitor and analyze brand reputation

* Determine purchase behavior

* Identify product issues

 Summarize surveys, customer reviews

* Improve customer service and customer experience management
* Understand customer feedback

* Improve customer retention

* Predict and reduce churn

* Identify and reduce frauds

* Develop cross-sell, upsell strategies

* Design next best offer strategies [52]

And according to Zaratsian common techniques of text analysis can be summarized as

follow;

e “Text Mining (i.e. Text clustering, data-driven topics)

e Categorization (i.e. Tagging unstructured data into categories and sub-
categories; hierarchies; taxonomies)

e Entity Extraction (i.e. Extracting patterns such as phrases, addresses, product
codes, phone numbers, etc.)
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e Sentiment Analysis (i.e. Tagging positive, negative, or neutral with varying

levels of sentiment)

e Deep Linguistics (i.e Semantics. Understanding causality, purpose, time, etc.)”
[66]

As expected text analysis has a process flow illustrated as below;

1-Text
Identification
10-

Visualization 2-Text Mining

a.
Summarization

3-Text
Categorization

Text
Analytic

4-Text
Clustering

E-Sentiment
Analysis

7-Link Analysis 5-5Search
6 Access
cntity/Relation
Modeling

Figure 3.4: Text Analytics Process flow [53]

3.4.1 Data Cleaning and Preprocessing
In general, the analyst needs to clean and preprocess text data before applying analytics

process. The main aim of preprocessing is to make the inputs to a given analysis less
complex in a way that does not adversely affect the interpretability or substantive
conclusions of the subsequent model. In practice, perfecting this tradeoff- simpler data,
but not too much information loss- is a non-trivial matter, and scholars have invested
considerable energies in exploring the optimal way to proceed [54]. Most common

methods used in preprocessing are;
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e Decapitalization

e Tokenization

e Pruning words back to their stems i.e. stemming

e Removing very common words (like of, the, an etc.)
e Removing numbers (if numbers are meaningless)

e Removing punctuation characters

e Removing Infrequently Used Terms

e Inclusion of n-grams

e Striping white spaces

Today, the importance of text analytics is accepted and companies along with
governments give attention to it. This means more focus and work power are given to
this issue. Following figure illustrates a general view of the application areas of text

analytics and changes the percentages according to years;

Voice of the Customer / Customer Experience... 3%

Research (not listed) 3%

38%
Brand/product/reputation management

Competitive intelligence e

Search, information access, or Question Answering
Customer /CRM

Content management or publishing

Online commerce including shopping, price...

Life sciences or clinical medicine

E-discovery

Insurance, risk management, or fraud w2014

Other 2011

Product/service design, quality assurance, or... 2009
Financial services/capital markets
Intellectual property/patent analysis

Law enforcement

Military/national security/intelligence

0% 10% 20% 30% 40% 50%

Figure 3.5: Application landscape of text analytics [55]
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3.5 Why Big Text Data Analytics and Big Data Text Analytics

Process Flow

Giving the benefits and applications of text analytics the importance of big data text
analytics takes attention, because the amount of unstructured text data including
emails, surveys, digital documents, call center logs, claim records, customer forms,
customer letters, public requests and recommendations, public complaints, blogs,
social media entries, tweets, forums, articles, reports, all other web entries etc. is one
of the main sources of big data. In order to get benefit from all these sources we need
to apply text analytics on big data. As is known big text data differs from traditional
text data stored in RDBMs, so it needs a modified approach of text analytics. An

accepted big data text analytics model is given below;

Understanding Big
Data

Building predictive

or other models Data acquisition

Applying Text
Analytics

Preprocessing

Applying big data
technologies and
mining

Figure 3.6: Big Data text analytics process flow [53]

3.6 Main Terminology of Text Analytics
In the following section the main and most commonly used terms of text mining are

given according to the Gartner’s Text and Data Mining glossary [56].

3.6.1 Application Programming Interface (API): The abbreviation API is used to

explain the technically developed environment that enables the users to reach huge
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amount of information varying from text to objects in a format that readable by
machine [56].

3.6.2 Corpus: Generally used as “text corpus” and it means a set of documents, like

web pages or journal articles [56].

3.6.3 Crawling: For scraping information from a website the automatic technique is

called crawling, by finding and following links [56].
3.6.4 Entity: Used for defining e real world thing such as dog [56].

3.6.5 Extensible Mark-up Language (XML): Maybe the mostly used document
markup standard of web is XML. That is designed for enabling simplicity and
flexibility for web authorship and design. In addition, XML is not in a fixed-format so
it differs from HTML [56].

3.6.5 Hypertext Mark-up Language (HTML): HTML is developed for building web
pages, that is in text based format and can be translated by web browsers in to its own
structure [56].

3.6.6 Information Extraction: In order to automatically discard some specific words

or information from the going to be analyzed unstructured text [56].

3.6.7 Machine Learning: The overall of the statistical methods and mathematical

algorithms used for automatically extract patterns from data [56].

3.6.8 Natural Language Processing (NLP) Tools: NLP tools are some software
services and systems that helps the analyzer in order to do automatic analysis [56].

3.6.9 Ontology: An ontology consists of a domain of entities and their relationships
as an organization. For example, a domain could be “automobile” or “chemistry”, the
entity could be a specific car brand e.g. Mercedes and all the forms that it might show

up in a particular text [56].

3.6.10 Parsing: (Linguistic) To define the syntactic analysis of some text namely
identifying how a sentence traces the grammar rules of a language, the word parsing
is used. It breaks down a sentence into its sub components like words [56].
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3.6.11 Relationship Extraction: Refers to the process of automatically finding
relationships between two or more entities within a text. Usually used for finding

semantic relationship [56].

3.6.12 Semantic Relationship: Semantic relationship is used for defining the
linguistic relationship between at least two entities for enabling the machine to

understand the relationship between those two or more entity [56].

3.6.13 Sentiment Analysis: The extraction of words or phrases which have emotional
meanings. For example, the sentence “The meal was tasteless and low-quality”

indicates a negative sentiment as the word “tasteless” have emotional meanings [56].

3.6.14 Scraping: Refers to the method of automatic data extraction from human-
readable output that is coming from another program, web page or another computer

program [56].

3.6.15 Taxonomy: Taxonomy refers to a vocabulary that is organized in hierarchical
control, or enriched with synonyms and non-hierarchical relationships e.g. human is a

homo-sapiens, is a mammal, etc. [56].

3.6.16 Text and Data Mining (TDM): Text mining is the process of data analysis of
the text extracted from natural language products like newspapers, books etc. assuming
the text as a data form. Generally merged with data mining and referred as text and
data mining (TDM) [56].

3.6.17 Treebank: Refers to a complete works of syntactically parsed documents used

to train text and data mining models [56].

3.7 Common Text Analytics Tools
Although the plenty of data analytics tools, at this part of the thesis a list of mostly

used commercial and open source text analytics tools is given in tabular form;



Analytical
DBMS

Predictive
Analytics

Contact
Center
Platforms

Table 3.2: Summary of text analytics tools [57]

IBM DB2, HPE Broad text

Vertica, Teradata mining

Aster Analytics,

Oracle (via OEM of

Lexalytics), SAP

Hana, and SAP 1Q

Alpine Data Labs, Broad text

Alteryx, Angoss mining

Software, Dell, capabilities

FICO, IBM,

KNIME, Microsoft,

Oracle, RapidMiner,

SAP, SAS, and

Teradata Aster

Analytics

CallMiner and Mostly

Genesys speech -to-
text mining
and

analytics

Tech

Management

Business

Business
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Improving
performance
of high
number of
records
processing
using
scalable
DBMS

engines.

Leveraging
results of
text mining
into
predictive

models.

Improving
contact
center agent

quality



Data

integration

Document
and
eDiscovery
Classificati

on

Enterprise
Content
Manageme
nt (ECM)

Natural
Language
Processing
(NLP)

Ab Initio,
Informatica, and
SAP

Active Navigation,
Exterro, FTI
Consulting, HPE
Records Manager,
IBM StoredIQ
eDiscovery,
Knowliah,
Megaputer, Nuix,
and OpenText

Discovery

IBM, Lexmark
Enterprise Software,

OpenText

AlchemyAPI,
Apache OpenNLP,
Basis Technology,
Content Analyst,

Broad text
mining

capabilities

Focused on
document
classificati

on

Focused on
document
classificati

on

Natural
language

processing

Tech

Management

Business

Business

Tech

management
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Preparing
data for
loading into
data
warehouses,
datamarts, or

to be used

by apps.

Classifying
documents
by
categories
(e.g., risk,
compliance,

etc.).

Classifying
documents
by
categories
(e.q., risk,
compliance,

etc.).

Embedding
NLP into
other

platforms



Search

Social
Media

Listening

Google Cloud
Machine Learning
and HPE Haven

OnDemand

AddStructure,
Attivio, Coveo
Solutions, Google,
HPE, IBM,
Lexmark
International,
Lucidworks,
Mindbreeze, Oracle
BigData Discovery,

and Squirro

Brandwatch,
Clarabridge, EPAM,
Infegy, NetBase,
Synthesio, and

Sysomos

Broad text
mining

capabilities

Focused on
sentiment

analysis

Tech

management

Business
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and

customer

apps.

Improving
keyword
search
results with
semantic
search and
knowledge

discovery.

Garnering
insights
from social
and
mainstream

media
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CHAPTER 4

In this section of the thesis, the main dataset will be introduced.

OFFICIAL GAZETTE

4.1 About Turkish Official Gazette i.e. Resmi Gazete

Official Gazette is the official publication organ of Turkish Republic that the validity
of many official transactions depends on. Roots of Official Gazette depends on
“Takvim-i Vekai” which was a journal published weekly during the administration of
Sultan 1. Mahmud.

However, The Turkish Republic’s official journal has been started its life at
10/07/1920 by the decision of Grand National Assembly. This date still exists on the
first page of Official Gazette as the year of foundation. Firstly, the name of this official
publication was “Ceride-i Resmiyye” until 10/09/1923, after that date the name was
updated and used as “Resmi Ceride” up to 17/12/1927. At 17/12/1927 the name was

being updated as “Resmi Gazete” from 763" issue and still this name is being used.

Official Gazette was published weekly up to 15" issue inclusive, 16",17" and 18™
issues were published biweekly. 191 20" and 21% issues also published weekly.
However, because of the wars the 22" issue was published after two years from 21
issue. Therefore, the 134™ - 338" laws come into force without published in the
Official Gazette.

Until 01/12/1928 Official Gazette was published with ottoman letters, from that date
it was published with the current Latin letters. From 1929, Official Gazette was being
published daily except national festivals, general holidays and Sundays until
09/05/1970. According to the changes made on 09/05/1970 it is being published on
Sundays and 18/05/2009 it will be published on national festivals and general holidays
if it is necessary for the maintenance of the service. Additionally, if there is a
compulsory and urgent situation Official Gazette will be published repeatedly with the

“Miikerrer” commentary and the same number in the same day.
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Figure 4.1: First Official Gazette (Ceride-i resmiyye) with Ottoman letters

Official Gazette is formed by three main parts as legislation, execution and
administration. The content of Official Gazette is explained as “To regulate the
provisions concerning the cooperation, authority and duty fields of the Prime Ministry,
ministries and public legal entities, provided that they are not concerned with national
safety and national security and not a degree of confidentiality; regulations that cover
general provisions of public staff or public interest” in the 3011" Official Gazette
published at 24/05/1984.
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T e

Resmi Gazete

Kurulug Tarihi : (7 Tegrinievvel 1336) -7 Ekim 1920

\
Yanetim we Yazs tplert |
( Bughalmnich Noptyst [ 26 Mayis 1584 \ s
Duve Soptabie | PERSEMBE : !
s i | izl

YASAMA BOLUMU

KANUNLAR

Katahya Il Gediz ligesinin Merkezinin
Degistiriimest Haklunda Kanun
Kanun No. 3008 Kabul Tarihi, 16/5/1684

MADDE 1. — Kitahya Il Gediz [igesinin merkezi yeni yerlesim merkezi Ye-
nigediz'e nakledilmigtir.

MADDE 2. — Bu Kanun 5/8/1870 tarihinden geceri: olmeak Gzere yayim: ta
rihinde yararloge girer.

MADDE 3. — Bu Kanun hikimlerini Bakanlar Kurulu yQritor.
22/5/1984¢

—————

Gimriik Mevzuatma Gire Tasfiye Edilecek Esya
Haklonda Diner Sermaye Kanunu
Kanun No. 3007 Kabul Tarihi: 16/5/1984

BIRINCI BOLUM
Amsag, Kapsam ve Kurulug
Amag ve kapsam
MADDE 1. — Gumrik denstimindeki sundurma. aatrepo ve depolarda bu-
Jlunan ve Gimrik Kanunu ile Kacakqiifin Men ve Takibine Dair Kanuna gore tas-
fiyesi dngdrillen esyanin satiy ve tasfiyesi amaciyls gerekll yerlorde ve say:da tas-
fiye isleri doner sermaye isletmeleri kurmak ve 100 milyon lirasi cari yilda gene!

bitgodeon 6denmek Gzere Msliye vo Gamruk Bakanlifina bir milyar lira sermaye
tahsts edilmigtir.

Yasama BGmd Seyfa - 1t

Reami Garete Kodu @ 240884 Reavvt Gazets Pihriati 64 Say/adadw.

Figure 4.2: Official Gazette with Turkish letters

At present, the distribution of the Official Gazette is done by posting to the subscribers,

and everybody who wants also can buy Official Gazette from the Prime Ministry
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Printing House. In addition, it can be subscribed to the Official Gazette from domestic

and abroad for at least one-year period.

Furthermore, from 2011, all issues from 07/02/1921 of Official Gazette can be

accessed at http://www.resmigazete.gov.tr/default.aspx [58].

YONETMELIKLER
Ekonomi Bakanhgindan:

DOGRUDAN YABANCI YATIRIMLAR KANUNU UYGULAMA
YONETMELIGINDE DEGIiSIKLIK YAPILMASINA
DAIR YONETMELIK

MADDE 1 - 20/8/2003 tarihli ve 25205 sayih Resmi Gazete’de yayimlanan Dogrudan
Yabane1 Yatinmlar Kanunu Uygulama Yénetmeliginin 3 iincii maddesinin birinei fikrasina asa-
g1daki bentler eklenmistir.

“¢) Elektronik imza: Elektronik imza mevzuatinda tammlanan sekilde baska bir elek-
tronik veriye eklenen veya elektronik veriyle mantiksal baglantisi bulunan ve kimlik dogrulama
amaciyla kullamlan elektronik veriyi,

d) Elektronik imza mevzuati: 15/1/2004 tarihli ve 5070 sayih Elektronik Imza Kanunu
ile bu Kanuna istinaden yiiriirliige konulan diger mevzuati,

¢) Elektronik sertifika hizmet saglayicilan: Elektronik imza mevzuat uyarinca Bilgi
Teknolojileri ve Iletisim Kurumuna bildirimini yapmis, elektronik sertifika, zaman damgas
ve elektronik imzalarla ilgih mzmetlen saglayan kamu kurum ve kuruluslan ile gercek veya
ozel hukuk tiizel kisilerini,

f) Elektronik Tesvik Uygulama ve Yabanci Sermaye Bilgi Sistemi (E-TUYS): Tesvik
Uygulama ve Yabanci Sermaye Genel Miidiirliidii tarafindan yénetilen web tabanli uygulamay,

g) Kullamer: 5/6/2003 tarihli ve 4875 sayili Dogrudan Yabanci Yatinmlar Kanunu kap-
samindaki sirket ve subelerden istenecek bilgileri, E-TUYS aracihi@iyla Kanun kapsamindaki

sirket ve subeler adina Genel Miidiirliige bildirmek iizere yetkilendirilmis kisiler,

Figure 4.3: A sample from an Official Gazette belonging to 2018 with less noise
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YURUTME VE IiDARE BOLUMU

BAKANLAR KURULU KARARI

Karar Savisi : 2018/11479

Ulusal Maden Kaynak ve Rezerv Raporlama Komisyenu iiyelerine ddenecek huzur hakkina
iliskin ekli Karann yiriirliife konulmas:; Enerji ve Tabii Kavnaklar Bakanligimn 1/11/2017 tarihli
ve 29914 sayili yazisi iizering, 4/6/1985 taribli ve 3213 savili Kanunun ek 14 iincli maddesine gére,
Bakanlar Kurulu'nca 5/3/2018 1arihinde kararlastinlmastr.

Recep Tayyip ERDOGAN
CUMHURBASKANI

Binali YILDIRIM

Basbhakan
B. BOZDAG M. SIMSEK F. ISIK R AKDAG
Bashakan Yardimcisi Bashakan Yardimcisi Bashakan Yardimecisi Bashakan Yardimcisi
H. CAVUSOGLU A GOL F. B. SAYAN KAYA O.CELIK
Bashakan Yardimcisi Adalet Bakan Aule ve Sosyal Politikalar Bakam Avrupa Birlifi Bakam

Figure 4.4: Sample from an Official Gazette belonging to 2018 with more noise

4.2 Why Official Gazette as Data Source

The Official Gazette archive was selected as big data source for this thesis in 2013. At
the conditions of that year big data text analytics was comparatively a new concept
and data sources were very limited. After a literature review it is concluded that there

was not any study on Official Gazette in terms of text analytics.

The entire digital archive is nearly 80 GB in size. This amount may seem small for
being a big data source, however, size namely volume is only one V of big data, the V
for variety encapsulates big data as a source. Since the archive consists of unstructured
PDF text files, scanned documents as images and also maps varying in size and number

of pages it is suitable to handle with big data tools.

However, since the archive consists of scanned files the data quality is seriously low
for handling data as text. This is an unexpected and unwanted situation, although the
trials to preprocess a selected part of the archive to prepare for big data analysis, the

results have deflection from ideal.
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CHAPTER 5

APPLICATION

5.1 Introduction

The main purpose of this application is to generate a term-frequency matrix of a subset
of Official Gazette archive using Apache Spark as big data technology in order to
extract some value from lexical features of Official Gazette archives and get some
insights about the correlation between Official Gazette and TRT News archives in

terms of how they affect each other.

5.2 Technical Requirements

In this section a brief information going to be given below about development tools
used in this study.

5.2.1 Java JDK
Java is a need for HDFS by default, therefore | installed the current (JDK 1.8) as the

first step of setting up the development environment. It can be found at:
http://www.oracle.com/technetwork/java/javase/downloads/index.html

5.2.2 Apache Spark
Spark has started its life in 2009 as a subproject of Hadoop Matei Zaharia in UC

Berkeley’s AMPLab. It was donated by Apache in 2013 and in 2014 became a top-
level popular Apache project. It is designed for fast computation and can be defined as
a very fast cluster computation technology. Spark developed on Hadoop MapReduce
technology, but it extends MapReduce. The key feature makes Spark faster is in-
memory cluster computing which enables efficient computation of different types like
interactive queries, iterative algorithms and stream processing. Second key advantage

is the reduced cost of management of maintaining storage tools [59].
There are four main features makes Spark important, these are;

= Speed: In memory, Spark runs 100 times faster an application than Hadoop

Cluster and 10 times faster while running on disk. It reduces the number of read



There
figure;

and write operations to disk by storing the intermediate processing data in
memory.

Advanced Analytics: Along with support of MapReduce Spark also supports
SQL queries and machine learning libraries, graph algorithms and streaming
data processing.

Multiple language Support: Scala, Python and Java languages are supported
by Spark. So we can develop our applications in different languages according
to our needs by taking advantages of each one.

Ease of Installation: Installation of Apache Spark is considerable easy than
Hadoop. Although, Hadoop need more and notably complex configurations,

Spark serves a simple installation experience [59].

are three ways that one can use Spark on Hadoop, as depicted in following

Standalone Hadoop 2.x (YARN)  Hadoop V1 (SIMR)

Figure 5.1: Spark installation and working environments [59]

Standalone Apache Spark distribution is selected for this study because of its features

listed above like multiple language support, easy installation and fault-tolerance.
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5.2.2.1 Resilient Distributed Datasets
In this thesis study Resilient Distributed Datasets i.e. RDD is used that is an important

data structure that Spark uses. An RDD is a stable distributed collection of objects. In
an RDD every dataset is divided into logical parts, that can be computed on a different
cluster or node. Also an RDD can handle any type of Java, Scala or Python objects

along with the user defined classes [59].

In this thesis, RDD is used in Python language, related codes/scripts can be found in
Appendix A.

5.2.3 Anaconda

Wikipedia describes “Anaconda is a free and open source distribution of the Python
and R programming languages for data science and machine learning related
applications (large-scale data processing, predictive analytics, scientific computing),
that aims to simplify package management and deployment. Package versions are
managed by the package management system called conda. Anaconda Distribution is
used by over 6 million users, and it includes more than 250 popular data science

packages suitable for Windows, Linux, and MacOS.” [60].

Anaconda also supports Apache Spark. In order to work with Spark via Anaconda, the
pyspark library has to be installed, to do this; following command can used in

Windows shell under the location of Anaconda’s scripts folder.
-conda install pyspark
Anaconda can be downloaded from https://www.anaconda.com/download/

5.2.4 Python
Python is a higher-level programming language that enables programmers to write

codes resembling human language [61].
Python has following advantages that make programming with python more logical;

e Object oriented, procedural, and functional

e Open source general-purpose language

e Easy to generate interface with C/Objective C/Java/Fortran and with C++ (via
SWIG)

e Advanced interactive environment [62]
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In this study the Python 3.6 distribution that comes with Anaconda was used.

5.2.5 Jupyter-Notebook
Jupyter notebook is a free and light software tool which enables to generate readable

Python, Scala, Java or machine learning codes. It also helps to keep code along with
images, formulas, comments or plots. It comes with an integrated python version. So
we can code and compile easily [63].

In order to install jupyter-notebook conda package manager was used with the

following command on shell.

-conda install jupyter-notebook

5.2.6 Renee PDF Aide

Renee PDF Aide is a commercial software developed for converting PDF files to
different formats. It includes an OCR engine, therefore used to convert scanned archive

files to text document. The free version was used in this study, which can be found at

https://www.reneelab.com



5.3 Application Development Activity Diagram

Here, the following diagram depicts the process flow followed in this study;

'
Download and Install
Java

k 4
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[ Download Archives

.

k4

(OCR and Cleansing)

.

'
[:'re-prcucess Dataszets

L 4

.. -
Download and Install Instsallaar:drc:pgeg;iie
Anaconda with o+ Y pd__' _tp
Python and Jupyter
J Motebook
L 4
] F".-'rite Python code for
Run Spark & term freq and
J l similarity detection

¥ ¥

Export frequency Compule cosine
analysis resulis similarity
’
k 4
Generate wordftag ] ,_[ Interpret results

clouds J ’l

Figure 5.2: Application development Activity Diagram
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5.4 Implementation

As mentioned above in this thesis study, a subset of Official Gazette and TRT Haber
web news archives were selected as data source for gaining experience in big data text
analytics, extracting valuable information about both archives and get insight about
the similarity between these data sets.

Although the entire archive of Official Gazette was downloaded via a self-written
script, because of the very low quality of the scanned documents and the limited ability
of freeware OCR converters lead the study to shrink the size of the data set. To get a
meaningful insight the archive between July 2015 and July 2017 was assigned sample
data including 714 mixed (scanned, image etc.) pdf files each includes more than 1000
lines and nearly 61.551.000 words.

Additionally, in order to retrieve TRT Haber web news archive, again a self written
Python code -can be found in Appendix A- was used. This news archive was retrieved
from https://www.trthaber.com/haber/gundem/ all links between pages 353 and 895
corresponding to the selected time interval extracted firstly, then all paragraphs
attached to these links stored to disk and 542 text files consisting of about 3.794.000

words were generated.

After that, in order to prepare Official Gazette data set for textual analysis, Renee PDF
Aide (a freeware software) was used for OCR and conversion to text. The results of
conversion were considerable noisy and low quality because of the quality of scanned
files. Sample conversion results with Ottoman letter, early gazettes with low quality

and recent gazette can be seen below.

4.8 1l e el Sy v A | ¥ . <. aledy g . X | o
sy Al oty el S SoaS ol h w8y o oo B Soe aen
. . * . L
BT Mprdpet apdng = s s
e A et »)5, L S
Albdgn ) SO sl s WS e 1S ad B ey WS aulsse ae Slonpe

3 e msb ol Bl s Lop gpme )b
Sue die <050 apgie 23 WleaSS5 slb el
fe Hosale Jlas sh afagee 38k e B

St Smee Als SEH W B Ol L -

ET
meld s paaSavdpug g iad fpeihaleny Ly
2809 Ailse et a8 F B dmed Gued 15 alal
AdailSid Bl ] Ban b v 0 Pz gy aeics ) A0 g
Buragysdd dsl ol B3 ageci g ool Agkdg s

RS - 0 A 280 andeadd ek W
S TECHTSEST S SM SRS ARRUET sl

Figure 5.3: Sample conversion result of gazette with Ottoman letters



53

Kumlug
MADDE 2. Dener sermaye ialetmelerinin bfitAin mall ve idari islerini bit
merkezden dfizenlemek ve ybnetmek fizere Seyvmaningx  bulungn Jruflyg 14km
m”? SQTIIBYE liifllmelerl Gene! MfAdfirligil- kurulur. Gene! Mildiirliik isletme-
lerlnin biatgesini Yapmak, bilangosunun. ker ve zarar hesabnnn cmarrnakla gbrevli
olup. dbner eermaye isletmeleri mall ve idafli ybnden bu Gene] Miidiirlfige bag]:
olarak ealxsnr.
Bbner eermave m» yapllacak a; v faaliyetler
MADDE 3. _ Tahsis edilen dener sermaye ile vapllacak ig ve feallyetler
mnlardzr;
a) Giimrilk Kanunu 1la Kecakcallgm Men ve Takibine Dair Kanun hfllfim-
lerine gore msfive edlleeek hale gelen eeyamn, ilgili Kanun. Tfiziik ve Ydnetmelilk-
let wyumce taativesini ygpmak,
b) Tastive edlleoek eeyeyn dahllde ve gfimrfiksiiz sane magazalarmcla sat-
mek veya eamrmalk.
) Giimrfiklerde veye cliger yverlerde depolar, mefiazalar v. sane reyonlml
ecnmk veya actumak.
dy Tasfive edilebillr duruma gelen esyadan yun cngmda sans imkam olen-
lan, lhrac eimek veva ettirmelc
€¢) Tuflye edilebilecek hale gelen eevanm sense sunulmedan bnce. Ozellik-
lerlne 36m beluml tamjri ve embelailamasml yapnrmak veya yapmak. gerektlgin-
dg. pares hallnde aatlsmn temin etmek.
t) Kncak + kacak 21mm Ile yakalanen esya ile yolcu beraberi ewe Mn
sundurmnlar. mtrepolar. emberlar ve emk sahelar laletmelk.
g) Ozellikle karayolu sxmr gumrfik kapzlannda. her tfirlfi tahmil tahllyo.
nakllyh. ekterma v hlunelhk ielerlnl vfirfitmek.
IKINCI BOLUNM
Sermaye. Gelir ve Giderler
Dbner eermayenm kaynaklan
MADDE 4. - Tahsis edilen dbner eermaye, ‘NIallyé ve GAmruk Bekanhgn

Figure 5.4: Sample conversion result of early gazettes with low quality

Huzur halkdm iiclemesi

MADDE I- (I} Ulusal Maclen Kaynak .« Rezerv Raporlama Komisybnu b35101!) ..
Uyclerine, kallldiklarl Komisycar: Inplantalan i¢in 22/H1990 larihli « 399 saylll Kanun
Hiilmimde Karamamenin 34 iinci maddesi gercevesinde kamu iktisndi tesebbilslcri yfineliln
kumly hagkan - flyelcrinc (idencn net elyhk iicrel tutannda huzur haklu (Sdenir. Komisyon
loplantnsInnn ayda birclen thzla okmasn laalinde sadece bir toplanu iqin iidemec yapllnr.

MADDE, 2- (I) Bu Karzxr yaynm: tarihindc yiiliirliige gircr.

MADDE 3 (I) Bu Karar Inikiimlcrini Bakanlar Kurulu yiirtitiir.

YONETMELIKLER

Ekonomi Bakanhifindan:
DOGRUDAN YABANCI YATIRIMLAR KANUNU UYGULAMA
YONETMELIGINDE DEGISIKLIK YAPILMASINA
DAIR YONETMELIK

MADDE 1 — 20/8/2003 tarihli ve 25205 sayili Resmi GGazete’de vayimlanan Dogrudan
Yabanci Yatinmlar Kanunu Uygulama Yonetmeliinin 3 iincii maddesinin birinc: fikrasina asa-
£1daks bentler eklenmigtir.

“g¢) Elektronik imza: Elektronik imza mevzuatinda tanimlanan gekilde bagka bir elek-
tromik veriye eklenen veva elektronik verivle mantiksal baglantis: bulunan ve kimlik dogrulama
amaciyvla kullamilan elektronik veriyi,

Figure 5.5: Sample conversion result of recent a gazette
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After that, via Windows PowerShell scripts all text files’ encoding was updated to
UTF-8 with the aim of handling Turkish specific characters and the data sets of both
corpora merged into files that have the data last six months of 2015 (from July), whole
of 2016 and first seven months of 2017 to examine by year, and corpora also merged
into monthly separated files and generated 25 files, belonging each month between
July 2015 and July 2017.

After data preparation, development environment was settled. Because of the listed

advantages Apache Spark is the main platform.
Anaconda3 with Python3.6 and Jupyter-notebook was used as IDE.

Self-written python code was used for cleaning the data set from punctuation
characters and numbers along with pruning the globally defined Turkish stop words.
By the way, the stop words of a language mean mostly used words but they have no
meaning for the big picture. | wused the list that can be found at
https://github.com/ahmetax/trstop uploaded by a Turk user, and some other

meaningless words were added to the list since they were wrongly converted by PDF
converter in order to prune them from the main texts. The list of stop words can be
found in Appendix C. And a word frequency application was coded in jupyter-
notebook using pyspark library. Used python source codes and Windows shell scripts
are attached to Appendix A.

The organization of the resulting excel files can be explained as; each sheet stores all
year’s data (2015, 2016, and 2017). Every part in a column lists the mostly used word
in descending order, so every word/term get a weight. Then, word clouds were
generated using the most frequent words of the year2016 for both data sets via an
online word cloud site. In addition, in order to have some insights about the similarity
of these data sets, Tf-IDF vectorization and then cosine similarity algorithms were
applied to datasets. While calculating the cosine similarity, the texts files of each year
divided into 4 (quarter by quarter) from two data sets given as parameters, and a sample
mostly used words list from each text was used as training string in order, and the
similarity value of cross document (for example if training string is from doc1 then the

similarity value of doc2 is focused for getting insight about how similar them.)


https://github.com/ahmetax/trstop
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Moreover, as a deeper analysis, again cosine similarity algorithm run on the monthly
separated datasets. This time, all archive from both corpora given as parameters to the
cosine similarity compassion method and every month’s data was compared to every
month from other corpus. In other words, txt document consisting of the archive of
June 2016 from Official Gazette was compared to every month’s document from TRT

News.

5.5 Results

After implementation the results imported to Excel in descending order. Since the lists
are too long, the first parts of the lists attached here in order to enhance readability.
The whole results can be found in the CD attached to this thesis. In the excel file, each
column stores a period of the selected year. In each cell the word and its frequency is
stored. For example; the following figure tells us he word “lisans” is used 21698 times

in the period between January and July in 2017.

1 2015 2016 2017
2

3 ("say1', 47552) ('say1li', B6287) (*sayili', 50888)

4 ("sayila', 45554) ("sayi', 85199) ("sayi', 4908¢6)

5 ("the', 32884) ("the', 81610) (*igin', 32078)

6 |('ihale', 2993¢) (*ihale', 59918) ('ihale', 25822)

7 ('igin', 27650) (‘yer', 46253) ('yer', 25388)

8 |('ver', 26502) ('igin', 43056) ('halinde', 24496)
9 ("tdk', 25764) (*halinde', 40970) (*tarafindan', 24048)
10 | (*halinde', 23122) ("genel', 35750) (“kurulu', 22516)
11 |("teklif', 21424) ("ticaret', 34837) (‘lisans', 21698)
12 | ('genel', 21136) ("teklif', 34337) ("the', 21294)

13 |(ralan', 19180) (*alan', 33896) (‘gore', 20652)

14 | (*konusu', 18856) ("konusu', 33318) ('genel', 20236)

15 |(‘uygun', 18334) ("gore', 31950) ("kayitli', 18350)

Figure 5.3: Word frequency matrix sample from Official Gazette
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2 2015 2016 2017

3 |('terar’, 3680) ("tersr', 9105) ("tersr', 4225)

4 |('davutoglu', 3408) _[ 'tirkiye', 5713) ("tiarkiye', 3603)

5 ("genel', 32982) ('oldufunu', 4429) ('erdogan', 30&8)

6 ("parti®, 2981) ('tdrkiyenin', 4387) ('ocldufunu', 3054)

7 ("tirkiye', 20949) {"devam', 4381) ('tirkiyenin', 2955)
8 ("tirkiyenin', 2882) ('erdogan', 4318) ('devam', Z2918)

9 ("kbaskbakan', 2732) ('genel', 4250) {"bakani", 28907)

10 | i'erdofan', 2486) {'bakani', 4200) ('cumhurbaskani', Z28&8)
11 ("cldudunu', 2444) {"darke', 4088) ('genel', 2384)

12 | i'devam', 2351) (' cumhurbagkani', 3918) {('yildirim', 2392)
13 i'baskani', 2325) ("iliskin", 3877) ('bayak', 2330)

14 |i"dedi', 2225) ('bagkani®, 36208) ('bagkani', 2298)
15 | ('cumhurbaskani', 2115) {("tark', 3568) (*dedi', 2268)

Figure 5.4: Word frequency matrix sample from TRT Haber web news

Here, if the resulting tables analyzed deeply, it can be found that the most common
words have similar weights and they do not give more meaningful information about
the agenda of its time for Official Gazette, but for TRT Haber archive there are some
words they affect the agenda appears at the top levels in the frequency list, for instance
the word “terdr” is an agenda term for Turkey. It was concluded that to get an insight
about the agenda of the Official Gazette the words with smaller weights should be
focused while for TRT Haber archives the words with higher weights give insights

about the agenda.

In Appendix B, lists of mostly used 150 words and their frequencies of both data sets
can be found. Furthermore, following word/tag clouds gives us some clue about the
similarity of the datasets. As it can be seen the dictionaries of the datasets significantly
different from each other. This result is supported by the results of the cosine similarity
algorithm between Official Gazette and TRT Haber web news archives, since the
comparison results of eight textual data from Official Gazette and eight from TRT
Haber web news belonging to eight quarter of the selected time interval, differ between
0,008 and 0,03. By the way, if the training string for cosine similarity is selected from
the words with higher frequency the similarity value is found higher than the similarity

value of the words with lower weights, as expected.
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In addition, according to the resulting matrix of comparison of monthly divided data

attached in Appendix C, it can be said that;

The similarity of Official Gazette to the TRT News archive belonging to the previous
months is higher than the similarity to the latter months. The weight of the similarity
to the previous months is about 65% while the weight of the similarity to latter months
is about 35% according to the matrix. This information can be read as the agenda of
the country covered in media triggers the legislation and leads new legal results.
However, after July 2016 the similarity index to latter months is raising relatively. This
means, Official Gazette can also affect the agenda of country and reflected on media.

Furthermore, the similarity index between the same month’s data is considerably low,
and from this information, it can be concluded that the reciprocal influence takes some

time. By the way, highest similarity indexes can be seen up to one year before.
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Figure 5.5: Word cloud of Official Gazette of the year 2016 generated via
https://www.wordclouds.com
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CHAPTER 6

RESULTS

6.1 Conclusion

When the topic of this thesis study selected, concept of big data was relatively a new
research area, Apache Hadoop was the leading platform in limited big data world, and
the reference sources were limited and finding data source to analyze is a difficult part

of such studies.

The Official Gazette archive and for comparison TRT Haber web news archive were
selected as data source since they are both open to the public, was not studied on before
and in unstructured text format, so could not handle in traditional RDBMS. However,
there were some problems faced during the preparation phase of the datasets like the
quality of the scanned documents, Turkish character problems and the limited free
OCR converter’s abilities etc. Though these problems, applying text cleansing
techniques and pruning unrelated elements like throwing stop words, punctuation

characters the quality of the final data source improved considerably.

Although the first selected big data frameworks for this study were Hadoop and
Mahout and a sample implementation environment was settled on Linux (Ubuntu) OS
with one Hadoop cluster and Mahout, that was too hard to maintain the implementation
environment stable, it also required too many configurations. Later on it was tried to
settle up an implementation environment on Windows OS, it was again so difficult to
settle up and maintain the system, and too many configurations needed. The
incompatibility between distributions of frameworks and need of different
configurations for every distribution makes the study extremely complex and difficult.
After all these undesirable experience and consumed time, implementation
environment is replaced with the newly developed technology Apache Spark, because
of its advantages like speed, support for various languages and libraries along with the
ease of installation. Spark is again works on Hadoop file system HDFS. In order to use
it on Window OS, only the installation of winutils executable file and adding it to
environment variable is needed. It brings and enables the use of HDFS on Windows.
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Moreover, during implementation one of the most useful tools were Anaconda and
Jupyter Notebook since it was more easy to setup and supports Apache Spark and too
many other tools by only downloading the related package via its package manager

named “conda”. There was no need for extra configurations and confusion.

The most time consuming phase of this study was preparation the data source retrieved
from Official Gazette for application. Applying OCR to raw source took considerably
long time. But this study is a first and has a role of being first on analysis of Official
Gazette and TRT Haber archives can be considered an introduction to whom wants to
learn about big data concept, its related technologies, advantages, text analysis,

Apache Spark, Anaconda, Jupyter-Notebook, Tf-IDF and cosine similarity terms.

At the beginning, the target of this study was analyzing the entire archive from 1923
to today however, working with scanned documents (most of them includes images,
ottoman letter, maps etc.) made study harder. Because of this reason, the data set was
shrink in size and time interval. And it was seen that the resulting corpus of Official
Gazette of every period resembles each other, while corpus of TRT Haber archive
differs relatively from year to year. Additionally, the most important output of this
thesis, is extraction of the similarity indexes between datasets and according to them
the result of the agenda of the country affects the legislation represented by Official
Gazette, more than the effect of Official Gazette on agenda of the country represented
by TRT News website is reached.

To sum up, this study is the first attempt for analyzing Official Gazette and TRT Haber
archives in terms of their textual and similarity features using big data techniques. So,
results of the study give new information about the lexical characteristic and similarity
indexes of both databases along with the information about the correlation between

them, namely between agenda of the country and the legislative organ of it.

6.2 Future Work

As mentioned above, Apache Spark supports machine learning library MILib that
enables to development recommendation applications. As a future work, a Turkish
regulations recommendation engine can be developed for whom related with laws

using Apache Spark with MILib using the data source can be reached from
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http://www.mevzuat.gov.tr/Kanunlar.aspx, not directly official gazette archives, since
mevzuat.gov.tr stores the latest and current prevail versions of the laws while

resmigazete.gov.tr stores all forms of the achieve whether prevail or not.

Different form Official Gazette Mevzuat.gov.tr serves laws in high quality documents
in PDF and MS Word (.doc) formats. Therefore, working with the final regulations
and good quality document will make the job easier. Anaconda with Jupyter-Notebook
will be the best development environments again for such a study because of their
various advantages. By the way, today there are several commercial tools used by
whom works with laws, but the proposal of this thesis may differ from other in terms

of its big data technology at background.



APPENDICIES

APPENDIX A

Source Codes

Sample Java Code used for downloading Official Gazette archive;
package pdfdownloader;

import java.io.File;

import java.io.IOException;

import java.net.URL;

import org.apache.commons.io.FileUtils;

/**

* @author YBU
*/
public class PdfDownloaderApache {

public static void main(String[] args) throws I0Exception {

for (intt = 1; t <2; t++) {
String urlQueue =t + ",

String uri = "http://www.resmigazete.gov.tr/arsiv/" + urlQueue + ".pdf";
//String uri = "http://www.jpl.nasa.gov/about JPL/jpl101.pdf";

URL url = new URL(uri);

try {
/I Contacting the URL

System.out.print("Connecting to " + url.toString() + " ... \n");
url = new URL(uri);
String destAdd = "C:\\Users\\Y BU\\Desktop\\resmigazeteDownloaded\\"
+urlQueue;
File destination = new File(destAdd+".pdf");
FileUtils.copyURLToFile(url, destination);
System.out.print("Saved as " + urlQueue + " ... \n");
} catch (Exception e) {
System.out.printin("FAILED.\n[" + e.getMessage() + "]");
¥

¥

62


http://www.resmigazete.gov.tr/arsiv/
http://www.jpl.nasa.gov/about_JPL/jpl101.pdf

Python Code used for retrieving TRT Haber web news archive;

import requests

from bs4 import BeautifulSoup

def getArticle(url):
# print("--Basla--")

#url = "https://www.trthaber.com/haber/gundem/meclis-baskani-bugun-belli-
olacak-192256.html|"

result = requests.get(url)
print(url)
¢ = result.content

soup = BeautifulSoup(c)

article_text="
try:
article = soup.find("div", {"class":"editorPart blackle"}).findAll('p)

for element in article:

article_text +="\n' + ".join(element.findAll(text = True))
except:

print("An error occured.")

return article_text

urlStart=353 #temmuz 2017 gundem linkleri baslangic sayfa numarasi 353
urlEnd=895 #temmuz 2015 gundem linkleri bitis sayfa numarasi 895
print("yazma BASLADI")

#file = open("C:\\Users\\yasemin.can\\Desktop\\trtHaberIcerik.txt","w",
encoding="utf-8")

while urlStart < urlEnd:

63
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file =
open("C:\\Users\\yasemin.can\\Desktop\\trtHaberArsiv\\trtHaberIcerik"+str(urlStart)
+".txt","w", encoding="utf-8")

url = "https://www.trthaber.com/haber/gundem/"+str(urlStart)+".sayfa.html|"
r = requests.get(url)

soup = BeautifulSoup(r.content)

data = soup.findAll(ul',attrs={'class":'katListe2'})

for ul in data:
data2 = soup.findAll('h2")
for h2 in data2:
links = h2.findAll('a")
for a in links:
guncelLink = "https://www.trthaber.com/" + a.get("href")
file.write(getArticle(guncelLink))
#file.write("\n")
file.close()
urlStart = urlStart+1
print("TRT ARSIV BITTI")
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Python Code used for document cleansing and calculating word frequency;

import pyspark
import re

import string

def removePunctuation(text):
translator=text.maketrans(",",string.punctuation)
text=text.translate(translator)

return re.sub('[*a-zA-Z¢CGiio0sSiiU],"" text.lower().strip(r'\\'))

if not 'sc’ in globals():
sc = pyspark.SparkContext()

text_file =
sc.textFile("C:\\Users\\yasemin.can\\Desktop\\resmigazete\\tez16102018\\resmigazet
earsiv\\201507a.txt")

stopwords =
open(‘C:\\Users\\yasemin.can\\Desktop\\resmigazete\\tez16102018\\kaynak
liste\\turkceStopWords.txt").read().split()

markeredtext=[]
for x in stopwords:
counts=text_file.flatMap(lambda line: line.split(" "))\
.map(lambda line: removePunctuation(line))\
.map(lambda word: (word, 1))\
reduceByKey(lambda a, b: a+b)
¢ = counts.sortBy(lambda a: -a[1]) #minus sign is for descending ordering
for t in c.collect():
temp = t[0].strip(\n\r")
if temp not in stopwords and len(temp) > 1:

markeredtext.append(t)

for x in markeredtext:

print (x)



Sample Python codes used for applying TF vectorization and calculating cosine
similarity [67]:

import os

import glob

from nltk.corpus import stopwords

from nltk.tokenize import word_tokenize
import nltk

import numpy as np

def process(file):
raw = open(file, encoding="utf-8").read()
tokens = word_tokenize(raw)

words = [w.lower() for w in tokens]

porter = nltk.PorterStemmer()

stemmed_tokens = [porter.stem(t) for t in words]

stop_words = set(stopwords.words(‘turkish'))

filtered_tokens = [w for w in stemmed_tokens if not w in stop_words]

count = nltk.defaultdict(int)
for word in filtered_tokens:
count[word] +=1

return count;

def cos_sim(a,b):
dot_product = np.dot(a,b)
norm_a = np.linalg.norm(a)
norm_b = np.linalg.norm(b)

return dot_product / (norm_a*norm_b)
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def getSimilarity(dictl,dict2):
all_words_list =[]
for key in dictl:
all_words_list.append(key)
for key in dict2:
all_words_list.append(key)

all_words_list_size=len(all_words_list)

v1 = np.zeros(all_words_list_size, dtype=np.int)

v2 = np.zeros(all_words_list_size, dtype=np.int)

i=0

for (key) in all_words_list:
v1[i] = dictl.get(key,0)
v2[i] = dict2.get(key,0)
=i+l

return cos_sim(v1,v2);

#if _name__ =='_ main__"

dictl = process("F:\\A AResmiGazete Aylik\\rg201512.txt")

trtRoot = "F:\\A AtrtHaberAylik\\"
rgRoot = "F:\\AAResmiGazete Aylik\\1\\"

for root, dirs, files in os.walk(rgRoot):
for file in files:
if file.endswith(*.txt"):
#print(os.path.join(root, file))
print(file)

dictl = process(os.path.join(root, file))



print("

for rootl, dirs1, filesl in os.walk(trtRoot):
for filel in files1:

if filel.endswith(*.txt"):

dict2 = process(os.path.join(rootl, filel))
print(getSimilarity(dictl,dict2))

else:
print("arsiv dosyas1 degil")
print("**")
------------- bitti")
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Another approach for calculating cosine similarity;

from sklearn.metrics.pairwise import cosine_similarity
from sklearn.feature_extraction.text import TfidfVVectorizer
from nltk.corpus import stopwords

# Bring in standard stopwords

stopWords = set('ve ile diger ancak'.split()) #stopwords.words(‘turkish’)

print ("\nCalculating document similarity scores...")

f = open('F:\\trtHaberArsiv\\trthaberArsivByquarter\\trt20163rdQuarter.txt',
encoding="utf8")

doc2 = str(f.read())

f = open('F:\\resmiGazeteArsivByquarter\\20163rdQuarter.txt', encoding="utf8')
doc3 = str(f.read())

train_string = 'ihale genel ticaret bakan yasaklama sicil lisans karar kamu'

train_set = [train_string, doc2, doc3]

# Set up the vectoriser, passing in the stop words

tfidf_vectorizer = TfidfVVectorizer(stop_words=stopWords)

# Apply the vectoriser to the training set

tfidf_matrix_train = tfidf_vectorizer.fit_transform(train_set)

# Print the score



print ("\nSimilarity Score [*] ",cosine_similarity(tfidf_matrix_train[0:1],
tfidf_matrix_train))

Output:
Calculating document similarity scores...
Similarity Score [*] [[1. 0.03432468 0.1017993 ]]
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Sample Scripts for merging files into periods and converting their encoding to UTF
without BOM for eliminating Turkish character problem are:

Get-Childltem
C:\Users\yasemin.can\desktop\resmigazete\tez16102018\resmigazetearsiv -include
201509*.txt -rec | ForEach-Object {gc $_; "} | Add-Content
C:\Users\yasemin.can\desktop\resmigazete\tez16102018\resmigazetearsiv\quarter\20
153rdQuarter3.txt

Get-Childltem C:\Users\yasemin.can\Desktop\trtHaberArsivitemp -include trt*.txt -
rec | ForEach-Object {gc $_; ™} |

Add-Content
C:\Users\yasemin.can\Desktop\trtHaberArsiv\quarter\trt20153rdQuarter.txt

§tiles I0.Directory]; :GetFiles("F:\TEZLE ILGILI\renee deneme conversion‘merge")
foreach(§file in $files)

$content = Get-Content -path $file )
$utf8NoBomEncoding = New-Object System.Text.UTF8Encoding $False
System.I0.File] : :WriteAllLines(5Tile, $content, SUtfBNoBomEncoding)




APPENDIX B

Term Frequency Lists of Top 150 Words from Official Gazette
(Whole list can be found in CD attached to this thesis)

Official Gazette

Official Gazette

Official Gazette

2015 2016 2017
(‘'say1', 47552) (‘say1ll', 86287) (‘'sayil1', 50888)
(‘say1ll', 45554) (‘sayt', 85199) ('say1', 49086)

(the', 32884)

(the', 81610)

(icin', 32078)

(ihale’, 29936)

(ihale’, 59918)

(ihale’, 25922)

(icin', 27650)

('yer', 46253)

(‘yer', 25388)

('yer', 26502)

(icin', 43056)

(‘halinde’, 24496)

(tdK’, 25764)

('halinde’, 40970)

(‘tarafindan', 24048)

('halinde', 23122)

(‘'genel’, 35750)

(‘kurulu', 22516)

(teklif, 21424)

(‘ticaret', 34837)

(‘lisans', 21698)

(‘'genel’, 21136)

(teklif, 34337)

(the’, 21294)

(alan’, 19180)

(‘alan’, 33896)

(‘gore’, 20652)

('konusu', 18856)

('konusu', 33318)

(‘'genel’, 20236)

(‘'uygun’, 18334)

(‘gre’, 31950)

('kayitlt', 19350)

(‘tarafindan', 17836)

(kayitlt, 31756)

(teklif, 18720)

(gore', 17652)

(tdk’, 31508)

(‘alan’, 18570)

(‘ticaret', 17578)

(and’, 31506)

(‘olmast, 18496)

(edilen’, 17112)

(‘bakant', 30775)

(‘ticaret', 18474)

('kurulu', 17022)

(‘tarafindan', 30357)

(hale’, 18118)

(‘kayttlr', 16902)

(‘olmast', 30013)

('uygun’, 17236)

(‘olmast, 16756)

('kurulu’, 29940)

(kabul', 17046)

(kabul', 15908)

(‘'uygun', 29777)

(‘'doldurulacaktir', 17018)

(‘doldurulacaktir', 14926)

(‘edilen’, 29120)

(‘bakant’, 16998)

(and', 14570)

(‘doldurulacaktir', 28523)

(‘edilen’, 16196)

(‘belirtilen’, 13928)

(kabul', 25999)

(tez', 15740)

('hale’, 13424)

(nci', 24711)

(‘yonetim', 15692)

(‘bakant', 13212)

(iliskin', 24217)

('yiiksek', 15312)

(tarihi’, 12686)

(‘'veveya', 23866)

(tarihi’, 14700)

(‘'veveya', 12668)

(‘belirtilen’, 23320)

('konusu', 14556)

(‘kamu', 12620)

(tarihi', 23026)

(‘karart', 14392)

(‘'yapilan', 12386)

(‘'yasaklama', 21839)

(nci', 14074)

(‘karart', 12228)

(‘ortak’, 21741)

(‘veveya', 13842)

(iliskin', 12208)

(‘karart', 21683)

(‘tizere', 13806)

(‘'yasaklama', 11920)

(‘yapilan', 21255)

(‘belirtilen’, 13208)




73

(diger’, 11898)

('lisans', 21070)

(‘gretim’, 12940)

(nci', 11802)

(‘bulunan’, 20722)

(‘bulunan’, 12916)

(‘lizere', 11744)

(‘kamu', 20597)

(‘'yapilan', 12908)

(‘ortak’, 11724)

(‘giin', 20512)

(‘diger', 12802)

(‘yonetim', 11334)

(‘verilen', 20243)

(‘ortak’, 12786)

(oldugu', 11112)

('sicil’, 20219)

(‘sicil', 12700)

(‘verilen', 10724)

(‘tizere', 20127)

(‘dgrenci', 12604)

(‘midirligd', 10720)

(oldugu’, 19879)

('iliskin', 12564)

('lisans', 10368)

(‘midirligi'’, 19612)

(aynt', 12448)

(kimlik, 10324)

(‘kiiltiir, 18969)

(kiiltiir', 12288)

(‘bulunan’, 10322)

('koruma', 18877)

('yapr', 11816)

(‘durumunda’, 10256)

(‘yonetim', 18766)

(‘verilen', 11656)

(ilikin', 10236)

(‘durumunda’, 18516)

(‘durumunda’, 11544)

('kasim', 10176)

(diger', 18512)

(enstitd, 11448)

(‘maddesinde’, 10052)

('kimlik', 18040)

(‘oldugu’, 11334)

(iqin’, 10024)

(‘tizel', 17632)

('iginde', 11316)

(dahil’, 9888)

(dahil’, 17097)

(‘midirlagi’, 11284)

('belgeler’, 9798)

(idari', 16911)

(‘'yasaklama', 11072)

(tiizel', 9758)

(ait, 16622)

(‘stiresi', 10950)

(‘'giin', 9614) (‘'sanayi', 16157) (‘'giin', 10764)
(‘koruma’, 9504) (‘birinci', 15948) (‘'denetim’, 10670)
(‘sicil’, 9496) (‘teblig, 15917) (‘koruma', 10482)

(‘esas’, 9388)

(‘kurum’, 15890)

(‘ders', 10472)

(dikkate', 9376)

(ihaleye’, 15806)

(‘kanun', 10352)

(ait, 9208)

(‘belgeler’, 15594)

(‘kayit', 10308)

(icinde’, 9152)

(inci’, 15388)

('kamu', 10218)

(‘gretim’, 9078)

(aynt, 15369)

(‘fazla’', 10106)

(birinci', 9050)

(‘kanun', 15013)

(ilikin', 10104)

(teknik’, 9024)

(ilan’, 15011)

(birinci’, 9998)

(‘ceza’, 9002)

('iginde', 14993)

(‘egitim', 9994)

(‘aynt', 8870)

(‘maddesinde’, 14989)

(dahil', 9724)

(‘gerekli', 8822)

(‘fazla', 14945)

(‘yeterlik', 9650)

(‘'son', 8728) (‘stiresi', 14821) (‘'uygulama’, 9442)
(‘agustos', 8726) (‘tarihinden', 14821) (‘iki', 9394)

(‘iki', 8666) ('dikkate', 14711) (‘tarihinden', 9284)
(‘'sinav', 8538) (‘'gerekli', 14686) ('igerisinde', 9240)
(‘kiltar', 8520) (‘teknik', 14620) (‘inci', 9214)
(fazla', 8496) (icerisinde’, 14612) (tiizel’, 9178)
(‘'sanayi', 8462) (‘hale’, 14569) (‘ait', 8998)
(aralik’, 8454) (tespit, 14488) (ilan’, 8884)
(tespit, 8452) (‘son', 14444) (‘hakkinda', 8838)
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(bilgi', 8180)

(‘esas’, 14423)

('kurum', 8832)

('ihaleye', 8134)

(iqin’, 14391)

(yil', 8828)

('kurum', 8082)

(‘hakkinda', 14375)

('yonetmelik', 8712)

(ilan’, 7994)

(iki', 14353)

(teknik’, 8690)

(‘'yazilt', 7986)

(ilikin', 14315)

(kimlik', 8602)

(Uiniversitesi', 7894)

(‘ceza’, 14301)

(‘'yeni', 8584)

('gegici', 7874)

(‘kanununun', 14157)

('smav', 8534)

(‘yiiksek', 7814)

(‘'6gretim', 14022)

(‘boliim', 8484)

(‘stiresi', 7802)

(‘odast', 14002)

(‘belgeler’, 8466)

(‘anayasa’, 7754)

('gecici', 13829)

(sit, 8422)

('kayit', 7704)

(‘ytiksek', 13662)

(‘teblig!, 8416)

('igerisinde', 7658)

(‘'gergek’, 13648)

(ikinci', 8266)

(‘egitim', 7646)

(‘adresi', 13619)

(‘gerekli’, 8206)

(‘yil', 7624)

(‘esnaf’, 13335)

(idari', 8172)

('yonetmelik', 7606)

(‘bolge’, 13179)

(‘'6grencinin’, 8136)

('giinil', 7602) (‘bilgi', 13153) (‘doktora’, 8124)
(‘tarihinden’, 7586) (‘kayit', 13122) (‘Giniversitesi', 8104)
(‘ikinci', 7528) ('yil', 12908) (‘dikkate', 8064)
('sit', 7480) (‘mevzuat', 12602) (‘and’, 8044)
(‘kanun', 7462) (‘tltk', 12553) (‘gergek’, 8014)
('teblig', 7428) (‘for', 12532) (‘'son’, 8014)

(inci', 7424)

(sit, 12491)

('mayis', 7970)

(‘odast', 7392)

(‘ankara’, 12479)

('yazilt', 7896)

(birlikte’, 7384)

('tez', 12346)

(‘odast', 7846)

(‘hakkinda', 7340)

(‘hizmet', 12284)

('gegici', 7822)

(‘'gerekir’, 7308)

(‘yazilt', 12280)

(‘yerine', 7796)

(‘kanununun', 7274)

(‘'kapsaminda', 12257)

(‘sanayi', 7746)

(‘cumhuriyet’, 7260)

(‘boliim', 12228)

(‘stire', 7718)

('merkez', 7228)

(birlikte’, 12219)

(‘esnaf', 7614)

(‘boliim', 7218)

(‘giini', 12206)

(‘bolge', 7590)

(‘adresi’, 7210)

(‘belge’, 12202)

('maddesinde’, 7544)

('gercek’, 7166)

('yerine', 11944)

(‘belirlenen’, 7504)

('bolge', 7112)

(‘ikinci', 11906)

(‘kurulunun', 7406)

(‘6grenci', 7038) ('yonetmelik', 11821) ('kii', 7402)

(‘saat', 6986) (‘egitim', 11808) (‘'kapsaminda', 7378)
('nolu’, 6978) (‘saat’, 11803) (‘iii', 7312)

(‘adet’, 6936) (‘asagidaki', 11679) ('nolu’, 7276)

(‘ders', 6936) (‘adet’, 11677) (‘bilgi', 7226)

(‘esnaf’, 6910)

(kist', 11626)

('yonetmeligin', 7104)

(iK', 6900)

(‘tiniversitesi', 11566)

(‘adresi’, 6956)

('idari', 6884)

('nolu’, 11539)

(birlike', 6882)
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(‘belirlenen’, 6874)

(‘belirlenen’, 11402)

('mevzuat', 6878)

('belge’, 6830)

(‘'yasaklamalarda', 11400)

(‘giini', 6366)

(‘mevzuat', 6720)

('yapt', 11372)

(‘merkezin’, 6858)

('yerine', 6692)

(shall’, 11349)

(‘'yasaklamalarda', 6802)

(‘ankara’, 6648)

(‘0grenci', 11336)

(‘esas', 6800)

('uygulama’, 6636)

(‘'uygulama’, 11304)

(‘’kapsamindakiler', 6756)

('kapsaminda', 6596)

(‘belgesi’, 11233)

('belgesi', 6742)

(kii', 6570)

(‘'vergi', 11113)

(‘asagidaki', 6718)

(‘'vergi', 6478)

(‘'kapsamindakiler', 11032)

(‘sekilde’, 6708)

('nedeniyle’, 6400)

(‘ticaretesnaf', 10735)

('sahip’, 6686)

('yonetmeligin', 6364)

(‘'sahip', 10591)

(‘kanununun', 6676)

(hak’, 6362)

(‘teminat', 10502)

('lisansiisti', 6674)

(‘derece’, 6288)

(‘posta’, 10395)

(ankara’, 6658)

('hizmet', 6286)

(‘sosyal’, 10380)

(‘tespit’, 6632)

('numarast’, 6266)

('yeni', 10359)

(‘teslim’, 6614)

(‘asagidaki', 6252)

('numarast’, 10359)

(ihaleye’, 6592)

('sekilde’, 6198)

(ilk’, 10284)

(‘bakanhigt', 6576)

('belgesi’, 6162)

(‘ders', 10241)

(‘hizmet', 6570)

('igin', 6154)

(‘tim', 10219)

(bilimsel’, 6568)

(‘tim', 6108)

(‘'denetim’, 10172)

('belge’, 6566)

(‘sahip', 6106)

('karan', 10087)

('yabanct', 6514)

(ihlal’, 6056) (‘sekilde', 10046) (‘edilir', 6410)
(‘teminat’, 6002) (‘merkez’, 9997) (‘6zel', 6278)
('tez', 5990) (‘'uyarinca', 9925) (‘proje’, 6262)

(‘'yasaklamalarda', 5966)

('ili', 9912)

('merkez', 6250)

(‘devam’, 5940)

('satm’, 9898)

(‘teminat’, 6218)

(‘bakanlig1', 5866)

(‘'smav', 9883)

('yaryil', 6140)

(‘posta’, 5792) (‘mah’, 9860) (‘saat', 6120)
(‘merkezin’, 5746) (‘bagbakan’, 9860) (‘'uyarinca', 6102)
(‘mali', 5732) ('kasim', 9808) (‘alinarak’, 6078)
(‘karan', 5724) (‘kurulunun', 9786) (‘dalr', 5888)
(‘'kapsamindakiler', 5698) ('imza’, 9785) (‘ada’, 5880)

(‘'satin', 5660)

('yonetmeligin', 9765)

(‘6grenciler’, 5784)
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Term Frequency Lists of Top 150 Words from TRT Haber Archive

(Whole list can be found in CD attached to this thesis)

TRT Haber Web News

TRT Haber Web

News

TRT Haber Web

News

2015

2016

2017

(terdr’, 3690)

(terdr’, 9105)

('teror', 4225)

(‘davutoglu', 3408)

(tirkiye', 5713)

(tiirkiye', 3603)

('genel’, 3292)

(oldugunu', 4429)

(‘erdogan’, 3068)

(‘parti', 2981)

(‘tiirkiyenin', 4387)

(‘oldugunu', 3054)

(tiirkiye', 2949)

(‘'devam’, 4381)

(‘tarkiyenin', 2955)

(tiirkiyenin', 2882)

(‘erdogan', 4318)

('devam’, 2918)

('bagbakan', 2732)

(‘'genel’, 4250)

(‘bakant', 2907)

(‘erdogan', 2486)

(‘bakant', 4200)

(‘cumhurbagkant', 2868)

(‘oldugunu', 2444)

(‘'darbe’, 4088)

(‘'genel’, 2584)

(‘'devam’, 2351)

(‘cumhurbagkant', 3919)

('yildinim', 2392)

(‘bagkant’, 2325) (iliskin', 3877) (biytik’, 2330)
(dedi’, 2225) (‘bagkant’, 3629) (‘bagkant’, 2299)
(‘cumhurbagkant', 2115) (‘turk’, 3568) ('dedi', 2268)
(‘byilik', 1921) (‘bagbakan', 3481) ('iligkin', 2162)
(secim’, 1900) (dedr’, 3433) (tirk’, 2141)

(ifade’, 1871)

(‘'yildinim', 3409)

(‘darbe’, 2118)

('konustu', 1804)

(‘biiyiik', 3200)

(‘oldugu’, 1956)

(‘biitin', 1757)

(‘karst', 3139)

('bagbakan', 1945)

('bakant', 1753)

(ifade’, 3090)

(‘yer', 1930)

(iliskin', 1645)

('sekilde’, 3008)

(ifade’, 1893)

(‘sekilde', 1627) (‘orgiitii’, 2989) ('konustu', 1841)
(‘karst', 1586) ('konustu', 2874) ('tarafindan', 1829)
(‘'siyasi', 1541) (‘oldugu', 2815) (‘soyledi', 1752)
(‘'soyledi', 1412) ('yonelik', 2807) ('sekilde', 1716)
('son', 1409) (‘tarafindan’, 2804) (‘'yeni', 1709)
('soyle', 1397) (‘ardindan', 2771) ('yonelik', 1695)
(‘'milletvekili', 1385) ('yer', 2673) ('soyle', 1684)
('yeni', 1370) (‘'yapilan', 2519) ('yapilan', 1678)
(‘onemli', 1357) ('gore', 2494) (‘'0nemli', 1634)

(degil’, 1355)

(‘parti', 2433)

(‘degil', 1623)

('iginde', 1317)

(soyle’, 2390)

(‘parti', 1611)

(‘zaman', 1294) (‘soyledi', 2390) (‘kars1', 1600)
(‘ardindan’, 1270) ('fetd', 2364) (‘biitiin', 1575)
(‘oldugu', 1232) ('yeni', 2341) ('son', 1552)
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(‘'gore', 1193) (‘tizerine', 2335) (‘orgtitd', 1521)
(‘ahmet’, 1190) ('kapsaminda', 2330) (‘ardindan’, 1492)
(‘'giivenlik’, 1184) (‘'giivenlik’, 2326) (‘tizerine', 1465)
(‘kaydetti', 1158) ('son’, 2308) ('gore', 1459)

("lizerine', 1150)

(‘onemli’, 2287)

(‘bakan', 1444)

(‘'devlet’, 1139)

(‘biitiin', 2268)

(fetd', 1411)

(‘tiim, 1132) (‘degil', 2238) (‘milli’, 1380)
('yer', 1127) (‘miicadele’, 2164) (‘recep’, 1355)
(iki', 1117) (‘kurtulmus', 2114) ('tim’, 1350)
(‘tarafindan', 1115) (‘hakkinda', 2076) (‘zaman', 1346)
(‘tiirk', 1113) (‘devlet, 2063) (‘'giivenlik', 1341)
(‘bugiin', 1097) (iki', 2002) (‘'yok', 1337)

(‘'yardimcist', 1058)

(kabul', 1987)

(‘tayyip', 1291)

('yapilan', 1054)

(‘zaman', 1967)

(aynr, 1290)

(‘Grgiitii’, 1046)

(‘tiim', 1944)

(‘kabul', 1287)

(chp', 1018)

('yaptigt', 1910)

(iki", 1265)

(‘yonelik’, 1014)

(‘tizere', 1879)

(‘kaydetti', 1263)

('miicadele’, 1010)

(‘arasinda’, 1879)

('kullandt', 1262)

(ilk’, 1000) (milli', 1853) (hakkinda', 1249)
(‘ortaya', 994) (ilk', 1812) (ilk', 1248)
('yaptigr', 988) (‘'yok’, 1811) ('yaptigt', 1246)

(‘sunlart', 979) ('kaydetti', 1803) (‘uzere', 1244)
(‘higbir', 979) (‘aynt', 1790) (‘sehit', 1226)
(‘tiirkiyede', 977) (‘recep’, 1787) ('sunlart', 1212)
('kullandt', 958) (‘6ncee', 1786) ('kapsaminda', 1197)

(‘dncee', 941)

(iginde’, 1768)

('milletin’, 1176)

('sehit’, 929)

(‘bazt', 1759)

(‘bazt', 1164)

(‘akdogan', 927)

('bugiin', 1720)

('yil', 1159)

(‘kabul', 922) ('kullandt', 1702) (‘arasinda’, 1157)
(‘tizere', 916) (‘tayyip', 1676) (‘bugiin’, 1139)
(‘bazt', 904) ('yardimcist', 1674) ('i¢inde', 1136)
(‘dile', 900) (‘edilen’, 1673) (‘avrupa’, 1130)
('birlikte', 898) (istanbul’, 1671) (‘evet', 1128)
('yok’, 891) (‘cumhuriyet’, 1666) (‘edilen’, 1117)
(‘tayyip', 888) (‘'ortaya’, 1660) (‘6nee', 1114)
(‘recep’, 886) (‘anayasa’, 1655) ('dile’, 1106)
(‘ayni', 882) (‘'sunlar’, 1646) (‘birlikte', 1105)

(‘partinin’, 880)

(‘alinan', 1632)

(‘miicadele’, 1096)

(‘bulundu’, 863)

(‘silahlt', 1603)

('boyle', 1092)

('yilmaz', 856)

(‘bulundu’, 1601)

(‘cavusoglu', 1086)

(hiikiimet', 854)

(diger', 1591)

('yiizde', 1083)
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('kendi', 851)

(‘hava’, 1591)

(‘bulundu’, 1067)

(‘'sayin', 850)

(‘siyasi’, 1589)

(‘devlet', 1062)

(‘'sadece’, 849)

(‘avrupa’, 1580)

(‘'istanbul’, 1060)

(‘arasinda’, 839)

(edildi, 1570)

(‘kurtulmus', 1057)

('konusunda’, 832)

(higbir', 1544)

('millet’, 1057)

(‘belirten’, 832)

(yil', 1541)

('kendi', 1025)

('yiizde', 830)

(‘agiklamada', 1537)

(‘diger', 1022)

(‘belirterek’, 808)

(‘cavusoglu', 1535)

(halk’, 995)

(‘'uluslararasi', 796)

(‘turkiyede', 1526)

(‘'giiclii', 992)

(milli', 791)

(‘emniyet’, 1520)

(‘ortaya’, 990)

(ilke', 789)

(dile’; 1496)

('yardimcist', 978)

(‘kurtulmus', 786)

(‘sehit', 1485)

(‘olacak’, 970)

(‘boyle', 781)

('milletin’, 1480)

(iyi', 962)

(diger', 777)

(‘bulunan’, 1479)

('higbir, 958)

(iyi', 777) ('birlikte', 1476) (‘cumhuriyet', 955)
('yil', 764) (‘bakan’, 1474) (‘'giin', 946)
(‘'gelen’, 759) (‘sadece’, 1460) (‘diizenlenen', 946)

(‘masil', 757)

(‘gbzaltina’, 1456)

(tiirkiyede', 944)

(‘baskan', 743)

('igerisinde', 1429)

(‘'6zel', 940)

(kastm', 730)

(‘boyle', 1425)

(‘soylu’, 934)

(‘hava’, 707) (‘6zel', 1418) (‘belirten’, 928)
(‘olacak’, 707) (‘kendi', 1417) (iilke', 926)
(‘dais', 705) (‘ele’, 1412) (‘anayasa’, 916)
(‘bakan', 700) (‘disisleri', 1407) (‘hava', 916)
(‘'verdi', 680) ('s6z', 1400) (‘sadece’, 910)
(lazim’, 666) (‘egitim, 1392) ('siyasi', 903)
('igerisinde', 663) (‘kisi', 1388) (‘gelen’, 888)
(‘araya’, 663) (‘tilke', 1363) (‘eski', 885)

(‘saat', 648) (‘orglitiiniin’, 1363) (‘hayir', 880)
(‘'milletin’, 646) (‘'millet’, 1350) (‘bulunan’, 875)
(‘agiklamada', 643) (‘belirten’, 1333) ('s6z', 875)
(‘kurulu', 643) (‘'diizenlenen', 1329) (‘ele’, 864)

('terorle', 641)

(‘ankara’, 1328)

(‘artik', 862)

(‘tiirkiyeye', 640)

(‘bulundugu’, 1325)

(egitim', 861)

(‘takip’, 633) (‘konusunda’, 1307) (‘agiklamada', 852)
(‘'basin’, 630) ('glin', 1302) (‘hale', 852)
(‘baska’, 629) ('sorusturma’, 1301) ('sey', 847)

(‘cavusoglu', 628)

(verdi', 1296)

('iddianamede’, 842)

('kiligdaroglu', 624)

(‘'gelen’, 1289)

('emniyet', 832)

('so6z', 617)

(tiirkiyeye', 1287)

(‘cumhurbagkanligy’, 825)

(pkK, 616)

(‘'destek’, 1283)

(edildi, 822)
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(ilkenin', 615)

(‘'olacak’, 1276)

('mehmet’, 817)

(‘'gliclt', 612)

(‘bagka', 1271)

('bagka’, 813)

(‘alan', 612)

(‘suriye', 1258)

(‘belirterek’, 807)

(‘6zel', 612)

(‘uluslararast', 1256)

(‘ankara’, 805)

(belirtti', 610)

(‘alan’, 1234)

('igerisinde', 805)

(‘'dolayistyla’, 606)

(‘'sosyal’, 1228)

(‘ziyaret', 800)

(‘avrupa’, 603)

(‘fetullahgrt', 1225)

(‘dusisleri', 798)

(‘giinii', 602) (ceza, 1222) (kisi', 786)
(ortak’, 600) (iyi', 1212) (ilkenin', 786)
(sey’, 599) (‘karart’, 1211) (silahlr’, 784)

(‘ankara’, 598)

(‘cumhurbagkanligr’, 1205)

(‘araya', 783)

(‘'sosyal', 597) (‘tbmm’, 1196) (‘verdi', 782)
(‘suriye', 594) (‘terdrle’, 1196) (‘saat', 781)
(‘giin’, 594) (‘konusur, 1185) (‘'simdi', 779)
(‘tbmm', 590) (‘bozdag', 1149) (‘ceza', 774)
('mehmet’, 589) (‘belirterek’, 1148) (‘sahip', 767)
(‘milyon’, 588) (ziyaret', 1148) (‘bulundugu', 766)

(istanbul', 584)

('hale’, 1142)

('nasil', 762)

(‘bulunan’, 582)

(‘fetdnin’, 1141)

(‘'ifadelerini’, 758)

('simdi’, 580)

(belirtti’, 1137)

('isaret', 757)

('diizenlenen’, 580)

('nasil', 1104)

('yiiksek', 753)

('ingallah', 577)

(‘askeri’, 1090)

(‘lizerinde', 745)

(‘ziyaret', 577)

(‘anda’, 1089)

(‘uluslararast', 745)

(‘Szellikle', 575)

('sey', 1088)

(‘jandarma’, 741)

('yapilacak', 575)

(binali', 1082)

(‘'gelecek’, 740)

(‘koalisyon', 573)

(eski’, 1080)

(‘ozellikle', 738)

(dikkati’, 571)

(‘ifadelerini’, 1068)

(birligi’, 733)

('isaret', 565)

(‘basin’, 1058)

(‘alan', 732)

(‘'gelismeler’, 559)

(ait, 1055)

(belirtti', 727)

(‘'anda’, 558)

(‘6zellikle', 1048)

('diinya’, 720)

(‘'millet’, 556)

(‘milyon’, 1048)

(‘hiiktimet', 717)

(‘cumhurbagkanligt', 556)

(isaret, 1045)

(‘'milyon’, 711)




APPENDIX C

Resulting cosine similarity matrix of monthly divided datasets. Here, rows represents TRT News and coloumns represent Official Gazette

month by month.
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TRT/ Resmi Gazete rg201507 rg201508 rg201509 rg201510 rg201511 rg201512
Trt201507 -0.18189240672222584 0.44103557462813825 -0.35424418162243143 -0.16052257365030975 -0.2831948081254188
Trt201508 -0.21265107356674795 0.36550624361192763 0.3535831504359094 -0.24386944083595416 0.37238733009607544
Trt201509 0.06844460319627037 0.03715963586001209 -0.09336175956298066 0.02921405995388358 -0.04129966301081409
Trt201510 0.07156255592230736 0.049633880285535045 -0.20964199501822448 0.04382612673861995 -0.004985024308330955
Trt201511 -0.044911361464352914 -0.09281982857235814 -0.05729230516106597 0.0870908306766251 0.1276909292071896
Trt201512 0.02587465277317932 -0.011731303955457056 -0.4043797971917435 -0.14821507332761616 -0.009768691702997824
Trt201601 -0.01844346526602986 -0.06255620236776605 0.43143704622574436 -0.20908668834586 -0.055939847200271356 -0.14868871401691122
Trt201602 0.0554359009200852 0.021222641904803195 -0.3421205893489875 -0.10726872263431635 0.018299604891552024 -0.05411013028237231
Trt201603 0.013342534087731948 -0.026938411294576633 -0.42783363762836213 -0.1648101125889474 -0.0230399561643098 -0.10703219434302942
Trt201604 -0.24085497860041702 -0.3164141051211315 0.43001791310816373 0.4175192563766885 -0.27960547711364003 -0.43140314156488097
Trt201605 -0.15208725505051446 -0.2142892717625895 0.4371599289841931 -0.3941517339853031 -0.1905529897606086 -0.32063629813716565
Trt201606 -0.15849394902119213 -0.2218205341774141 0.43943842538053474 -0.40141135666988326 -0.19593400763206145 -0.32709519921197006
Trt201607 0.034408478650233436 -0.0020978578612180277 -0.3908440716649536 -0.1379113611644347 -0.0013702046633765929 -0.08103316462277947
Trt201608 0.0051408757239576825 -0.03610034347731081 -0.005280730411829376 0.12341405194351186 -0.03137594975317367 -0.11864788891463683
Trt201609 -0.08367490746075368 -0.13730760923106083 -0.09364751704055013 0.06357767610546611 -0.12043751087693788 0.10703065225869225
Trt201610 -0.010826574256393105 -0.05435081097630992 -0.01935179581499499 0.11439375016839338 -0.04647559503519061 -0.13792648097039553
Trt201611 -0.09891724142758686 -0.15434410940482804 -0.10802138251775546 0.05434580479277448 -0.13536359472165682 0.09885736208193613
Trt201612 -0.12479109570406167 0.1414921874003252 -0.13646927336362025 0.03414728241025433 0.12474177826017448 0.0792452113003995
Trt201701 -0.05132272678646655 -0.09987548481212347 -0.06027500128438082 0.08657955486127827 -0.08749648258104582 0.1286340569744262
Trt201702 0.0860117679867549 0.056053097855405444 0.07861686263964378 -0.0656764743852312 0.051695414065415696 -0.013435598350736962
Trt201703 -0.00019723590143907302 -0.04241281337121413 0.14396221833041117 0.021533918501646272 -0.03404024146448562 0.06831663654644538
Trt201704 0.047865563142528995 0.01282752309815467 0.03916131703087215 -0.11852573097783693 0.01257397871140488 -0.06307853097106716
Trt201705 0.003626145701412258 -0.02844043005377171 -0.005375143213260704 0.09581979253474752 -0.025140893567319147 -0.09526773640186258
Trt201706 0.010983592449786393 -0.02894381162040609 -4,08E+10 0.12694897934820285 -0.026032794272799583 -0.11157620704642793
Trt201707 -0.014538141516118852 -0.05887208231327931 -0.024693792781183943 0.11038784607805778 -0.05139876789573273 -0.14409006145951359
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TRT/ Resmi Gazete rg201601 rg201602 rg201603 rg201604 rg201605 rg201606
Trt201507 0.3717722383643915 -0.39279829620637163 -0.1976604505463672 -0.22461852189361692 -0.2934446280003272 -0.2622518458714766
Trt201508 0.30621228650733723 0.3676481804792237 -0.2867678438931504 -0.29983418514037236 0.3416634818474602 -0.3510945482821828
Trt201509 -0.2400284616285502 -0.11505821401551382 0.01325506812903122 -0.020930282965149625 -0.05505087825940958 -0.03058804765708743
Trt201510 -0.15023393974704874 -0.05850184656207664 0.033717493380272946 0.006893488250537052 -0.01763528045964965 0.0011511521755676677
Trt201511 -0.028777212517741766 0.07849757090943037 -0.10915618471868818 0.12177229603432861 0.10647133712390609 0.12858920817387967
Trt201512 -0.31017659901344186 -0.1722330601120951 -0.03033133696435993 -0.06249954400006717 -0.10652180606907333 -0.07962708359189136
Trt201601 -0.2375696619506784 -0.08015724755214071 -0.1109362769764028 -0.16110945248530734 -0.133764349307173
Trt201602 -0.25822482263700347 0.001911039041165321 -0.03141607498131526 -0.06883283562323154 -0.043588239413739426
Trt201603 -0.3287184289141154 -0.1903795949740243 -0.07615545405699095 -0.12128188227053273 -0.09443406779303325
Trt201604 0.364461846838907 0.43205853315262693 -0.3263863560895985 0.40551921157263465 -0.40292152862794134
Trt201605 0.37036124650988295 -0.4353826747547959 -0.22950606206762403 -0.2564448775623618 -0.29699171939722213
Trt201606 0.3702325318834866 0.44072729114379816 -0.23512069171832634 -0.2622688461239082 -0.33545766826121254
Trt201607 -0.2991393713787093 -0.16120463601030288 -0.021470685032334503 -0.05465761801957268 -0.09745159504312036 -0.06998385449783305
Trt201608 0.011945436940365251 0.11775193797885054 -0.054277849536609454 -0.08635501627235012 -0.13358334973894292 -0.10566818156835972
Trt201609 -0.06008813737093426 0.05405503307016658 0.14199378356621473 0.1039706996491048 0.08472686782573711 0.1085101665169207
Trt201610 -0.0005064595377998031 0.10833225434422557 -0.07095244680220487 -0.10257138684730618 0.13044820885382657 -0.12447839942647115
Trt201611 -0.07215540058777282 0.044464731704269844 0.13521410098855774 0.09711161971309175 0.07646141348755463 0.10043730122067587
Trt201612 -0.09364096920939576 0.022689952626265667 0.11838311275219136 0.0803130456715069 0.05874847673664981 0.08264797294273533
Trt201701 -0.03341277129033711 0.07887188074096105 -0.11598705691916776 0.12216804470531561 0.10552452238668428 0.12900525767693416
Trt201702 0.07844879541088269 -0.08386813760983232 0.037413230008496494 0.0026241779272254333 -0.03246774675884152 -0.006454717342392218
Trt201703 -0.11242574084020239 0.009336894822523584 -0.057361309594044375 0.07142737041540825 0.0456322839713912 0.07061009437459691
Trt201704 0.04704097953922914 -0.14055054868663544 -0.005778490539993361 -0.03921724428969074 -0.08011017954536559 -0.05321738276456516
Trt201705 0.009442801546610004 0.0918510661925082 -0.042844160391618556 -0.06712798899075424 -0.10348718099946706 -0.08294997846334316
Trt201706 0.016361904759111912 0.12157617736605475 -0.04764953210413701 -0.08067042189994619 -0.1261492463700823 -0.09868203240075371
Trt201707 -0.004314405692939406 0.10408793668373574 -0.07605867462408496 -0.1077127309858559 0.12736849618573823 -0.12981077262081522
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TRT/ Resmi Gazete rg201607 rg201608 rg201609 rg201610 rg201611 rg201612
Trt201507 0.41280754881242304 -0.289486016841746 0.42831564671129235 -0.12437515958543288 -0.04656274376284246 -0.2740643522588498
Trt201508 0.3401302013101859 0.37295557756202824 0.35353432948076896 -0.2125380854839559 -0.1275094108037262 0.34876403106142473
Trt201509 -0.2462334667484665 -0.041114843835788874 -0.2923915102520627 0.06067588147604348 0.10897088878040179 -0.04221681717293703
Trt201510 -0.15484761761862803 -0.0073244048956352574 -0.18843968933644398 0.0669269629198734 0.09840020884766014 -0.008097533816405551
Trt201511 -0.019231921692533658 0.1261671262063608 -0.0442467065187841 -0.048295634268754606 0.01485469878924543 0.11685707938464425
Trt201512 -0.32020418563168834 -0.095200344966552 -0.37430277523964856 0.021180130604771544 0.074874224982751 -0.09171080964707709
Trt201601 -0.39635275387059926 -0.15307017587441524 0.4199854207467391 -0.022624865485252412 0.03685543263860677 -0.14591077840192726
Trt201602 -0.26533533132595977 -0.05738508026337409 -0.31357528384512345 0.04907567199309825 0.09623623839653009 -0.055877370966792926
Trt201603 -0.34034814132892977 -0.1120009989032334 -0.3966058552491456 0.008588042503627947 0.06227029459167626 -0.10696990115392907
Trt201604 0.4027301886272332 0.4383427863390773 0.41829317070004296 -0.23925916128381966 -0.14720229574900254 0.41057229402372114
Trt201605 0.41022375234139713 -0.32631042268895405 0.42559080774028557 -0.15263222176668417 -0.07123295479495782 -0.309389896934544
Trt201606 0.4106639590725008 -0.33420756892613324 0.4258628588151344 -0.15826360271575832 -0.07713241290204505 -0.31625911269814866
Trt201607 -0.08497333864945947 -0.3612710401447502 0.029863902179602983 0.08241099529140593 -0.08174633336161621
Trt201608 0.026267370340352408 0.004267984270778484 0.0006699534539675605 0.05730726117861059 -0.11774958706445383
Trt201609 -0.05086908419477724 0.10480259512636779 -0.08554270057768223 -0.015597409575546029 0.09677918072963507
Trt201610 0.013051799572196906 -0.14384472839378057 -0.010390228688339097 0.04440985262469221 -0.13672820232738442
Trt201611 -0.06365880502557311 0.09625467255934446 -0.09448791866676697 -0.09999658365639208 0.0887013786237635
Trt201612 -0.08709962634267399 0.07808742038613427 -0.11966739876515176 -0.12580036309243442 -0.049325260756083456
Trt201701 -0.022160921906302432 0.1269413980155738 -0.0488426320678971 -0.05350259128341386 0.011764094240052298 0.11738710362158408
Trt201702 0.09744368766048009 -0.018284777711974714 0.082157236272359 0.08042200126383128 -0.02405701481482869 -0.018510216116799903
Trt201703 -0.10714688965732247 0.06311956883050107 -0.1423158918008704 -0.002973996146104784 0.05323241864626227 0.058619854616550685
Trt201704 0.06385831781926947 -0.06757688636125267 0.045665599566773574 0.04304403708799547 -0.07084801455089856 -0.06515914210030221
Trt201705 0.020100561008044783 -0.09695119142607861 0.003097532799963406 0.00010760459451421009 0.04469048671836503 -0.09246193745822007
Trt201706 0.03082337382183845 -0.11559000465068056 0.009617234457573192 0.006328047445420268 0.06195793423287244 -0.11097669930298326
Trt201707 0.009372683029383428 0.1492246026771586 -0.014666101661294235 -0.018622118760695697 0.04088323011496175 0.13843355996586124
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TRT/ Resmi
Gazete rg201701 rg201702 rg201703 rg201704 rg201705 rg201706 rg201707

Trt201507 -0.30151951212924943 0.4079282938562104 -0.23371122404069242 -0.36331294336211756 -0.3678690686025136 -0.3098069305031509 0.432813150920679
Trt201508 0.34150635198010787 0.33637334533860525 -0.31420566453871424 0.30452936074589665 0.32989807284728007 0.34935942945177006 0.3595683073666406
Trt201509 -0.06025778084154725 -0.20026983972536863 -0.021457619902721513 -0.11712300706443764 -0.11159686808681656 -0.06336781470572855 0.4248050003845051
Trt201510 -0.022512275325376852 -0.12281667476385856 0.006231580249560169 -0.0639771054041417 -0.05804298884548984 -0.023594744791762365 0.32880480652615013
Trt201511 0.10156357412044387 0.008261743923073456 0.12504122319530617 0.04956577411386315 0.06497128263274202 0.10351538335645208 -0.381923198039931
Trt201512 -0.11310272414106635 -0.2708155448239281 -0.06645654971045413 -0.17072018376191853 -0.16579132161981114 -0.11684234572101423 0.42808338484927944
Trt201601 -0.16895256847643222 -0.3409080217553713 -0.1164796313886989 -0.2270842935486606 -0.22543829525973086 -0.17376665908038172 0.4245718665118523
Trt201602 -0.07603681668200533 -0.2196222512362455 -0.03389344184607227 -0.13173280144889732 -0.12553171962320164 -0.07854393156010443 0.42104999027142487
Trt201603 -0.1291849216623162 -0.2896836255770004 -0.08057896243998247 -0.1863483112378498 -0.18160176953034146 -0.1325569682578095 0.4244815654137425
Trt201604 0.40372397933682863 0.3986742302287244 -0.36478755156235443 0.3585273665913192 0.38905880932748443 0.412846559700363 0.4224629114490703
Trt201605 -0.3371955416385658 0.40640213058866376 -0.26682445099874647 0.36482499023138193 0.39558092063771944 -0.34611076538054797 0.4308570174910544
Trt201606 -0.3448968216514294 0.40590664551598465 -0.2732733379556362 0.3648914250379877 0.3960538474209414 -0.3536083744806646 0.4306009439095932
Trt201607 -0.1037357173783512 -0.2596895329985052 -0.05739168110565073 -0.16142942030520546 -0.15525440241148517 -0.10674121527190665 0.4323998439949324
Trt201608 0.1352109070058856 0.04937582641393577 -0.09044487385873243 0.08283342416841197 0.10058289492661819 0.13767676330593825 -0.3025279985736764
Trt201609 0.08021467179768359 -0.02221474183347657 0.10696763416228774 0.02661751732407277 0.04184738085388376 0.08144304833790429 0.43143009643268293
Trt201610 0.12629646316645915 0.036847179847478595 -0.10772909537146533 0.07366204231119347 0.09145009208835345 0.1286861086329007 -0.3295943023835219
Trt201611 0.07168476637009445 -0.03396296068687584 0.09952074056781629 0.01758277794400725 0.03283534882831262 0.07298348661183847 0.43363979787529283
Trt201612 0.054728434705975236 -0.05503028707718477 0.08292107855922178 -0.0003418980816142264 0.013085455765936595 0.054676090929781984 0.43072642403014877
Trt201701 0.004668912066079238 0.12596808617900612 0.04798493742761374 0.06439547981235268 0.10312746440630201 -0.3966327755376348
Trt201702 -0.03914795728598107 0.0011996793587773125 -0.09473105773908852 -0.08463339831468475 -0.04001524863180325 -0.16780478259709733
Trt201703 0.03943297294361573 -0.07529330413874298 -0.014053253622061758 0.0007163843222781095 0.04088530223293247 -0.06368063240909196
Trt201704 -0.08656427413091669 0.0843719245597893 -0.0419446419133223 0.13032630254079405 -0.08920068456158654 -0.23093129908856716
Trt201705 0.10492138469587008 0.03855738103837461 -0.07058596278464965 0.06404045603296515 0.10721930052897585 -0.23615793186896458
Trt201706 -0.13301219444692156 0.054245594559212955 -0.08441773161323732 0.08602010762467524 0.10400049895727864 -0.29187222600580404
Trt201707 0.12344984065131394 0.033526136392107525 -0.11285029354350205 0.07033652608493703 0.08773206300201837 0.12546557937739355
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