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A NEW FRAMEWORK BY USING DEEP LEARNING 

TECHNIQUES FOR DATA PROCESSING  
 

ABSTRACT 

 

Deep auto-encoder neural networks have been widely used in several image 

classification and recognition problems, including handwriting recognition, medical 

imaging, face recognition, etc. The overall performance of deep auto-encoder neural 

networks mainly depends on the number of parameters used, structure of neural 

networks and the compatibility of the transfer functions. However, an inappropriate 

structure design can cause a reduction in the performance of deep auto-encoder neural 

networks. 

Four frameworks are proposed to evaluate the performance of the auto-encoder which 

is one of the common used deep learning techniques. In the first framework, the 

parameters of each auto-encoders were optimized by using Taguchi method. The 

proposed framework was validated by using four datasets; DDOS detection, IDS 

recognition, Epileptic seizure recognition and Digit classification datasets. In the 

second framework, pre-processing technique of energy spectral density was used to 

extract important features from input data. The proposed framework was tested by 

using three medical datasets. In the third framework, deep auto-encoder was combined 

with Discrete Wavelet Transform (DWT) to enhance its performance. Then, 

framework produced satisfactory results when compared to well-known studies in this 

field.  

Finally, a linear model was proposed as a post-processing technique to enhance the 

output of deep auto-encoder which its parameters were estimated by using Particle 

Swarm Optimization Algorithm (PSO). The experimental results show that the 

proposed method presented high acccuracy when compared with previous studies. 

Keywords: Deep learning; energy spectral density, taguchi method; auto-encoder, 

particle swarm optimization algorithm; linear model.   
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A NEW FRAMEWORK BY USING DEEP LEARNING 

TECHNIQUES FOR DATA PROCESSING  

 

ÖZ 

 

Derin otomatik kodlayıcı sinir ağları el yazısı tanıma, medikal görüntüleme, yüz 

tanıma vb. de dahil olmak üzere çeşitli sınıflandırma ve tanıma sorunlarında yaygın 

olarak kullanılmaktadır. Derin otomatik kodlayıcı sinir ağlarının genel olarak 

performansı kullanılan parametrelerin sayısına, sinir ağlarının yapısına ve transfer 

fonksiyonlarının uyumluluğuna bağlıdır. Bununla birlikte, uygun olmayan yapı 

tasarımı, derin otomatik kodlayıcı sinir ağlarının performansında bir düşüşe neden 

olabilmektedir. 

Yaygın olarak kullanılan derin öğrenme tekniklerinden birisi olan otomatik kodlayıcı 

performansını değerlendirmek için dört çerçeve önerilmiştir. Birinci çerçevede, her bir 

otomatik kodlayıcıya ait parametre Taguchi yöntemi kullanılarak optimize edilmiştir. 

Önerilen çerçeve DDOS (Dağıtık Hizmet Aksatma) tespiti, IDS (Kimlik) tanıma, 

Epileptik nöbet tanıma ve basamak sınıflandırma veri seti olmak üzere dört veri seti 

kullanılarak doğrulanmıştır. İkinci çerçevede, girdi verilerinden önemli özellikleri 

çıkarmak için enerji spektral yoğunluğunun ön işleme tekniği kullanılmıştır. Önerilen 

çerçeve üç medikal veri seti kullanılarak test edilmiştir. Üçüncü çerçevede, derin 

otomatik kodlayıcı performansını artırmak için Kesikli Dalgacık Dönüşümü (DWT) 

ile birleştirilmiştir. Daha sonra, çerçeve bu alanda iyi bilinen çalışmalara kıyaslanmış 

ve tatmin edici sonuçlar ürettiği görülmüştür. 

Son olarak, derin otomatik kodlayıcının çıktısını artırmak için işlem sonrası teknik 

olarak doğrusal (lineer) bir model önerilmiş ve parametreleri Parçacık Sürü 

Optimizasyonu (PSO) Algoritması kullanılarak tahmin edilmiştir. Deneysel sonuçlar, 

önerilen yöntemin önceki çalışmalarla karşılaştırıldığında yüksek doğruluk sağladığını 

göstermiştir.  

 

Anahtar Kelimeler: Derin öğrenme; enerji spektral yoğunluğu, taguchi yöntemi; 

otomatik kodlayıcı, parçacık sürü optimizasyonu; doğrusal model.  
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CHAPTER 1 

1 INTRODUCTION 

Machine learning (ML) is a popular branch of artificial intelligence (AI) that does not 

need to be explicitly programmed but allows machines to obtain new skills and predict 

results with high accuracy. Deep learning (DL) is a new version of ML which has 

recently been applied in many fields from computer vision to high dimensional data 

processing. Essentially, DL achieves great improvement in solving problems that has 

resisted the trials of the AI society for more than three decades and also achieved many 

state-of-the-art results [1,2]. It should be noted that DL can predict comprehensive 

outcomes by requiring little engineering, which cannot be compared by the 

conventional AI based approaches. DL will be applied to different fields in the near 

future due to its flexible and generic structure. Development of innovative learning 

algorithms and new structures for deep neural networks will merely speed up this 

progress [3]. Recently, Deep Auto-encoders have shown state-of-the-art achievement 

on different machine learning tasks which relies on unsupervised learning algorithms 

[4]. Deep auto-encoders have been widely used in different fields from image 

recognition to computer network etc. DL is presently earning a lot of heed for its use 

with big healthcare data. Even though ANN was introduced in 1950, there were severe 

limitations in its application to solve real dilemmas, due to vanishing gradient and 

overfitting problems, which hindered the training in deep architecture, lack of 

computing power, and primarily the absence of sufficient data to train the computer 

system. Deep learning has number of techniques which used in different medical 

application such as convolutional neural network, deep auto-encoder and deep belief 

neural network etc. These techniques presented satisfactory results when compared to 

previous traditional methods because of having ability to learn high level features from 

input data. Furthermore, deep learning techniques provide speed up processing when 

they deal with huge data when compared to traditional techniques including support 

vector machine, neural network and Naive Bayes classifier.  
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In this thesis, three frameworks were proposed by using deep learning techniques for 

data classification. In the first framework, the auto-encoders were optimized by using 

Taguchi method. The Taguchi method was used to find the best combination of 

parameters and obtained the best accuracy. The proposed framework was validated by 

using four datasets of digit recognition, epilepsy detection, DDOS detection and IDS 

detection. The experimental results compared to best proposed methods in this fields 

and showed that our proposed method gives better results than previous studies. 

In the second framework, an effective framework which can automatically classify 

different types of data by using deep learning techniques based on energy spectral 

density (ESD) was introduced. ESD is used in the feature extraction level. In the next 

level, two sparse auto-encoders were used to reduce the dimension of extracted 

features by ESD and learn sensitive features. The acquired high level and sensitive 

features were classified by using SoftMax classifier.  

In the third framework, deep auto-encoder was combined with DWT to enhance its 

performance. The A5 was calculated to reduce the dimension of the features and 

extracted important features. Then, framework produced satisfactory results when 

compared to well-known studies in this field. 

Finally, the last framework consisted of two stages as deep auto-encoder and post 

processing step. In the first stage, the Deep auto-encoder was used to classify input 

data and the obtained accuracy was optimized by using a linear model as post 

processing model. Furthermore, the parameters of models were estimated by using 

Particle Swarm Optimization (PSO) algorithms. Moreover, the proposed framework 

was validated by using epileptic seizure datasets and presented satisfactory results 

when compared with previous studies. 

1.1 Problem Statement 

In this thesis, the problem is generally focused on developing frameworks using deep 

learning techniques with different other methods such as: ESD, Taguchi method and 

post processing techniques to optimize the performance of deep auto-encoder in data 

classification. The main problem of deep learning techniques is that they are not fast 
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in numbers of problems or do not present high accuracy. Therefore, the deep auto-

encoder is combined with different techniques to improve its performance. Generally, 

the problem can be studied in number of points: 

 How to optimize the structure of deep auto-encoder that is used in data

classification?

 How to speed up and increase the performance of deep auto-encoder?

 How to increase the performance of deep auto-encoder by using pre and post

processing techniques?

1.2 The Goal of This Study 

 To propose a novel framework for optimizing the structure of auto-encoder by

using the Taguchi Method.

 To use ESD with deep auto-encoder to improve deep auto-encoder

performance and validated the framework with number of medical datasets.

 To use deep auto-encoder based on Discrete wavelet transform to decrease

computational time and increase performance of the system.

 Propose a novel framework by using post processing with deep auto-encoder

to improve the performance of deep auto-encoder.

1.3 Datasets 

Information retrieval is one of the most common problems in computer science. 

Generally, dataset is an important part of any research study and exactly in our study 

because number of frameworks were proposed and these frameworks must be 

validated by using common used classification datasets in different fileds.  

In the first framework, four datasets were used digit recognition, epilepsy detection, 

DDOS detection and IDS detection.  

In the second and second frameworks, there datasets were used for epilepsy 

recognition, Heart disease classification and arrhythmia classification. 

In the last framework, epilepsy seizure dataset that proposed by Bonn university was 

used to validate the proposed method. 
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1.4 Thesis Organization 

This thesis involves five chapters as follows: 

 Chapter One: Introduction: Problem statement, The Goal of the thesis, 

dataset.  

 Chapter Two: Literature review: this chapter provides an overview of the 

related works in deep learning studies. 

 Chapter Three: Methodology: this chapter provides an outline of the research 

methodology which used in this thesis. Deep learning, Deep Auto-encoder. 

 Chapter Four: The implementation details of experiment and the results that 

were obtained for all the proposed scenarios and comparison of the results. 

 Chapter Five: Conclusion and future works. 
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CHAPTER 2 

2 BACKGROUND AND RELATED WORKS 

Generally machine learning consists of three different techniques as unsupervised, 

semi-supervised and supervised learning methods. In this chapter, supervised and 

unsupervised learning methods are explained with its types and examples. 

Furthermore, several studies related to deep learning, DDOS detection, IDS detection, 

Epilepsy recognition, Digit classification, SPECTF Classification and Cardiac 

Arrhythmias are presented in details. 

2.1 Unsupervised Learning 

Assume a model which receives input of sequence features x1, x2, x3, . . ., where xt is 

the sensitive input at time t. This input features, commonly known as data, match with 

an image on the retina, the pixels in a camera, or a video waveform. Furthermore, in 

unsupervised learning there is only feature (X) as input and no corresponding label 

variables' information. The output of the unsupervised model is also features with low 

dimension that were extracted from input features.  

Hence, this technique known as unsupervised because of there is not educator and 

target output. The main advantage of unsupervised learning is reducing the input data 

size and reconstruct it in the form which increases the classification accuracy [5, 6]. 

Generally the unsupervised learning is used to reduce features dimension and 

extracted, selected effective features as shown in Figure 2.1. 
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Figure 2.1: Unsupervised learning block diagram 

Where both Xn and Xm represented features in different values and dimensions. The 

unsupervised techniques are usually used before supervised learning techniques to 

reduce the computational time by reducing the dimension of features and optimize the 

outcome of classification by performing new clusterings.  

In this section, numbers of unsupervised learning methods are presented: 

2.1.1 Factor analysis 

D represents the dataset which consists of D-dimension real values D= {y1, y2, y3,}. 

The input data is created by using the Equation. 

       y= ∧x+ ε (2.1) 

where x is a k-dimensional zero-mean Gaussian vector with features match to hidden 

factors, ∧ is matrix of parameters in the form of D X K. The details of the mathematical 

model are presented in [7]. 
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2.1.2 Principal Components Analysis (PCA) 

Principal Component Analysis (PCA) is perhaps the most common multivariate 

statistical method and is used as unsupervised learning method in different studies by 

researchers. Moreover, it is also the oldest multivariate method [8].  PCA is generally 

presented in problems which have big multi-dimensional data. The high dimension 

and number of features, lead to increase the computation time and more system 

memory is required. However, PCA tries to decrease the dimension of features and 

keeping the specific variance amount between features, while a practical reply is still 

possible.  

In PCA, the basic idea concerns on choosing L dimension features from M dimension 

features which is the input data as (L<M). Which means transferring M dimensional 

features to the L dimension. M chose in the form that M features become optimum 

descriptive to the original input data M. as shown in Figure 2.2 the translation of the 

data from 3D to 2D is presented [9]. 

 

 

Figure 2.2: 3D to 2D using PCA [9]. 

2.1.3 The K-means Clustering Algorithm 

K-means is a method of clustering features into an exact number of separate clusters. 

The” K” represented the number of the clusters determined. Several distance measures 

occur to select which feature will be added to which cluster. The purpose of the 
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algorithm is to minimize the measure between the center of the cluster and the given 

feature by iteratively adding a feature to any cluster and dismiss when the lowermost 

distance measure is realized. Therefore, the sample data is originally separated into K 

clusters and the observations are arbitrarily allotted to the clusters. Briefly, the 

technique can be represented in the pseudo code as shown below [10, 11]. 

When above simple K-mean algorithm executed the input data will be arranged as 

Figure 2.3 depended on the number of iterations. 

Figure 2.3: Finding three clusters using K-means algorithm [11]. 

2.2 Supervised Learning 

Supervised technique is an automatic learning method which tries to yield rules from 

input features. Therefore, the aim of this method is to learn how to classify features to 

the labels that are prepared by experts by using the equation in (2.2) [12]. The purpose 
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is to use this equation to determine a compact representation of the function of 

prediction, that a new input x associates an output g(x). 

 

             𝑔(𝑥) = 𝑓(𝑥)                                                                                           (2.2)        

The input features were divided into two sets as training and testing sets. In training 

stage, data tries to learn rules and differences between labels. Then, in the testing stage, 

the learned model is used to predicate the output using new data. The block diagram 

of Unsupervised learning presented in Figure 2.4. 

 

                              Figure 2.4: Supervised learning block diagram 

Where Xn represents the input features that is classified by supervised learning 

techniques to the labels Xm and the m, n refer to the dimension of the features and the 

labels. The supervised learning is presented in a number of techniques in this section: 

2.2.1 Neural Network 

Artificial Neural Network (ANN), commonly identified as a neural network (NN), is 

essentially a mathematical model inspired by human nervous systems comparable with 

brain process information. NN includes an interconnected sets of mannered neurons 

and it uses connectionist method to process data for computation. NN works such as 

an adaptive system, which modificates its organization in learning stage. NN can easily 

models the simple and also complex relationships. An ANN can be designed for a 
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particular application, such as data classification, recognition, estimation and 

regression [13, 14].  

There are several types of neural network configurations. There are several neural 

network types such as: Single layer feed-forward network, Multilayer feed- forward 

network and Single node with its own feedback. Simple neural network structure is 

shown in Figure 2.5.  

 

Figure 2.5: Simple neural network 

2.2.2 Support Vector Machine 

SVMs were initially proposed for data classification problems by Vapnik and co-

workers, and they have been commonly applied to several fields for face recognition, 

signal processing, classification and regression [15]. The main feature of SVM is that 

they influence the organizational risk minimization standard to catch a decision 

function with a decent generalization capability. The exact subset of the training is 

feature points which are called support vectors controlled the answer to a particular 

problem. As illustration in Figure 2.6, the SVM builds a maximum margin hyperplane 
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which differs from linear classifiers that tries to find nearest hyperplane as shown in 

Figure 2.7. According to the results, SVM can produce satisfactory, unique and global 

optimal solution compared to various linear classifiers [16]. 

 

 

Figure 2.6: SVM classifier [16]. 

 

 

Figure 2.7: SVM regression [16]. 
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2.2.3 Random Forest (RF) 

RF is an influential learning algorithm, which mixes number of randomized decision 

trees and collections of their estimations by averaging. In recent years, the RF is one 

of the common successful overall purpose techniques.  

In this part, we exist a label ranking technique depended on random forest system, that 

was indicated as Label ranking Random forest (LR-RF). The presented LR-RF works 

in two levels. In the first level, it builds several decision trees by using various training 

examples at building level, and then at the estimating level, query example permits 

over all trees, a two-step status combination approach is applied to collect the adjacent 

grades into a final estimated status. Figure 2.8 shows the entire procedure from a query 

in- stance x to finally get the estimated status π̂ [17]. 

 

 

 

 

 



13 

 

 

 

Figure 2.8: Random forest [17]. 

Finaly, the machine learning represented important and well studied topic of artificial 

intelligence area which is applied in many interested fields such as: Computer vision, 

disease diagnosis, video classification etc.. In Figure 2.9 the race of machine learning 

are presented in detailed form. 
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Figure 2.9: Machine learning structure. 
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2.3 Taguchi Method 

Taguchi method is a statistical robust design method that was first proposed by Genichi 

Taguchi to improve the quality of manufactured product and also more recently 

applied to a variety of fields from engineering to marketing [19, 20]. Three concepts 

were considered by the Taguchi concepts, namely Taguchi loss Function, Offline 

quality control and Orthogonal arrays for experimental design. Taguchi Method offers 

a methodology for designing the experiments. For instance, if an experiment is aimed 

on heating of wire by passing the electricity through it, then different control 

parameters from material type to diameter of wire are considered. Those parameters 

may have various values. DOE allows you to obtain the parameters and their values in 

an efficient manner. An example orthogonal selection table is illustrated in Table 2.1. 

           Table 2.1: Orthogonal array selection table. 

Number of Parameters (NoP) 

N
u

m
b

er  o
f  L

ev
els 

 2 3 4 5 6 7 8 9  

2 L4 L4 L8 L8 L12 L12 L12 L16 

3 L9 L9 L9 L18 L18 L18 L27 L27 

4 L16 L16 L16 L16 L32 L32 L32 L32 

5 L25 L25 L25 L25 L25 L50 L50 L50 

 

 

Essentially those arrays tend to adopt a methodical way to permute and combine the 

collaboration among different parameters. Besides, unlike the full factorial 

experiment, there is no need to carry out each experiment respectively. To obtain the 

objective value or best accuracy, Taguchi method decreases the number of necessary 

experiments by using orthogonal arrays (OA). This reduces the number of experiments 

to be performed and also reduces the overall cost. These arrays are essentially 

predefined matrices, including control parameters and number of experiments.  The 

purpose of the Taguchi method is to design an experiment that reduces the effect of 

the operator that cannot be controlled with a least amount of experiments [21, 22]. The 
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selection of an appropriate orthogonal array is mainly based on the number of control 

parameters and corresponding levels. Orthogonal arrays vary from L4 to L50 (see 

Table 2.1). More numbers of control parameters yield the higher values after “L”. 

Design of experiments are performed by employing the defined orthogonal array [21]. 

The iterations of experiments can be performed once the OA is carefully chosen. The 

number of iterations are then confirmed based on the complexity of the experiments. 

As aforementioned, the purpose of Taguchi method to design an experiment that 

reduces the effect of the operator that cannot be controlled with a least amount of 

experiments [21]. Taguchi method is a powerful technique for supplying the best set 

among different stages of various parameters. The measure used in Taguchi method is 

Signal-to-noise (S/N) ratio to measure and esteem the superiority features is the ratio 

of signal (S) to the operator of noise (N). Various S/N ratios were presented but, three 

of them are considered standard [23]. The first standard is “Smaller-is-better”, when 

the objective account of the quality variable ŋ is zero. In this case, the S/N ratio can 

be defined as Eq. (2.3): 

               ŋ =  −10 𝑙𝑜𝑔 ∑
𝑥2

𝑘
                                                                                (2.3) 

In equation 1, x is the account of the experimental control and k is the number of 

experiments. The second standard is “Larger-is-better” when, the zero account of the 

quality variable y is unlimited and in this case, the S/N ratio can be realized as Eq. 

(2.4): 

               ŋ =  −10 𝑙𝑜𝑔 ∑ (
1

𝑥2
) 𝑘⁄                                                                           (2.4)  

Here, x is experimental surveillance account and k is the number of experiments. The 

last standard is “Nominal-is-best”: In these styles of problems, the objective account 

of the quality variable x is specific. According to which, the S/N ratio can be realized 

as Eq.  (2.5). 

                   ŋ =  10 𝑙𝑜𝑔 ∑ 𝑥−2 𝜎⁄                                                                                        (2.5) 
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Here, x is the average account for the experimental surveillance and σ is the criterion 

variation of the experimental surveillance [24, 25]. 

Overall, the average values of the Signal-to-noise (S/N) ratio for each level of each of 

the parameter are calculated. The maximum and minimum values of differences are 

presented that the appropriate S/N ratio is decided based on the experimental strategy. 

This principally has a great influence on assessing the experiments. The Taguchi 

method process shown in Figure 2.19. 

 

 

Figure 2.10: Taguchi method flowchart. 
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2.4 Particle Swarm Optimization Algorithm (PSO) 

PSO algorithms are nature-inspired population-based metaheuristic algorithms 

proposed by Eberhart, Kennedy, and Shi [26, 27, 28]. These algorithms impersonator 

the social behavior of birds for problem solving. 

The PSO algorithm is initialized with a set of random solutions which represent the 

particles and then searches for an optimal solution by updating the generations. In each 

iteration, every particle is updated by following the first two (best) values. The first 

solution that is achieved so far is the best solution and is stored, known as pbest. Then, 

the other best value that is followed by the PSO is the best solution, achieved so far by 

any particle in the population and this best solution is a global best and known as gbest. 

The particle updates the positions and velocity by using equation (2.6) and (2.7) after 

selecting the best two solutions. 

              𝑋𝑘+1
𝑖 = 𝑋𝑘

𝑖 + 𝑉𝑘+1
𝑖                                                                                     (2.6) 

                𝑉𝑘+1
𝑖 = 𝑉𝑘

𝑖 + 𝑐1𝑟1(𝑃𝑘
𝑖 − 𝑋𝑘

𝑖 ) + 𝑐2𝑟2(𝑃𝑘
𝑔

− 𝑋𝑘
𝑖 )                                          (2.7)                                                                                                                               

Where 𝑋𝑘
𝑖  is represented Particle position, 𝑉𝑘

𝑖 represented Particle velocity, 𝑃𝑘
𝑖  

represented Best "remembered" individual particle position (pbest), 𝑃𝑘
𝑔

 represented 

Best swarm position (gbest), 𝑐1 and 𝑐2 Cognitive and social parameters and 𝑟1, 𝑟2  

random parameters between (0,1). 

The PSO have number of advantes when compared with other optimization algorithms, 

PSO is eassy to excution, there are few parameters for tuning the simple flowchart of 

PSO presented in Figure 2.11. Therefore, PSO effectivly applied in several fields: 

trainig neural network, functions optimization etc...  
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Figure 2.11: Simple pso flowchart [29]. 

 

 

 



20 

 

 

2.5 Literature Review 

In this section, number of studies were studied dealing with deep learning techniques 

and with the datasets that are used in this thesis. Then these studies were analysed and 

explained in detailed form to compare its results and techniques with our frameworks.  

Lore et al.  proposes a deep Auto-encoder-based method to separate features of signal 

from images having low-light and also modify glare images without over saturating 

the lighter accessories in images with a high variety [30].  

K. Sun et al. proposes that a divergence of the stacked-sparse denoising auto-encoder, 

synthetic data used for training it, the new proposed extreme learning machine Auto-

encoder (ELM-AE) called generalized extreme learning machine Auto-encoder 

(GELM-AE) which adds the forked regularization to the aim of ELM-AE [31].  

In [32] Yihui Xiong et al. trains an Auto-encoder network to encode and remodel a 

geochemical pattern population with strange complex multivariate probability 

division.  

In [33] Lyle D. Burgoonet et al. trains the Auto-encoder to Predict Estrogenic 

Chemical Substances (APECS). APECS consist of two deep Auto-encoder models 

which is less convoluted than the USEPA’s method and perform at least the same 

achievement. However, proposed idea implements accuracies of 91% vs 86% and 93% 

vs 93% on the in vitro and in vivo datasets used in validating the US EPA method. 

Chaoqun Hong et al. proposes a new pose retrieval technique which focuses on 

multimodal integration feature extraction and back-propagation deep neural  network 

by using multi-layered deep neural network with non-linear mapping [34].  

In [35] Tzu-Hsi Song et al. focuses on bone marrow trepan biopsy images and 

proposed a hybrid deep Auto-encoder (HDA) network with Curvature Gaussian 

method for active and exact bone marrow hematopoietic stem cell detection via related 

high-level feature correspondence. 
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 In [36] Yosuke Suzuki et al. proposes a collaborative filtering based recommendation 

algorithm that employs the variation of similarities among users derived from different 

layers in stacked denoising auto-encoders. 

 Yu-Dong Zhang et al. presents a novel system counting on susceptibility-weighted 

imaging as computer-aided detection application which increased in the last years. 

Unsupervised feature learning was done by using SAE. Then, a deep auto-encoder 

neural network was formed using the learned features and stacked auto-encoders for 

training all of them together as supervised learning. The proposed   approach   

produced   a   sensitivity   of   “93.20±1.37%”, a specificity of “93.25±1.38%”, and an 

accuracy of “93.22±1.37%”  the results obtained over “10x10-fold” cross validation 

[37]. As presented above, Deep auto-encoders have been gathered lots of attention 

from researchers recently.  

On the other, Taguchi method is a statistical technique proposed by Taguchi and 

Konishi Taguchi, which was essentially proposed for optimizing the quality 

manufacturing process development [38]. Especially in recent years, this method is 

used in number of critical studies to design experiment with best performance by 

different disciplines such as Engineering, Biotechnology and Computer Science. For 

instance, Mei-Ling Huang et al. (2014) combines a feature selection technique with 

SVM recursive feature elimination approach to validate the classification accuracy for 

Dermatology and Zoo databases [39]. 

 In this study, the Taguchi method was adapted and combined with a SVM classifier 

so as to increase the overall classification accuracy by optimizing ‘𝐶’ and ‘𝛾’ 

parameters respectively. Authors claims that the proposed method can produce more 

than 95% accuracy for Dermatology and Zoo databases. A study includes multi-stage 

metal forming process by considering workability also employs Taguchi method for 

optimization [40]. For this study, the Taguchi method is combined with artificial neural 

network to minimize the objective functions with respect to the forming process that 

the combinations of parameters used in finite element simulation are determined by 

orthogonal array in statistical design of experiments. The train data for artificial neural 

networks are obtained from orthogonal array and the result of simulation process.  
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Huimin Wang et al. [41]  are adopted the Taguchi method to analyze the effect of 

“inertia weight”, “acceleration coefficients”, “population size”, “fitness evaluations”, 

and population topology on particle swarm optimization algorithm (PSO), and to 

determine the best mixed of them for various optimization problems. The experimental 

results illustrate that all the benchmark functions having their optimum solutions after 

the tuning process. Furthermore, acceptable results are also presented by the article 

when dealing with the optimization design of a “Halbach permanent magnet” motor. 

The paper concludes that the PSO based Taguchi method is quite appropriate for such 

popular engineering problems.  

A recent study published in proposes a new predictive modelling of material removal 

rate (MRR) by employing Taguchi-entropy weight based GRA to optimize an 

Artificial Neural Network [42].  Further recent studies using Taguchi method can be 

also seen in the corresponding articles [43,44]. 

Furthermore, number of studies in the field of epilepsy detection are presented. In a 

recent study Sutrisno Ibrahim et al  propose a few electroencephalography (EEG) 

feature selection and recognition methods for epilepsy and autism spectrum disorder 

(ASD) recognition [45]. 

 EEG signal is first pre-processed and then it is decomposed into different EEG sub-

bands via a DWT (Discrete Wavelet Transform). Two nonlinear approaches were 

proposed, namely, largest Lyapunov exponent and Shannon entropy, which calculate 

complexity in the EEG signal. The author also studies on the use of a cross-correlation 

techniques to calculate coincidence between EEG channels. Then the classification 

methods used to classify selected features. Different datasets are used to test the 

proposed system, and it is claimed that the proposed method achieves recognition 

result, with accuracy of up to 94.6% for a multi-channel classification problem. In an 

alternative approach, mel frequency cepstral coefficients are calculated in the feature 

selection level and used to feed a neural network for the classification problem [46]. 

Mel frequency cepstral coefficients are measured based on a frequency analysis. 

Besides, the experimental results claim that the proposed technique presents the best 
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results when compared with the previous studies in terms of recognition accuracy 

based on the same dataset.  

In [47] Rafik Djemili et al. propose a new feature extraction technique, depending on 

empirical mode decomposition according to which signals are decomposed into 

considerable style functions by the empirical mode decomposition algorithm that the 

extracted features become input to the MLP architecture for the classification phase. 

Experimental results claim to achieve 100% accuracy rate with the Bonn University 

dataset.  

In [48] Jesus Martinez-del-Rincon et al. validate two major contributions namely, the 

use of non-linear classifiers and the proposal of an unsupervised fashion technique, 

Bag-of-Words model, which extracted nonlinear features from an input EEG signal. 

The achievement of the technique is tested with public datasets, also private datasets 

are recorded under factual and in no ideal environment. The public datasets are used 

to compare the presented technique results with various studies using the same dataset 

and presents satisfactory results. 

Srinivasan et al proposed new system based on Time–frequency domain for feature 

extraction and RNN used to classify the features, the proposed method presented 99.60 

accuracy [49]. Subasi and Ercelebi proposed artificial neural network (ANN) based 

wavelet transform (WT) and produce only 92% performance [50]. Subasi proposes 

Discrete WT based on Mixture of expert model which presented only 94.5 

performance [51]. Kannathal et al proposed adaptive neuro-fuzzy inference system 

(ANFIS) based on Entropy measures and produce 95% performance [52]. Tzallas et 

al. proposed a new method based on time–frequency analysis and ANN which 

produced a high accuracy of 100% [53]. Polat et al. proposed Fast Fourier transform 

and decision tree (DT) which present 98.72 performance [54]. Acharya et al. used 

Wavelet Packet Decomposition (WPD) to decompose segments and Principal 

Component Analysis (PCA) to extract eigenvalues from the resultant wavelet 

coefficients. Then, a supervised technique Gaussian Mixture Model (GMM) classifier 

was used to classify the extracted features and obtained 99% accuracy [55]. Acharya 

et al. proposed combination of entropies, HOS, Higuchi FD, Hurst exponent and FC 
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and the proposed method presented 99.70% accuracy [56]. Peker et al. proposed a 

complex value artificial neural network (CVANN) based on Dual Tree Complex 

Wavelet Transform (DTCWT), the proposed method presented 100% performance 

[57]. Karim et al. proposed a deep auto-encoder based on Taguchi method and the 

proposed method presented 100% accuracy [58]. 

Moreover, the most relevant research in Arrhythmias automatic methods are 

presented. In a recent study, a model for recognition of cardiac arrhythmias is 

presented [59]. The model employs k-NN and SVM supervised machine learning 

techniques respectively. 20-cross validation are used to obtain more realistic 

experimental results. The data was obtained from UCI, which is a famous machine 

learning datasets repository. The experimental results gave 73.8% accuracy rate via k-

NN and 68.8% with an SVM classifier.  

In [60] Anam Mustaqeem et al. presents a new system for classification of arrhythmias. 

The wrapper algorithm was used to extract best features and UCI dataset was used at 

the experimental section to test the accuracy of the proposed model. Different 

classifiers were tested with the proposed feature extracted techniques. 10-cross 

validation were applied on Multi-Layer Perceptron (MLP), SVM, KNN, random forest 

and Naïve Bayes classification techniques respectively. The experimental results 

showed that the MLP achieves the best classification with an average performance of 

78.26%, whereas the performance evaluated for SVM and KNN were 74.4% and 

76.6% respectively. They outperformed previous models in terms of accuracy.  

In [61] WM Zuo et al. proposes a method for diagnosis of cardiac arrhythmia using a 

kernel difference weighted k-nearest neighbour classifier (KDF-WKNN). The 

proposed method is different from classic KNN, that the proposed method describes 

the weighted KNN rule as a least-squares based optimization of sample reconstruction 

from its neighbourhood.  

Besides, in an alternative study, an ANN based architecture, relying on standard 12 

lead ECG recordings for cardiac arrhythmia classification is presented in [62]. The 

author utilizes an MLP with a standard backpropagation algorithm to classify 
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arrhythmia cardiac as normal and abnormal respectively. It is claimed that the 

experimental results achieve 86.67% classification accuracy rate.  

Furthermore [63] Golnaz Sahebi et al. propose a feature selection technique supported 

by a genetic algorithm to optimize the reliability of recognition in e-Health 

applications. The presented method known as PIGAS, employs the genetic algorithm 

to select the most efficient subset of features that produce the best classification 

accuracy. The k-NN classifier is applied to classify the selected data and the whole 

system is validated by using UCI Arrhythmia dataset. The paper claims that the 

proposed method presents 99.70% accuracy by using all features and 66.76% by using 

only half of features. 

 In [64] Anugerah Galang Persada et al. present a comparative research of several 

attribute selection approaches used in machine learning applications as a pre-

processing step. Several search methods are employed to combine nine different 

attribute selection algorithms, followed by applying different attribute evaluator 

algorithm. Those results are then classified by using eight classifiers and the highest 

accuracy achieved by applying RBF Classifier on the combination of Best First search 

and CsfSubsetEval techniques. The paper claims to achieve 81% accuracy with the 

UCI Arrhythmia dataset.  

In [65] Shivajirao M. Jadhav et al. propose a new approach for cardiac arrhythmia 

disease classification by employing a modular neural network (MNN) model, which 

essentially classifies arrhythmia data as either normal or abnormal. The paper claims 

to achieve 82.22% accuracy with the given data set. Further corresponding studies can 

be found in [66- 68]. 

In addition, this section presents several earlier studies in the field of SPECTF 

classification. The automatic classification is important issue for saving time and 

reducing the overall cost. A multi-agent classifier system relying on Q-learning for 

handling the data classification problem is presented in [69]. According to which, the 

Q-learning and Bayesian algorithms are combined and mathematically formulated for 

trust measurement. The method is validated by using number of small and large 
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datasets, and the results are compared with the previous studies to confirm the 

performance of the proposed system.  

Srinivas et al. [70] proposes a standard multi-level classification method based on 

sparsity based dictionary learning SVM technique and used for health datasets. The 

presented approach allows satisfactory performance over medical datasets for 

classification accuracy and also requires no synthesis and ensemble approaches in 

multi-level classification. Five standard UCI medical datasets are employed to validate 

the competence of the proposed classification approach.  

In [71] Wei et al. assorted Bayesian network with dataset extension and feature 

selection methods that the “Bayesian network structure learning algorithm” is suitable 

for huge features datasets. The experimental results claims that the new method 

performs higher precision than K2 algorithm and SDBNS method respectively. In an 

alternative study, a new support vector data description (SVDD), offering the concept 

of density weight and employing k-NN algorithm for target data density distribution, 

is proposed. The proposed method allows Priority for data points with high rise density 

regions. The new method is evaluated by using number of datasets with respect to the 

UCI repository so as to reveal the performance of the proposed method [72]. 

Furthermore, a new SVDD-based method, allowing to analyse uncertain data to detect 

outliers, is proposed. This method consists of two stages. In the first stage, pseudo-

training set, each input instance is scored with a confidence value which labels the 

likelihood of an example tending normal class. In the second stage, on the other hand, 

the generated confidence score is integrated into the SVDD training phase so as to 

build a global distinctive classifier for outlier detection. The experiments results claims 

to obtain the best detection results when compared with the previous techniques [73].  

Kumar et al. [74] proposes a new method known as Multiple Kernel Completion 

(MKC). This method completes similarity kernels and determines their better 

integration into a SVM framework in order to increase the discrimination margin. The 

performance of the proposed technique is tested by using datasets from UCI Machine 

Learning repository.  
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In an earlier work, Cui Li-lin et al. [75] proposes a method called as  Transductive 

Confidence Machine (TCM) Improved k Nearest Neighbours (TCM-IKNN). TCM-

IKNN is an efficient machine learning algorithm in which the TCM is improved by 

combining with k-NN and validated by using UCI dataset. Despite the claim that the 

proposed method reduces the number of false predication and increases the true 

predication, authors also state that it may present unsatisfactory results through high 

confidence level.  

In [76] Tian et al. proposes a kind of discretization called “core-generating 

approximate minimum entropy discretization (C-GAME)” which determines a group 

of lowest entropy cuts able of creating discrete data points with nonempty cores. The 

C-GAME is introduced and the modeled as a “constraint satisfaction optimization 

problem”. Accordingly, branch and bound optimization algorithms are employed to 

solve it. Experiment results, performed on UCI dataset, present that the C-GAME 

outperforms to the number of techniques proposed in the corresponding field. 

Bhatkoti et al. [77] proposed a new framework for Alzheimer’s disease diagnosis 

based on deep learning and KSA algorithm. In this application the results of the 

modified approach compared to non-modified k-sparse method. The ϭ KSA optimize 

the competence of diagnosis compared to the previous researches. 

In [78] Haonan Tong et al. present software defect prediction application by using the 

advantages of stacked denoising auto-encoders (SDAEs) and two-stage ensemble 

(TSE). In the first step, SDAEs used to learn the DPs from the imitative software 

metrics. Moreover, a new ensemble learning method, TSE, is proposed to predicate 

the labels-imbalance problem. The proposed method trained and tested by using 12 

NASA benchmark test data to show the effectiveness of the SDAEs TSE system which 

is significantly effective for SDP.  

In [79] Kuo et al. proposed a stacked denoising Auto-encoder for building a deep 

neural network for student dropout predication is proposed. The system trained with 

recent year’s data and is used to estimate the results of current year to counseling in 

order to warn students who might dropout.  
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Yihui Xionget et al. [80] trained an auto-encoder neural network to encode and decode 

a geochemical data inhabitant with unidentified composite multivariate possibility 

distributions. During the training, small possibility examples contribute tiny to the 

deep auto-encoder network. These examples can be classified by the trained network 

as abnormal examples due to their reasonably greater reconstructed mistakes. The 

Southwestern Fujian district China is selected as a case research field.  

Tao Han et al. [81] presented some ideas of deep sparse auto-encoder mix with 

compressed sensing (CS) theory, which can enhance the compacted selection process 

of CS with compressing of sparse auto-encoder in deep learning. The innovative CS 

theory has no function of autonomic instruction, so they present the idea of stacked 

auto-encoder of deep neural network to optimize CS theory. Then, calculate the 

mistakes between the retrieval the output features and the input features. By 

adjudicating the achieved error and the suitable error, the stacked auto-encoders 

compressed sensing (SAECS) model can select separately the most suitable sparsity 

and the most suitable length of dimension vector.  

Syed Moshfeq Salaken et al. [82] Proposed a deep auto-encoder classification 

technique which first learns high level features and then trains an ANN with these 

learned features. Experimental results display the proposed technique presented 

satisfactory results when compared with all other classifiers when trained with all 

features and same training data.  

Zahra Ezzati Khatab et al. [83] presented a novel technique which takes the advantages 

of deep learning, extreme learning machine (ELM) and deep extracted features by 

auto-encoder, to enhance the localization achievement in the feature learning and the 

classification. Moreover, the fingerprint dataset also needs to be updated, the author 

increase training data number, in order to enhance the localization achievement, 

progressively. experimental results point that the presented technique supplies a 

significant enhancement in localization achievement, by using deep features extracted 

by auto-encoder, and increasing the training data number. 

In addition to the deep auto-encoder neural network, convolutional neural network has 

effective applications. Usman Mahmood Khan et al. Proposed a novel convolutional 
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neural network and random forest estimator to classify the complex time series input 

and define if it corresponds to a breathing activity and predict breathing rate. 

Furthermore, the author collects a comprehensive dataset for training the proposed 

method and evolve reference benchmarks for the future researches in the area. 

According to the obtained results, they conclude that convolutional neural network 

mixed with passive radars show high potential for end-to-end human action 

classification [84].  

Xue-song Tang et al. [85] presented a new method based on pre-processing and deep 

two auto-encoders, in the pre-processing stage the input data divided into segments 

and then geometrics information extracted as input to the stacked auto-encoder, the 

proposed method produce satisfactory results when compared with CNN-based feature 

learning.  

Chuanlong Yin et al. [86] Proposed a new approach to explore an intrusion recognition 

system depended on deep neural network, and proposes a model for intrusion 

recognition using recurrent neural networks (RNN-IDS). Furthermore, study the 

achievement of the proposed system in binary and multiclass classification. The 

proposed model compared with random forest, J48, support vector machine, artificial 

neural network, and other machine learning techniques presented in earlier studies on 

the common used data set. The experimental results present that RNN-IDS is actual 

appropriate for demonstrating a classification model with high performance and that 

its performance is larger to that of traditional machine learning classification 

techniques in mutually binary and multiclass classification.  

Zhen Yu et al. [87] proposed a technique to automatically classify FFSP by using deep 

convolutional neural network (DCNN) method. The presented DCNN consists of 16 

convolutional layers with small 3×3 size kernels and three fully connected layers. To 

reduce DCNN parameters a global average pooling (GAP) is adopted in the last 

pooling layer, which relieve the overfitting status and mend the achievement under 

fixed training data. Both the transfer learning technique and a data increase technique 

appropriate for FFSP are executed to further excess the classification accuracy. 

comprehensive experiments validate the benefit of proposed approach through 
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classical methods and the performance of DCNN to classify FFSP for clinical 

detection. 
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CHAPTER 3 

3MATERIALS AND METHODS  

3.1 Deep Learning 

DL or more famously introduced as deep structured learning or hierarchical learning 

is a partition of ML which is depended on a group of algorithms that try to model high-

level abstractions in features [88, 89, 90].   

DL algorithms try to learn representations because more abstract representations are 

often built depending on less abstract ones. A main benefit of more abstract 

representations is that they can be invariant to the local alterations in the input features. 

Learning such invariant data is a continuing main objective in pattern classification.  

DL algorithms are really Deep structural design of sequential layers. Each layer used 

a nonlinear transformation on its input features and offers a representation in its output 

data. The aim is to abstract a complex and learn representation of the features in a 

hierarchical method by transitory the features over several transformation layers. The 

sensory features are served to the first layer (input layer). Accordingly, the input of 

each layer is output of previous layer. 

The deep learning algorithms easily mean stacking number of nonlinear 

transformation layers. The extra layers the features go over in the deep structural 

design, the extra complex the nonlinear transformations which are built. These 

transformations epitomize the features, so Deep Learning can be measured as specific 

situation of representation learning technique which abstract representations of the 

features in a Deep Structural with several levels of representations. The realized last 

representation is an extremely non-linear function of the input features. 

It’s important to refer that the layers ın the deep learning is nonlinear and try to extract 

and learn sensitive features from input data. The linear transformation such as PCA 

not used as transformation algorithms in the deep learning because its linear 

transformation and produce linear transformation too. 



32 

 

 

Then, the final representation of features are become output from last layer and become 

input to the classifier that classify the features in to labels.  

Moreover, it is actual challenging to measure the effective presentations of by hand 

engineered features through various applications and also need time-consuming 

features extraction and dimension reduction technique specified beyond to get accept- 

able outcomes.  

On the other hand, deep learning approaches for automatic feature learning supply the 

capability to represent features from raw data with tiny preprocessing. Multiple 

nonlinear transformation layer is used for abstraction, deep learning approaches 

representation intricate features learning from raw features and extract the best features 

to enhance recognition performance within minimum time. In recent years, several 

deep learning techniques presented such as auto-encoder, convolutional neural 

network and recurrent neural network etc. The details of deep learning organization 

shown in Figure 3.1. 

 

Figure 3.1: Deep learning structure [91]. 
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3.1.1 Stacked Sparse Auto-encoder  

Supervised learning is one of the most powerful tools of AI. The Stacked Sparse Auto-

encoder (SSAE) is essentially a neural network consisting of multiple layers of sparse 

auto-encoders and mainly used as an unsupervised feature extraction method that 

automatically learns from unlabeled data. Output of each layer is wired to the inputs 

of the succeeding layer. Having a trained auto-encoder essentially refers to estimate 

optimal parameters by reducing the divergence between input ′𝑥′ and output ′𝑥′.̇   .  The 

mapping between input ′𝑥′ and output ′𝑥′.̇  is given following equations:  

              𝑥̇ = 𝑓(𝑥)                                                                                                        (3.1) 

         𝑛1
(1)

= 𝑀𝑓(𝑤11
(1)

𝑥1 + ⋯ 𝑤15
(1)

𝑥5+ + 𝑏1
(1)

)                                                       (3.2)                 

         𝑛𝑖
(1)

= 𝑀𝑓(𝑤𝑖1
(1)

𝑥1 + ⋯ 𝑤𝑖5
(1)

𝑥5+ + 𝑏𝑖
(1)

)                                                       (3.3) 

Where M () is an activation using sigmoid logistic function. 

The final expression can be shown as follows (4): 

            𝑛𝑤,𝑏(𝑥) = 𝑀𝑓(𝑤11
(2)

𝑛1
(2)

+ ⋯ 𝑤15
2 𝑛5 + ⋯ + 𝑏1

(2)
)                                       (3.4)                 

The discrepancy between the input ′𝑥′ and output ′𝑥′.̇  is defined by using a cost 

function. This functions’ first term refers the MSE whereas the second one is the 

regularization term. Different algorithms are preferred to solve the optimal parameters 

of the network; the details can be seen in [92]. 

3.1.2 Convolutional Neural Network 

Convolutional neural network (CNN) was first presented in the end 1980 s, to deal 

with data that consists of matrices (multi-dimensional arrays) like images and videos 

[93]. Then CNN presented huge success in problems related to computer vision such 

as object detection, recognition and classification. Initial function of Deep CNN 

(DCNN) is feature extraction and (classification or regression). The CNN consists of 

two main functions as convolutional layers and pooling which are used for high 
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features extraction, where multiple convolutional layers and pooling used to extract 

features and the output of each layer wired to next layer. Then, extracted high level 

features are classified by using fully connected layers such as SVM and SoftMax. In 

the training phase of CNN, labelled data are used to perform training using training 

algorithms like backpropagation algorithm. During training, data samples are divided 

into mini-batches and controlled by “batch size” parameter. The stochastic gradient 

descent (SGD) is the basic algorithm used in training neural network. The SGD tries 

to update the neurons' biases and weights after every batch computation, and the goal 

of this algorithm is reducing the error rate [94].  

The convolutional neural network consists of a number of important parameters and 

functions such as: padding, striding, convolutional layer, pooling, fully connected 

layer and normalization as can be seen in Figure 3.2.  

 

 

Figure 3.2: Convolutional neural network [95]. 

 

3.1.2.1 Convolutional Layer 

The purpose of a Convolutional layer is to extract and learn sensitive and high level 

features of the input volume (image, video or sound). Only a portion of the input data 

is connected to the next Convolutional layer because the use of all data lead to too 

much computation time. Then, it applies dot products between selected range on data 
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and a filter on all the dimensions. The produce of this operation is the feature map [95]. 

The filter slides over the input matrix (image) using stride function see Figure 3.3. 

 

 

Figure 3.3: Convolution layer 

 

This example consists of 4*4 matrix (input feature), with one stride and 2*2 filter. The 

output of convolutional layer is a feature map as shown in Figure 3.4. 
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Figure 3.4: Features map of convolution layer 

 

3.1.2.2 Pooling 

The pooling layer is inserted between convolution layer in convolutional neural 

network structure.  The pooling is a function to reduce the spatial size of the data to 

reduce the number of parameters and computations in neural network then control the 

overfitting [96, 97].  

The most common form is a pooling layer with filters of size 2x2 or any size depend 

on the input properties applied with a stride integer number 2,3,4 down samples all 

depth portion in the features by any integer along both width and height, removal 75% 

of the activations. 

Generally, two kinds of pooling are using the max pooling and average pooling 

methods. The max pooling means selecting the upper value feature in each stride. In 

this example 2*2 filter with 2 stride are studied see Figure 3.5 where 5,7,9 and 5 are 

the selected features and represented the greatest values. 

 

 

 



37 

 

 

 

Figure 3.5: Max pooling 

On the other hand, the same example used with average pooling and presented other 

results see Figure 3.6. 

  

Figure 3.6: Average pooling 

In each stride the features are collected and divided on the number of features, the use 

of max pooling or average pooling depended on the data type each of them presented 

satisfactory results according to the features behavior. 
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3.1.2.3 Fully connected layer 

The fully connected layer is like a traditional neural network but in deep learning its 

used in the last layer after extracted the important features and number of feature (input 

data) are reduced. The fully connected layer mean connect every node in different 

layers with each other. Generally, SoftMax which is common used transfer function in 

this part.  For example, see Figure 3.7. 

 

Figure 3.7: Fully connected layer 

 

Generally, fully connected layer consists of three layers as input, hidden and output 

layers and there is an ability to increase the number of hidden layer according to the 

features behavior and size [98]. 

 

3.1.3 Recurrent neural network (RNN) 

RNNs are famous models, which presented many tasks in different fields. The idea 

overdue RNNs is to brand procedure of the sequential data by representing features 

sequence to a sequence of hidden statuses, which can learn the difficult subtleties of 

sequence. The reappearance equalities from the hidden statuses to outputs is as 

presented: 
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          ht = 𝜎(𝑤𝑥ℎ 𝑥𝑡 + 𝑤ℎℎ ℎ𝑡−1 + 𝑏ℎ)                                                                   (3.5) 

          Ot = 𝜎(𝑤ℎ𝑜 ℎ𝑡 + 𝑏𝑜)                                                                                         (3.6) 

Hence, the 𝑡th input features represented by 𝑥𝑡 sequence {𝑥1, 𝑥2, … . . , 𝑥𝑡}. 

Furthermore, the {𝑥1, 𝑥2, … . . , 𝑥𝑡}and {𝑥1, 𝑥2, … . . , 𝑥𝑡} represented the status of the 

hidden and output layer.  

The RNN used to extracted high level and sensitive features from sequence data, which 

number of RNN can stacked and in the last layer fully connected layer used to classify 

the extracted features.  

Long Short Term Memory, Gated Recurrent Unit, Gated Feed Forward Neural 

Network are recurrent neural network techniques and used in different fields. The 

Structures of RNN and LSTM shown in Figures 3.8 and 3.9. 

Moreover, the RNN applied in several complex and difficult problems such as: speech 

recognition, EEG classification face recognition and malware detection etc [99- 104].   
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Figure 3.8: Recurrent neural network structures [105]. 
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Figure 3.9: LSTM [106]. 

 

3.2 Proposed Frameworks 

In this section, four frameworks are proposed for data classification and processing 

problems. 

The first framework is a novel framework, which primarily integrates the Taguchi 

method to a deep auto-encoder based system without considering to modify the overall 

structure of the network, is presented. Several experiments are performed using 

various data sets from different fields, i.e., network security and medicine. The results 

show that the proposed method is more robust than some of the well-known methods 

in the literature as most of the time our method performed better. Therefore, the results 

are quite encouraging and verified the overall performance of the proposed framework.  

Furthermore, a new framework for medical data processing which is essentially 

designed based on deep auto- encoder and energy spectral density concepts was 

proposed. According to which, the input data is first analyzed by using energy of signal 
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for feature extraction. This is achieved by dividing the signals in equal periods and 

measuring the energy of signal for each period. The produced output becomes an input 

to the first auto encoder for dimension reduction process that the number of auto 

encoders mainly depends on the characteristics and dimension of the data. The final 

layer employs a Soft-Max classifier so as to classify the extracted features obtained 

from auto-encoders and assign them into corresponding labels. In the final stage, the 

two Auto-encoder and the Soft-Max classifier are stacked and trained in a supervised 

fashion to increase the performance of the overall system. In order to validate the 

performance of the proposed framework, it has been tested with a number of 

comprehensive medical datasets, namely, Epilepsy Seizure Detection, SPECTF 

Classification and Diagnosis of Cardiac Arrhythmias. The obtained results are 

compared with literature and a very good agreement is achieved. 

Moreover, Deep Auto-Encoder and Discrete Wavelet Transform (DWT) are combined 

for the detection of epilepsy from EEG signals. In the first stage, DWT was applied to 

analyze the EEG signal and 128 features were obtained by taking the A5 parameter. In 

the second stage, deep automatic encoders are used to obtain high level and sensitive 

features from the A5. In addition, these features are classified into two groups: normal 

and abnormal. Finally, the two auto-encoders and SoftMax stacked and trained by 

using backpropagation algorithm to improve the classification accuracy. The proposed 

method gives satisfactory results when compared with the common methods presented 

in this file. 

Finally, the epileptic seizure detection performance has been improved by using a 

stacked sparse auto-encoder based on post-processing system consisting of a linear 

model based on the Particle Swarm Optimization Algorithm (PSO). In the first stage, 

all the sensitive and high-level features are extracted by using the first auto-encoder. 

Furthermore, the output of the first auto-encoder wired to the second auto-encoder, 

with its output linked to SoftMax which is followed by SoftMax training to classify 

the extracted features from last auto-encoder. The two auto-encoders and the SoftMax 

are stacked and trained in a supervised fashion using the well-known backpropagation 

algorithm to improve the performance of the neural network. In the second stage, the 

linear model transforms the predicted output of the deep stacked sparse auto-encoder 
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to a value close to the desired output by using the linear combination of the object 

features and the predicted output. This simple transformation increases the 

performance of stacked sparse auto-encoder. The PSO algorithm iteration is used to 

estimate the parameters of the linear model. 

3.2.1 Deep Auto-encoder Based on Taguchi Method 

Deep neural network designed from two auto-encoders and SoftMax layers, each one 

of them was trained alone as unsupervised training without using labelled data, the 

purpose of these first two layers is essentially to extract appropriate features Automatic 

feature extraction is one of the powerful characteristics of deep learning based 

architectures.  The following section will briefly introduce the Taguchi method 

whereas the following sub-section will introduce the proposed method and the 

corresponding deep learning based architecture. The third layer is the SoftMax layer, 

which is one of the leading feature classifier, is responsible from classifying the 

features that extracted from the previous layers. The final layer is to stack all layers 

and train them together by using labelled data in supervised fashion. This basically 

allows to convert an unsupervised learning architecture into a supervised learning 

architecture. To obtain the best performance from the first auto-encoder, Taguchi 

method is integrated into the model aiming to estimate optimized combination of five 

parameters of first auto-encoder, namely, L2 Weight Regularization, Sparsity 

Regularization, Sparsity Proportion, Hidden Size, and Max Epochs. The effect of an 

L2 regularizer for the weights of the network is controlled by L2 Weight 

Regularization but not control the biases. 

L2 Weight Regularization parameter should be very small and is represented in Eq. 

(3.7).   

𝛀𝒘𝒆𝒊𝒈𝒉𝒕 =
1

2
∑ ∑ ∑ 𝑤𝑗𝑖

(𝑙)2

𝑘

𝑖

𝑛

𝑗

𝐿

𝑙

                                                                 (3.7)   

Where number of hidden layers is represented by 𝐿, the number of observations is 

represented by 𝑛, and the training data variables number is represented by 𝑘. 
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The Sparsity regularizer effect is controlled by a Sparsity Regularization parameter, 

dealing to force a chain on the sparsity of the output from the hidden layers. This is 

different from applying a sparsity regularizer to the weights that sparsity regularization 

term can be the Kullback-Leibler divergence (KL) function [107] as illustrated in Eq. 

(3.8). 

 𝛀𝒔𝒑𝒂𝒓𝒔𝒊𝒕𝒚 = ∑ 𝐾𝐿(𝜌||𝜌̂𝑖)

𝐷(1)

𝑖=1

= ∑ 𝜌  log(𝜌||𝜌̂𝑖)

𝐷(1)

𝑖=1

+ (1 − 𝜌) log (
1 − 𝜌

1 − ρ̂i
)         (3.8) 

 

Where, 𝜌  represents the desired value, 𝜌̂𝑖 represents the average output activation of 

a neuron  𝑖, and KL is the function that measures the variation between two 

probabilities distribution through the same data. As it can be inferred that, the equation 

result value gets close to zero between 𝜌 𝑎𝑛𝑑 𝜌̂𝑖 when input and output data resembles 

each other. On the other hand, when those values are not closed to each other, the 

sparsity will take a larger value [107].  

Alternatively, Sparsity Regularizer Parameter is controlled by Sparsity Proportion 

(SP) parameter. The sparsity of the output from each hidden layer is controlled by the 

Proportion parameter. A low value for SP normally leads all neurons in the hidden 

layer specialized by only producing a high output value for a small amount of training 

examples. For instance, if SP value is selected as “0.2”, an average output for each 

neuron becomes “0.2” in the hidden layer over the training examples. The optimum 

value of SP varies depending on the nature of the problem between 0 and 1. Therefore, 

the technique for selecting the optimal value is very significant to improve the overall 

performance of the sparse auto-encoder [108]. In addition, Hidden Size (HS) is a 

parameter which controls the size of the feature on each layer so, it affects the 

performance of the auto-encoder. The last parameter is Maximum Epochs; one epoch 

represents one entire training cycle on the training data. Every sample in the training 

data is seen once, start still brand starting with the 2nd epoch. However, the Maximum 

Epochs mean for example: if maximum epoch equals to 10, this means the weights 

will be updated at least 10 time.   
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Deep Learning Framework Combining Sparse Auto-encoder and Taguchi Method
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Figure 3.10: Deep learning framework combining sparse auto-encoder and taguchi method 

All previously defined parameters are employed in the training phase and directly 

influences the success of the training process. The cost function of training sparse auto-

encoder is also illustrated Eq. (10). The training algorithm tries to reduce the cost 

function by finding the optimal parameters that essentially aims to reduce the value of 

𝐸. 

   𝐸 =
1

𝑁
∑ ∑ (𝑥𝑘𝑛  

𝑘
𝑘=1

𝑁
𝑛=1 − 𝑥̂𝑘𝑛)2 + 𝜆 ∗ 𝛀𝒘𝒆𝒊𝒈𝒉𝒕𝒔 + 𝛽 ∗ 𝛀𝒔𝒑𝒂𝒓𝒔𝒊𝒕𝒚                (3.9)                                                        

                                                                                                                                

Here, 𝐸 represented the loss rate (error rate), 𝑥 is represented the input features, 𝑥̂ is 

the reconstructed features, 𝜆 is the coefficient for the L2 Weight Regularization and 𝛽 

coefficient for the Sparsity Regularization.  

The given problem includes two auto-encoders. Each of those auto-encoder has 5 

parameters and each parameter can be defined with 5 different levels. Consequently, 
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the traditional method for finding best combination of parameters for two auto-

encoders requires 55+55 = 3125 +3125 = 6250 trails so as to test all parameter 

combinations by using full factorial design. This means that each auto-encoder entails 

55 trails to obtain the best combination of parameters. Hence, a more optimized 

approach has been proposed in this study. According to which Taguchi method was 

utilized for finding the optimal parameters for the system by performing only 25 

experiments, selecting L25 orthogonal index (5 parameters and 5 levels in each 

parameter), see Section 2.2. As the first Auto-encoder is performed by doing 25 

experiments, the most optimum parameters were also determined by Taguchi method 

and best performance for the second Auto-encoder as well. This means the total 

experiments for the first two layers in our system are 25+25= 50. As motioned above, 

at the last step, all three components are stacked and trained in a supervised fashion by 

using backpropagation on multilayer network for improving the network performance. 

In order to validate the performance of the proposed system, a series of experiments 

were conducted.   

3.2.2 Deep Auto-encoder based Energy Spectral Density  

A new framework based on energy spectral density and deep sparse auto-encoder. 

Figure 3.11 illustrates the flowchart of the proposed framework. Primarily, the first 

step of the framework involves a pre-processing layer. This layer first converts the 

data having different dimensions into one dimensional array or signal data to create a 

matrix of array that essentially becomes an input to the framework. Energy spectral 

density defines how the energy of a signal is circulated with frequency.  Afterwards, 

the Energy Spectral Density (ESD) of the signal is calculated for different periods 

based on Equation 3.10. This both allows to extract features from each period and to 

reduce the dimension of the input data.  For Equation 3.10, ESD refers the total energy 

of a signal x (f).  

 𝐸𝑆𝐷 = ∫ 𝑥(𝑓)2

∞

−∞

 𝑑𝑓                                                                                       (3.10) 
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The energy of signal in time domain can also be calculated with the following equation 

3.11.   

 𝐸 = ∫ 𝑥(𝑡)2

∞

−∞

 𝑑𝑡                                                                                           (3.11) 

Where 𝑡 refers features vector between  −∞ and ∞ and limits. Aforementioned, the 

ESD reduces the number of features which respect to the selected period value. For 

instance, if the number of features is 4096, it will be obtained a data structure with 

1024 features after applying the ESD transformation with 0.25Hz frequency. This 

essentially refers that one of each 4 features are obtained respectively in order to reduce 

the features dimension. The period values may become an integer value such as 

1,2,3,4,5…etc. The frequency or the period values are estimated by employing a trial 

and error approach which facilitates to obtain the best features in order to produce the 

highest accuracy. 

As mentiond above, the usage of ESD transformation on big data is quite suitable to 

obtain high classification accuracy with reduced computation time. Despite the 

simplicity of ESD transformation, the results of this study verifies that it generates 

strong features for training phase. According to the proposed framework, illustrated in 

Figure 3.11, the output of the energy based feature extraction level becomes an input 

to the first auto-encoder. This Auto-encoder is trained in an unsupervised manner. The 

output of this auto-encoder becomes an input to the second auto-encoder and it is also 

trained in an unsupervised manner, producing a new data array with lower dimensions. 

Each Auto-encoder is trained by employing using the cost function illustrated in 

Equation 3.9. E value is regulated by employing mean square error (MSE) approach. 

Here, 𝐸 is the loss rate (error rate), 𝑥 is the input data, 𝑥̂ is the reconstructed data, 𝜆 is 

the coefficient for the L2 Weight Regularization and 𝛽 coefficient for the Sparsity 

Regularization, 𝐿 is the number of hidden layers, 𝑛 is the number of observations, 𝑘 is 

the training data variables number. 
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 Figure 3.11: The proposed framework using SSAE architecture for training and ESD for feature 

estimation 

The Ω𝑤𝑒𝑖𝑔ℎ𝑡𝑠 parameter represent the Weight Regularization and is calculated as 

follows in Equation (3.7 ):  
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Here L signifies number of hidden layers, n denotes the number of observations, and 

k is the number of hidden layers. 

Moreover, Ω𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦  illustrates the Sparsity Regularization and can be defined as 

follows in Equation (3.8) :  

Here, desired value represented by 𝜌, 𝜌̂𝑖 signifies the average output activation of a 

neuron  𝑖, and KL is the function that measures the difference between two probabilities 

distribution over the same data. Besides, SoftMax classifier also is trained to classify 

the output of the last auto-encoder into labelled output. That is because it gives 

normalized class probabilities as outputs and is a preferred way to maximize entropy 

between estimated and ground truth probabilities. As zi refers to the class score 

assigned for class i in the final Auto-encoder layer, the Softmax function is illustrated 

as follows: 

   fj(z)= 
𝑒𝑧𝑘

∑ 𝑒𝑧𝑘𝑘
                                                                                                         (3.12) 

In the last stage, the two auto-encoders and SoftMax classifier are stacked and trained 

in a supervised manner. As shown in the architecture illustrated in Figure 3.11.  

3.2.3 Deep Auto-encoder Based on Discrete Wavelet Transform 

 DWT was used to extract important features from input data that consist from 4096 

values for each case. The features calculated by using the equation 1 and the A5 

parameter calculated for input data. Then, each row data consists from only 128 

features which mean gain in the processing time and reduce the computation of the 

problem see Figure 3.12. 

As shown in the Figure 3.12 the number of features that obtained by A5 is only 128 

which become input to the deep auto-encoder model for classification the data in to 

two case normal and abnormal.  
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Figure 3.12: DWT process. 

 

which also extracted sensitive features and reduce the dimension of the input signal. 

Furthermore, the output of last auto-encoder become input to the SoftMax which 

trained in supervised fashion to classify the features into normal and abnormal classes 

Finally, the two auto-encoder and SoftMax stacked in supervised learning by using the 

backpropagation learning algorithm to increase the performance of the deep neural 

network see Figure 3.13.    
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Figure 3.13: Deep auto-encoder based on DWT. 
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3.2.4 Deep Auto-encoder Optimized with Linear Model Based on PSO Discrete 

Wavelet Transform 

Suppose a trained deep stacked auto-encoder is used to classify an object into one of 

M classes as in Figure 3.14. The input layer of the deep stacked auto-encoder consists 

of N neurons that correspond to object features X1, X2, …, XN, and the output layer 

consists of M neurons that correspond to the desired output (class label) Z ̂_1, Z ̂_2, 

Z ̂_3, Z ̂_M (see Figure 3.14). 

 

Figure 3.14: The deep learning framework based on a linear model and pso. 

The deep auto-encoder consists of two auto-encoders and SoftMax, where the auto-

encoders try to learn the sensitive and high-level features from the input data X. The 

aim of using a number of auto-encoders is to reduce the number of features gradually 

because reducing the number of features suddenly in one auto-encoder can lead to 

missing important features and affect the accuracy. The cost function of the stacked 

auto-encoders is represented as Equation 3.9.                                                                                                                                                  
 

where the error rate is represented by E, the input features are represented by x, the 

reconstructed features are represented by x̂, λ is the coefficient for the L2 Weight 

Regularization, β is the coefficient for Sparsity Regularization, and 𝛀𝒘𝒆𝒊𝒈𝒉𝒕𝒔 represents 

the L2 Weight Regularization, which can be calculated as shown in Equation. 3.7.                                                                                                                                                      
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where L represents the number of hidden layers, n represents the number of 

observations, and k represents the training data variables number. 

Finally, 𝛀𝒔𝒑𝒂𝒓𝒔𝒊𝒕𝒚 is the Sparsity Regularization parameter which controls the dealing 

to power a chain on the sparsity of the output from the hidden layers, as illustrated in 

Equation 3.8.                                                                                             

where the desired value is represented by 𝜌, 𝜌̂𝑖 represents the average output activation 

of a neuron 𝑖, and KL is the function that measures the variation between two 

probability distributions through the same data. Furthermore, the features that produce 

minimum cost in Equation 3.9 are selected and become input to SoftMax, see Equation 

3.12. SoftMax is used as a classifier of the extracted features from X to the labels Z 

Figure 3.14.                                                                                                                                                   

where 𝑥 is the input vector, 𝑖 indexes the output units, so 𝑖 = 1, 2, …, q. SoftMax is 

used without other classifiers because SoftMax is a transfer function and multiclass 

classifier which acts like an output layer as an output layer to the previous auto-

encoders.  

Then, the two auto-encoders and SoftMax are combined and trained by using a 

backpropagation algorithm in a supervised fashion to enhance the performance of the 

network. See Figure 3.15.  

Moreover, antithetically to previous deep learning applications, the output of the deep 

auto-encoder is not the final prediction but optimized by using a linear model. The 

output of the deep auto-encoder Ẑ is processed in a linear model by using X, 

coefficients A, B and the error rate e to produce the optimized result Z see Equation 

3.13.  

               Z =  AẐ + 𝐵𝑋 + 𝑒                                                                                           (3.13) 

The details of linear model mathematics explained in [109] and the whole framework 

flowchart illustrated in Figure 2. The A and B are coefficient which values can be 

estimated by using PSO and the parameters of PSO selected depended on the problem 
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type and input features. In each iteration of PSO the predicated Z are controlled by 

using MSE with optimal predication Q as illustrated in Equation 3.14. 

                     MSE =
1

m
∑(𝑄𝑖 − Z𝑖)

2                                                                            (3.14)

𝑚

𝑖=1

 

  Where m is number of examples, Qi is the optimum labels for input features and MSE 

is the discrepancy rate between the 𝑧𝑖 and 𝑄𝑖. 

The MSE is represented as cost function which PSO used to minimize its value by 

estimating best values for parameters A, B and e. The proposed framework is shown 

in Figure 3.15. 
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Figure 3.15: The deep learning framework based on a linear model and pso training and testing 

flowchart. 
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CHAPTER 4 

4 EXPERIMENTAL RESULTS AND DISCUSSIONS 

A computer with Intel Core i7–6700 CPU @ 2.60-GHz and 8-GB RAM is used for 

running the proposed framework which is used in several applications to detect 

computer network attacks including DDOS and IDS attacks as well as Epileptic 

Seizure Recognition and Handwritten Digit classification. The results obtained with 

the proposed method are compared to a number of studies in the respective field. In 

addition, some of the techniques implemented in this thesis to compare the results with 

our proposed method are: SVM, neural network, SoftMax and stacked sparse auto-

encoder based support vector machine (SSAE-SVM). Each datasets and corresponding 

results will be detailed in the following sub-sections respectively. 

In order to assess the performance of the proposed method, number of different 

performance evaluation criteria were employed, namely, the accuracy (i.e., hit rate), 

“sensitivity (TPR)”, “specificity (SPC)”, “Precision (PPV)”, “Negative Predictive 

Value (NPV)”, “False Positive Rate (FPR)”, “False Discovery Rate (FDR)”, “False 

Negative Rate (FNR)”, “Accuracy (ACC)”, “F1 Score (F1)” and “Matthews 

Correlation Coefficient (MCC)”. The equations of these parameters are presented 

below (4.1- 4.10). For all, TP refers True Positive, FP is False Positive, whereas TN is 

for True Negative and TP is for True Positive. 

          TPR =  
𝑇𝑃 

(𝑇𝑃 + 𝐹𝑁) 
                                                                                        (4.1) 

           SPC = 
𝑇𝑁

(𝐹𝑃 + 𝑇𝑁) 
                                                                                         (4.2) 

            PPV = 
𝑇𝑃

 (𝑇𝑃 + 𝐹𝑃) 
                                                                                        (4.3) 

             NPV = 
𝑇𝑁

(𝑇𝑁 + 𝐹𝑁) 
                                                                                       (4.4) 
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               FPR =  
𝐹𝑃 

(𝐹𝑃 + 𝑇𝑁) 
                                                                                        (4.5) 

               FDR =  
𝐹𝑃

(𝐹𝑃 + 𝑇𝑃) 
                                                                                        (4.6) 

                FNR =  
𝐹𝑁

 (𝐹𝑁 + 𝑇𝑃)
                                                                                         (4.7) 

                ACC =  
(𝑇𝑃 + 𝑇𝑁) 

(𝑃 + 𝑁) 
                                                                                      (4.8) 

                 F1 =   
2𝑇𝑃 

(2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)
                                                                                (4.9) 

                 MCC=  
𝑇𝑃∗𝑇𝑁 − 𝐹𝑃∗𝐹𝑁 

𝑠𝑞𝑟𝑡((𝑇𝑃+𝐹𝑃)∗(𝑇𝑃+𝐹𝑁)∗(𝑇𝑁+𝐹𝑃)∗(𝑇𝑁+𝐹𝑁))
                                      (4.10) 

 

4.1 Experimental Results by Using Sparse Auto-encoder and 

Taguchi Method   Framework 

4.1.1 DDOS Detection using the proposed framework 

Distributed Denial of Service attack is an offensive and threatening intrusive threats to 

online servers, websites, networks and clouds. The purpose of DDoS attack is to 

exhaust exchequer and to expend bandwidth of a network system. Due to the 

harmonious nature of DDoS attack, an attacker can generate massive amount of attack 

traffic using a huge  number of compromised machines to smash a system or website 

[110][111]. Many organizations such as Amazon, eBay, CNN and Yahoo were the 

victims of DDoS attacks in the recent past. In this paper, our new framework was used 

to detect DDOS attack proposed in [112], which presented four attacks types (Smurf, 

UDP Flood, SIDDOS, HTTP Flood and normal). This dataset consists of 27 features: 

(SRC ADD, DES ADD, PKT ID, FROM NODE, TO NODE, PKT TYPE, PKT SIZE, 
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FLAGS, FID, SEQ NUMBER, NUMBER OF PKT, NUMBER OF BYTE, NODE 

NAME FROM, NODE NAME TO, PKT IN, PKTOUT, PKTR, PKT DELAY NODE, 

PKTRATE, BYTE RATE, PKT AVG SIZE, UTILIZATION, PKT DELAY, PKT SEND 

TIME, PKT RESEVED TIME, FIRST PKT SENT, LAST PKT RESEVED). In Table 4.1, 

parameters are classified into 5 classes and recognize the upper and lower boundaries 

of the parameters. The upper and lower boundaries of these parameters are determined 

by using trial and error approach. This approach considers the results of the predefined 

experiments and studies.  

Table 4.1: Auto-encoder 1 upper and lower level values of factors for ddos detection. 

Factors Lower Limit Upper Limit 

Hidden Size (HS) 19 22 

Max Epochs (ME) 300 500 

L2Weight Regularization (L2) 0.0035 0.0045 

Sparsity Regularization (SR) 4 6 

Sparsity Proportion (SP) 0.13 0.16 

As mentioned above, dataset consists of five classes that each class consists of 800 

samples. 50% of them were used for training, and also the other % 50 was used for 

testing. Consequently, the proposed framework was trained by employing 2000 

samples and then it was tested by employing another 2000 samples. Moreover, in 

Table 4.2, the operators’ level values are presented. Minitab program experiments 

results present in Table 4.3. The error accounts obtained from stratifying the 

parameters to the Auto encoder 1 are represented in Table 4.5. Root mean square error 

(RMSE) is used to measure the performance of the Auto encoder 1, the smallest value 

which is closed to zero mean that the performance is well.                                          

                       𝑥 =
√∑ (𝑋(𝑂𝑏𝑠,𝑖)−𝑋(𝑚𝑜𝑑𝑒𝑙,𝑖))𝑛

𝑖=1

𝑛
                                           (4.11) 

Where spotted rate represented by XObs and modelled rate represented by XModel at 

time/place ‘i’. The experiment results acquired by using the Taguchi experimental 

design were estimated by transforming them into S/N ratios. The results acquired by 
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using the Taguchi experimental design were predestined by transforming the results 

into signal/noise (S/N) ratios (See Table 4.4). 

Table 4.2: Auto-encoder (1) upper and lower level values of factors for ddos attack detection. 

 

Factors Level 1 Level 2 Level 3 Level 4 Level 5 

HS 18 19 20 21 22 

ME 200 300 400 500 600 

L2 0.003 0.0035 0.004 0.0045 0.005 

SR 3 4 5 6 7 

SP 0.13 0.13 0.15 0.16 0.17 

 

 

Table 4.3: Auto-encoder 1 parameters values obtained by using taguchi method for ddos attack 

detection. 

 

Levels HS ME L2 SR SP RMSE 

1 18 200 0.0030 3 0.13 25.4501 

2 18 300 0.0035 4 0.14 24.7128 

3 18 400 0.0040 5 0.15 24.0935 

. . . . . . . 

. . . . . . . 

24 22 500 0.0040 4 0.13 25.1571 

25 22 600 0.0045 5 0.14 25.2895 
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Table 4.4: Auto-encoder 1 s/n ratios obtained in the taguchi experimental design for ddos attack 

detection. 

Levels HS ME L2 SR SP 

1 -27.72 -27.72 -27.33 -27.59 -27.83 

2 -27.54 -27.69 -27.28 -27.09 -27.33 

3 -27.31 -27.31 -27.49 -27.54 -27.25 

4 -26.91 -27.44 -27.49 -27.54 -27.25 

5 -27.68 -27.51 -27.32 -27.34 -27.18 

Delta   0.80   0.46   0.48   0.51  0.65 

Rank    1    5    4    3   2 

Now, Table 4.5 presents the best parameters for Auto encoder 1 which represented the 

first layer in the deep auto encoder neural network. The parameters of Auto encoder 2 

which represented the second layer can be obtained by using the same steps in different 

ranges for each parameter Table 4.6. 

 

.              

  Figure 4.1: Auto-encoder 1 main effect of experimental parameters on the S/N ratio for DDOS 
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Table 4.5: Auto-encoder 1 parameters set obtained through optimization for ddos detection. 

 

Factors Value 

HR 21 

ME 200 

L2 0.0035 

SR 4 

SP 0.17 

 
 

Table 4.6: Auto-encoder 2 upper and lower level values of factors for ddos detection. 

Factors Lower limit Upper limit 

HS 18 22 

ME 200 400 

L2 0.003 0.005 

SR 3 7 

SP 0.13 0.17 

 

By following the Tables 4.7, 4.8, 4.9 the best parameters obtained in the Figure 4.2 

and Table 4.10, the same procedures in the Table 4.2, Table 4.3, Table 4.4 respectively 

that used to find the best parameters that represented in the Figure 4.2 and Table 4.4.  

This means that the best parameters of each Auto-encoder was determined in minimum 

number of tests. 
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Table 4.7: Auto-encoder 2 upper and lower level values of factors for ddos detection. 

Factors Level 1 Level 2 Level 3 Level 4 Level 5 

HS 10 11 12 13 14 

ME 50 60 70 80 90 

L2 0.0010 0.0015 0.0020 0.0025 0.0030 

SR 3 4 5 6 7 

SP 0.10 0.11 0.12 0.13 0.14 

 

                             

Table 4.8: Auto-encoder 2 parameters values obtained by using taguchi  method for ddos attack 

detection. 

Levels HS ME L2 SR SP RMSE 

1 10 50 0.0010 3 0.10 0.011309 

2 10 60 0.0015 4 0.11 0.012012 

3 10 70 0.0020 5 0.12 0.012019 

. . . . . . . 

24 14 80 0.0020 4 0.10 0.011987 

25 14 90 0.0025 5 0.11 0.011979 

 

After finding the best parameters, for each Auto-encoder, this leads to obtain the best 

performance for training each Auto-encoder by using the best parameters. In other 

hand, the results that were obtained from the system presented by using confusion 

matrix for detail analysis for each type of DDOS attack is seen in Figure 4.3. The 

experimental results show that proposed method have satisfactory results when 

compared to other methods. 
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Table 4.9: Auto-encoder 2S/N ratios obtained in the taguchi experimental design for ddos attack 

detection 

Levels HS ME L2 SR SP 

1 38.53 38.85 38.70 38.68 38.45 

2 38.72 38.56 38.36 38.61 38.60 

3 38.30 38.50 38.62 38.43 38.71 

4 38.76 38.59 38.66 38.35 38.56 

5 38.60 38.41 38.56 38.84 38.58 

Delta 0.46 0.44 0.33 0.49 0.25 

Rank 2 3 4 1 5 

 

 

 

Figure 4.2: The main effect of experimental parameters on the S/N ratio for auto-encoder 2 for ddos. 
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Table 4.10: Auto-encoder 2 parameters set obtained through optimization for ddos detection 

Factors Value 

HR 14 

ME 50 

L2 0.0010 

SR 3 

SP 0.13 

Detection accuracy of 99.6% makes the proposed method slightly better than the other 

methods as shown in Table 4.11. The other feature of proposed method is that this 

system can learn effectively by using only 2000 samples which is very little when 

compared to previous methods. Data collection is very difficult and expensive 

procedure so that the system that learns faster by using less number of data sample, is 

more practical from others.  The confusion matrix notation is used to present results in 

a more detailed fashion and to be more understandable. The proposed framework 

results compared with number of methods proposed in [112], also with number of 

methods proposed by us to detect DDOS attacks such as SVM, and SoftMax 

classifiers. Table 4.11 illustrates that the proposed framework produces the best results 

compared with the state-of-the-art methods for this problem.  

Table 4.11: Ddos detection methods results comparison. 

Methods Accuracy % 

MLP  [112] 98.63 

Random Forest [112] 98.02 

Naïve Bayes [112] 96.91 

SVM 97.29 

SoftMax 93.14 

Proposed Framework 99.60 
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Figure 4.3: Confusion matrix for ddos detection results. 

 

 

4.1.2 IDS Attack 

In computer security systems, Intrusion Detection Systems (IDS) have become a 

necessity because of the growing demand in unlawful accesses and attacks. In 

computer security systems, IDS is a prime part that can be classified as Host-based 

Intrusion Detection System (HIDS) which superheats a confirmed host or system and 

Network-based Intrusion detection system (NIDS), which superheats a network of 

hosts and systems.  In this paper, our framework is used to detect IDS attack by using 

new dataset [113], which consists of 47 features and 10 attack types. We will examine 

the UNSW-NB15 intrusion dataset in our research, as well as real time captured 

dataset. This dataset is a hybrid of intrusion data collected from real modernistic 

normal and abnormal activities of the network traffic. This dataset is newer and more 

efficient than KDD98, KDDCUP99 and NSLKDD which are the common and older 
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features datasets because they were generated two decades ago. By following the same 

procedures in the Figure 3.10, and the tables such as in the DDOS detection 

procedures, the best parameters were determined as showed in the Tables 4.12 and 

4.13 for each Auto-encoders 1 and 2 to find the best parameters that produces the best 

performance to detect IDS attacks.  10000 data points were used to train and test the 

system (5000 data used for training and 5000 for testing).   Divide half of the data for 

testing is also a challenging issue that previous studies employ more than %50 data for 

training. However, in order to reduce overall training time, training data percentage is 

pulled down. Experimental results for this dataset and configuration is illustrated in 

Figure 4.4. According to those results, the framework detection rate reaches 99.70% 

success rate which satisfactory when compared with previous studies, as illustrated in 

Table 4.14.  This proves that even such a small percentage training set is employed for 

this problem. Satisfactory results can be obtained. Figure 4.4 also demonstrates results 

based on the corresponding confusion matrix of the output results.  

Table 4.12: Auto-encoder 1 parameters set obtained through optimization for ids detection. 

Factors Value 

HR 31 

ME 250 

L2 0.0040 

SR 4 

SP 0.16 
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Table 4.13: Auto-encoder 2 parameters set obtained through optimization for ids detection. 

Factors Value 

HR 14 

ME 80 

L2 0.0012 

SR 4 

SP 0.14 

 

Table 4.14: A comparison amongst ids detection methods results. 

Methods Accuracy % 

DT  [133] 85.56 

LR [133] 83.15 

NB [133] 82.07 

ANN [133] 81.34 

Ramp-KSVCR [133] 93.52 

GA-LR  [134] 81.42 

SSAE-SVM [132] 84.71 

SVM 83.16 

SoftMax 80.13 

Proposed Framework 99.70 
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Figure 4.4: Confusion matrix for ids detection results. 

4.1.3 Epileptic Seizure Recognition 

According to the latest results, 1-2% inhabitancies of the world suffer from epilepsy 

which is a neurological trouble [114]. It’s distinguished by surprised frequent and 

evanescent troubles of perception   or   demean our produce from immoderate 

coincidence of cortical neural networks. Epileptic Seizure is a neurologic status in 

which caused from detonation of electrical discharges in the brain. The epileptic 

seizures mean lineament of epilepsy is recurrent seizures. Observation brain   

performance over the   EEG has become a seizure agent in the detection of epilepsy 

[115].  There are two kinds of abnormal actions: inter-ictal, abnormal EEG recorded 

between epileptic crisis and ictal that occurs in the patient’s EEG records.  The EEG 

subscription of an inter-ictal action is accidental passing waveforms, as either 

separated trainer, sharp waves or spike wave complexes [116]. Commonly, veteran 
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physicians by visual surveying of EEG records for inter-ictal and ictal actions can 

detect the epilepsy crises. However, visual survey of the huge size of EEG data has 

business-like disadvantages and weaknesses. Visual search is very time consuming 

and inactive, essentially in the situation of long size of data [117]. In addition, 

contention among the physician on the many EEG results in some time lead to 

individual decision of the analysis and due to the set of inter-ictal spikes morphology. 

Therefore, computer aided systems are developed to detect blood diseases [118] heart 

disease recognition [119] and epilepsy detection systems which listed in Table 4.17. 

Epileptic dataset [120] is used to train and test in the proposed method. Two parts 

vector matrices are generated with the size of (100 × 4096) datasets A representing 

(healthy) and E representing the (epileptic activity condition).  A, E divided into two 

parts, each of them is 50% of the vector matrices then two (50 × 4096) vector matrices 

are generated for training and other one for testing. Epileptic Seizure dataset consists 

of 4096 features by using 2 Auto-encoders, the first one reduces the number of features 

to 2004 and 103 in second Auto-encoder which means reducing the time consuming. 

The best parameters for Auto-encoder 1 and Auto-encoder 2 that were obtain from our 

system are listed in Table 4.15 and Table 4.16.  This leads to obtain the best results for 

Epileptic Seizure Recognition which is represented in Figure 4.6 The proposed method 

results compared with previous results in Epileptic Seizure Recognition are presented 

in Table 4.17. Svm, Nlp and SoftMax were implemented by us to obtain results that’s 

compared with our proposed method. 

Table 4.15: Auto encoder 1 parameters set obtained through optimization for epileptic seizure 

recognition. 

 

Factors Value 

HR 2004 

ME 350 

L2 0.0035 

SR 5 

SP 0.16 

 

 



70 

 

 

Table 4.16: Auto-encoder 2 parameters set obtained through optimization for epileptic seizure 

recognition. 

Factors Value 

HR 103 

ME 160 

L2 0.002 

SR 4 

SP 0.01 

 

The comparison in Table 4.17 shows that there are a number of methods have same 

accuracies with proposed method such as Tzallas et al. [31] and Srinivasan [33], but 

our proposed method has a good feature which uses deep learning techniques that give 

advantage when there are huge numbers of instances of epilepsy data for classification 

and use only 50% of data in training when other methods used 60%. 

Table 4.17: A Comparison of epileptic seizure recognition results. 

 

Methods Accuracy % 

Srinivasan et al. [49] 99.60 

Subasi and Ercelebi [50] 92.00 

Subasi [51] 94.5 

Kannathal et al [52] 92.22 

Tzallas et al. [53] 100 

Polat et al. [54] 98.72 

Acharya et al. [55] 99.00 

Acharya et al [56] 99.70 

Musa Peker et al.[57] 100 

SoftMax 87.13 

SVM  92.09 

MLP 94.11 

Proposed Framework 100 
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Figure 4.5: Confusion matrix for epileptic seizure recognition results. 

4.1.4 Handwritten Digit Classification 

The proposed framework is finally tested by employing MNSIT dataset which was 

proposed for handwritten digit classification problem [121]. The framework is trained 

by using “5000” images that “500” for each example. Each image consisting of 

“28x28” pixels, meaning there are “784” values for each image when converted to 

vectors to build the matrixes of vectors. In the second stage, the matrix of arrays 

become input to the first auto-encoder in which parameters are also optimized by using 

Taguchi method, as illustrated in Table 4.18. Besides Table 4.19 illustrates the 

optimized parameters for the second auto-encoder. According to the characteristics of 

the proposed framework, extracted features from the second auto-encoder are 

conveyed to the SoftMax layer that classify them into ten separate classes. Overall, the 

two auto-encoders and SoftMax layer are stacked and trained in a supervised manner. 

The confusion matrix of the system obtained according to the experimental results is 

illustrated in Figure 4.7. These results are compared with the state-of-the-art studies 

regarding this problem and satisfactory results are obtained, as illustrated in Table 

4.20. 
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Table 4.18: Auto-encoder 1 parameters set obtained through optimization for handwritten digit 

classification. 

 

Factors Value 

HR 100 

ME 400 

L2 0.004 

SR 4 

SP 0.15 

 

Table 4.19: Auto-encoder 2 parameters set obtained through optimization for handwritten digit 

classification. 

Factors Value 

HR 50 

ME 100 

L2 0.002 

SR 4 

SP 0.1 
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Figure 4.6: Confusion matrix for handwritten digit classification. 

 

Table 4.20: A comparison of handwritten digit classification results.   

Referance Methods Accuracy % 

Anupama Kaushik et al. [122] J48 70.0 

Anupama Kaushik et al. [122] NaiveBayes 72.65 

Anupama Kaushik et al. [122] SMO 89.95 

Olarik Surinta et al. [123] Hotspot  + SVM 92.70 

U Ravi Babu et al. [124] Hotspot + k-NN 96.94 

Hinton GE et al. [125] Deep Belief Network 98.75 

LeCun Y et al. [126] Deep Conv. Net LeNet-5 99.05 

Wan L [127] Deep Conv. Net (dropconnect) 99.43 

Zelier MD [128] Deep Conv. Net (stochastic pooling) 99.53 

Goodfellow IJ [129] Deep Conv. Net (maxout units and dropout) 99.55 

Lee CY [130] Deep Conv. Net (deeply-supervised) 99.61 

Proposed Framework Deep Autoencoder based on Taguchi Method 99.80 
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4.2 Experimental Results by Using Using Deep Auto-encoder and 

Energy Spectral Density 

4.2.1 Epileptic Seizure Detection 

The proposed framework is first adapted to detect epileptic seizure that performs 

satisfactory results when compared to the previous results obtained by several 

researchers. The proposed framework is trained and tested by employing the 

configuration defined in [120]. Dataset consists of two groups, namely A, and E. While 

‘A’ represents the healthy case, ‘E’ represents the epileptic activity. Each case (patient) 

has 4096 data instances, and the proposed framework calculates the energy spectral 

density, by assigning 4 as the operation period that basically reduces the data into 1024 

features. This essentially allows to calculate the ESD equation within an interval of 4 

that discretizing the data in a more proper manner. The size of the features and the 

applied period may be different from one data set to another. An example data instance 

(patient) is illustrated in Figure 4.7. The extracted features from energy spectral density 

stage from this case is also shown in Figure 4.8. Afterwards, this features become input 

to the first auto-encoder, which, by the way, converts input size from 1024 to 500. This 

operation reduces the dimension of the data to the half and the second Autoencoder 

converts this input from 500 to 100. The parameters of the auto-encoders presented in 

the Table 4.21. 
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Figure 4.7: An instance (patient data) from epilepsy dataset. 

 

SoftMax has been used to classify the extracted features obtained from the last 

Autoencoder which essentially labels them as the patient is epileptic seizure or not.  

This Autoencoders and the Softmax layer are stacked as previously defined that allows 

greater expressive power and facilitates hierarchical grouping.                
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The total patient data for this framework is 200 and the proposed framework employs 

only 50% of the overall data for the training phase. The testing and training data are 

selected randomly and the experiments are repeated 5 times and the average 

performance of these experiments are presented in Table 2.22.  

 

                      

Figure 4.8: Features extracted by using energy spectral density from an ‘instance of epilepsy dataset. 
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Table 4.21: Auto-encoders factors values for epileptic seizure detection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Factors Auto-encoder 1 Auto-encoder 2 

Hidden Size (HS) 500 100 

Max Epochs (ME) 380 80 

L2Weight Regularization (L2) 0.004 0.002 

Sparsity Regularization (SR) 3 2 

Sparsity Proportion (SP) 0.13 0.1 
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Table 4.22: Epilepsy seizure detection results. 

Results DSAEs Based ESD 

Sensitivity 100 

Specificity 100 

Precision 100 

Negative Predictive Value 100 

False Positive Rate 0 

False Discovery Rate 0 

False Negative Rate 0 

Accuracy 100 

F1 Score 1 

Matthews Correlation Coefficient 1 

This framework, employing ESD based feature extraction technique and proposing a 

stacked Auto-encoder structure, presents satisfactory results when compared with the 

previous studies as presented in Table 4.23. These studies essentially utilize popular 

feature extraction and classification methods. However, these methods entail long 

processing time for handling the epilepsy problem. Besides, previous studies used %60 

or more of data for training phase where the proposed framework achieves better or 

equal results with previous studies by only employing %50 of the data for training.  
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Table 4.23: Comparisons of epilepsy detection results. 

Reference Methods Data 

Selection 

Accuracy 

% 

Srinivasan et al. [49]  Time–frequency domain feature-Recurrent 

neural network 

50% 

Train-

50% Test 

99.60 

Subasi and Ercelebi 

[50] 

WT+ANN 60% 

Train-

40% Test 

92.00 

Subasi [51] Discrete WT-Mixture of expert model 60% 

Train-

40% Test 

94.5 

Kannathal et al [52] Entropy measures-ANFIS 58% 

Train-

42% Test 

92.22 

Tzallas et al. [53] Time–frequency analysis—ANN 60% 

Train-

40% Test 

100 

Polat et al. [54] Fast Fourier transform-DT Tenfold 

cross 

validation 

98.72 

Acharya et al. [55] WPD-PCA-GMM 60% 

Train-

40% Test 

99.00 
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Acharya et al [56] Entropies + HOS +Higuchi FD+ Hurst 

exponent+ FC 

60% 

Train-

40% Test 

99.70 

Musa Peker et al. [57] DTCWT + CVANN-3 60% 

Train-

40% Test 

100 

Ahmad Karim et al. 

[58] 

Deep Auto-encoder based Taguchi Method 50% 

Train-

50% Test 

100 

Proposed 

Framework  

Energy Spectral Density+Deep auto-

encoders+ SoftMax 

50% 

Train-

50% Test 

100  

As shown in Table 4.23, DSAEs based ESD presents better results than all studies 

detailed in [49-52, 54- 56]. On the other hand, despite the studies in [53, 57, 58] also 

achieves 100% accuracy with the same dataset, they consume more training time. That 

is because the ESD has a simple mathematical definition compared with conventional 

feature extraction approaches [58] and is able to extract features in a low 

computational time. 

4.2.2 SPECTF Classification 

In this section, the proposed framework is evaluated by employing the SPECTF 

(Single Proton Emission Computed Tomography) Heart data sets that, presented in 

[131]. SPECTF Heart dataset represents normal and abnormal classes that involves 

267 samples, each of these instances consists of 44 features. There exist 40 instances 

of each class in the training datasets and the validation datasets includes 172 normal 

and 15 abnormal samples respectively. An example is illustrated in Figures 4.9 and 

4.10. Table 4.25 illustrates the results of the experiment based on previously defined 

performance evaluation parameters. Then, the parameters of auto-encoders presented 

in Table 4.24. Besides, the experimental results prove that the proposed framework 
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achieves quite encouraging results as compared with the previous studies using the 

SPECTF dataset.  These comparison results are presented in Table 4.26.  

 

Figure 4.9: An instance (patient data) from spectf dataset. 
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Figure 4.10: Features extracted via esd from spectf dataset. 
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Table 4.24: Auto-encoders factors values for spectf classification. 

Factors Auto-encoder 1 Auto-encoder 2 

Hidden Size (HS) 20 17 

Max Epochs (ME) 100 40 

L2Weight Regularization 

(L2) 

0.003 0.001 

Sparsity Regularization 

(SR) 

2 1 

Sparsity Proportion (SP) 0.1 0.1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



84 

 

 

Table 4.25: Spectf classification results. 

Results DSAEs using 

ESD 

Sensitivity 97.67 

Specificity 86.67 

Precision 98.82 

Negative Predictive Value 76.47 

False Positive Rate 0.1333 

False Discovery Rate 0.0118 

False Negative Rate 0.0233 

Accuracy 96.79 

F1 Score 0.9825 

Matthews Correlation Coefficient 0.7969 
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Table 4.26: Comparisons of spectf classification results. 

References Methods ACC % 

Myungraee Cha et al. 

[72]  

SVDD 82.7 

95.4 

Liu et al. [73] SVDD-based outlier detection 90 

Jing Wei et al. [71] K2 

SDBNS 

ECFBN 

94.03 

95.59 

95.76 

Kumar, R. et al. [74] mc-MKC  

mc-SVM  

79.9 

79.1 

Cui Li-lin et al. [75] TCM-IKN N 90 

Tian, D. et al. [76] C-GAME+Johnson+c4.5 

RMEP+Johnson+c4.5 

84.4 

41 

81.7 

M Srinivas [70] sparsity based dictionary learning+SVM 97.8 

Proposed 

Framework  

Energy Spectral Density+ Deep auto-

encoders+ SoftMax 

96.79 
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The proposed frameworks achieve better results than all studies discussed in [71- 76]. 

However, the study proposed in [70] presents %97.8 accuracy results which is better 

than the proposed approach. This results prove that DSAEs using ESD feature 

extractor have weakness with low dimensional data. Table 4.26 presents the 

performance comparison between the proposed technique and other popular studies on 

SPECTF data. 

4.2.3 Diagnosis of Cardiac Arrhythmias 

The final experimental section is designed to diagnose the Cardiac Arrhythmias by 

using a popular dataset, shown in [131]. The dataset used in this part consist of 452 

instances from 16 classes that each of them has 279 different attributes. First, a pre-

processing operation is performed. For simplification, 278 features are employed and 

the period is set to 2. Accordingly, 139 features obtained from each data with respect 

to the ESD technique.  

In the first stage, the diagnosis procedure performed by using ESD based on SAEs, 

which only the 278 of features used because of the ESD need even number of features. 

In this study, the ESD calculated for each 2 periods which lead to extracted only 139 

features as shown in Figures 4.11 and 4.12. 
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          Figure 4.11: An instance (patient data) from cardiac arrhythmias dataset. 
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Figure 4.12: Features extracted via esd from cardiac arrhythmias dataset 

The extracted features obtained from ESD layer are employed by the first Auto-

encoder layer. The output of this Auto-encoder layer generates and input to the second 

Auto-encoder as it is expected. The features are reduced gradually, from 124 to 120 

and the parameters of auto-encoders presented in Table 4.27. This data is then 

employed by the SoftMax Classifier to be classified. 
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Table 4.27: Auto-encoders factors values for diagnosis of cardiac arrhythmias. 

Factors Auto-encoder 1 Auto-encoder 2 

Hidden Size (HS) 124 120 

Max Epochs (ME) 121 103 

L2Weight Regularization 

(L2) 

0.003 0.001 

Sparsity Regularization 

(SR) 

3 1 

Sparsity Proportion (SP) 0.12 0.1 

 

Table 4.28 illustrates the proposed framework performance with respect to the 

performance evaluation parameters.  Table 4.29, on the other hand compares the 

proposed study with the leading studies using the same dataset. 
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Table 4.28: Diagnosis of cardiac arrhythmias results. 

Results DAEs Based ESD 

Sensitivity 1.000 

Specificity 0.9706 

Precision 0.9877 

Negative Predictive Value 1.000 

False Positive Rate 0.0294 

False Discovery Rate 0.0123 

False Negative Rate 0.0000 

Accuracy 0.9912 

F1 Score 0.9938 

Matthews Correlation Coefficient 0.9791 
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Table 4.29: Comparison of diagnosis of cardiac arrhythmias results with previous studies. 

References                                                     

Methods 

  ACC 

% 

 Feature Extraction Techniques Classifiers Classes  

Niazi et al.  [59] Improved F-score and sequential 

forward search 

 

k-NN 

SVM 

16 73.8 

68.8 

Anam et al. [60] Wrapper algorithm MLP 

k-NN 

SVM 

16 78.26 

76.6 

74.4 

WM Zuo et al.  

[61] 

Principal Component Analysis Kernel Difference 

Weighted k-NN 

16 70.66 

S. M. Jadhav et al. 

[62] 

- MLP+Static 

backpropagation 

algorithm 

16 86.67 

Golnaz Sahebi et 

al. [63] 

Multi-population Weighted 

Intelligent 

Genetic Algorithm 

k-NN (Binary 

Classification) in 

normal and 

abnormal 

2 99.70 
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Anugerah et al. 

[64] 

Best First and CsfSubsetEval RBF 16 81 

Shivajirao et al. 

[65] 

- Modular Neural 

Network Model 

16 82.22 

S. M. Jadhav et al. 

[66] 

- ANN Models + 

Static 

backpropagation 

algorithm + 

momentum 

learning rule 

16 86.67 

N. Kohli et al. [67] one-against-all SVM 16 73.40 

A. Özçift et al. 

[68] 

- A resampling 

Strategy based 

Random Forests 

(RF) ensemble 

classifier 

16 90 

Proposed 

Framework  

Energy Spectral Density+ Deep 

auto-encoders 

SoftMax 16 99.12 

Proposed 

Framework  

Energy Spectral Density+ Deep 

auto-encoders 

SoftMax 2 99.94 
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Those studies can be seen in [59-62,64-68]. The results prove the superiority of the 

proposed framework over other studies with Cardiac Arrhythmias dataset. The only 

exception being the study proposed in [63].  However, this study employs a binary 

classifier (normal/ abnormal), whereas the proposed framework and other previous 

studies employ 16 classes for the classification problem. As it can be seen from the 

Table, the proposed method is also able to outperform the previous study [63] once the 

classification layer is converted into a binary classifier.  

4.3 Experimental Results by Using Deep Auto-encoder and DWT 

The Bonn university dataset [120] used to validate the proposed method. The data 

consist from 200 row data which 100 of them are normal and other 100 are abnormal 

(each row consist from 4096 features). Randomly the data divided into two groups 

training and testing sets 50% for each class. Then, the proposed method trained by 

using %50 of data which mean 100 case, where 50 of them are normal and other 50 

abnormal. The data become input to the DWT which A5 are calculated and the output 

become only 128 features. The aim of using DWT is to reduce the number of features 

by extracting important features and Neglecting other redundancy and ineffective 

features which lead to reduce the execution time and increase accuracy of system. 

Moreover, the extracted features from DWT become input to the deep auto-encoder. 

Furthermore, the first auto-encoder reduce the number of features from 128 to 120 by 

removing only 8 ineffective features. Then, the output of first auto-encoder become 

input to the second auto-encoder and reduce the number of features from 120 to 100. 

The purpose of auto-encoders is to reduce the number of features and extracted high 

level features from input data. The last element in this system is SoftMax which trained 

as supervised fashion and classify the extracted features from last auto-encoder in two 

labels normal and abnormal. Then, the proposed method presented 98% accuracy, 94% 

sensitivity and 98% specificity which are satisfactory results when compared with 

number of previous studies see Figure 4.13. 
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Figure 4.13: Confussion matrix of deep auto-encoder based dwt. 
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4.4 Experimental Results Using Novel Framework Combining the 

Deep Auto-Encoder and a Linear Model Based on PSO 

4.4.1 Epileptic Seizure Detection 

The dataset consists of 200 samples; each sample consisting of 4096 features. The 

dataset consists of 200 samples, with each sample consisting of 4096 features. The 

EEG data is split into two groups, namely for training and testing, with each group 

consisting of 100 examples, 50 of which are normal and the remaining 50 are 

abnormal. The normal and abnormal cases are shown in Figure 4.14. In the first stage, 

the first and second auto-encoders automatically extract high-level features from the 

EEG signal and reduce the number of features to 2007 and 112, respectively. The 

parameters of the settings of the auto-encoders are presented in Table 4.30. 

Afterwards, SoftMax classifies the extracted features as normal and abnormal. The 

linear model is then used to enhance the results, and the parameters of the linear model 

are estimated by using the PSO algorithm. The linear model parameters are estimated 

in 30 epochs and produce 0.09 performance, as shown in Figure 4.15. The parameters 

of PSO are presented in Table 4.31. 
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Figure 4.14: Datasets for normal and abnormal cases. 

 

 

Table 4.30: Auto-encoders parameters of deep auto-encoder and a linear model based on pso. 

 

Factors Auto-encoder 1 Auto-encoder 2 

Hidden Size (HS) 2007 112 

Max Epochs (ME) 420 110 

L2Weight Regularization (L2) 0.004 0.002 

Sparsity Regularization (SR) 4 2 

Sparsity Proportion (SP) 0.14 0.12 



97 

 

 

Table 4.31: Pso parameters for epilepsy sezuire. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PSO parameters values 

Particle Number 50 

Maximum iteration 60 

Cognitive parameter 2 

Social parameter 2 

Minimum of inertia weight 0.9 

Maximum of inertia weight 0.2 
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Figure 4.15: The mse for the linear system. 

 

The test process is repeated five times with the same parameters and hidden layer 

values, but in each implementation the training and test data are randomly selected to 

avoid overfitting. Then, the average results and the values of parameters are calculated 

to improve the proposed method’s results, as shown in Table 4.32. 

The proposed method’s results are compared to several studies presented in this field. 

Then, the previous studies are investigated to show that our proposed method has not 

been used in the previous studies and shows comparable results, as seen in Table 4.33. 
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Table 4.32: Epilepsy seizure detection results using post processing. 

Results DAEs Based post 

processing 

Sensitivity 100 

Specificity 100 

Precision 100 

Negative Predictive Value 100 

False Positive Rate 0 

False Discovery Rate 0 

False Negative Rate 0 

Accuracy 100 

F1 Score 1 

Matthews Correlation Coefficient 1 
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Table 4.33: Comparison proposed framework with previous studies. 

Reference Methods Accuracy % 

Srinivasan et al. [49]  Time–frequency domain feature-Recurrent neural 

network 

99.60 

Subasi and Ercelebi [50] WT+ANN 92.00 

Subasi [51] Discrete WT-Mixture of expert model 94.5 

Kannathal et al [52] Entropy measures-ANFIS 92.22 

Tzallas et al. [53] Time–frequency analysis—ANN 100 

Polat et al. [54] Fast Fourier transform-DT 98.72 

Acharya et al. [55] WPD-PCA-GMM 99.00 

Acharya et al [56] Entropies + HOS +Higuchi FD+ Hurst exponent+ FC 99.70 

Musa Peker et al. [57] DTCWT + CVANN-3 100 

Ahmad Karim et al. [58] Deep Auto-encoder based Taguchi Method 100 

Proposed Framework  Deep auto-encoder based post processing 100  

The proposed framework presented better results than a number of studies [49- 52,54- 

56] and presented the same results as other studies with a difference in the complexity 

and execution time. Peker et al. [57] propose traditional machine techniques which 

require a long processing time when compared with our proposed framework exactly 

in high-dimensional features such as epileptic seizure detection. Moreover, in [58] the 
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deep auto-encoder based Taguchi method, which is a complex system where the 

parameters are fitted manually when compared with our proposed framework that 

automatically optimizes the obtained results without needing to repeat experiments 

manually to obtain the best accuracy. 

4.4.2 SPECTF Classification 

In this section, the proposed framework is evaluated by employing the SPECTF 

(Single Proton Emission Computed Tomography) Heart datasets that are presented in 

[131]. SPECTF Heart dataset represents normal and abnormal classes that involves 

267 samples, each of these instances consists of 44 features. There exist 40 instances 

of each class in the training datasets and the validation datasets includes 172 normal 

and 15 abnormal samples respectively. The input features example is illustrated in 

Figures 4.16 and the data features in Auto-encoders 1 and 2 represented in Figures 

4.17 and 4.18 respectively. The features in auto-encoders 1 and 2 reducued step by 

step to 40 and 35 where high level and sensitive features are extracted from input data 

Figure 4.16: An instance (patient data) from spectf dataset. 



102 

 

 

 

Figure 4.17: Spectf dataset features in auto-encoder 1. 
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Figure 4.18: Spectf dataset features in auto-encoder 2. 

 

The Figures 4.17 and 4.18 show that the auto-encoders can effectively extracted 

important features from input data. The important and effective features assist the 

classifier to produce high accuracy.  

Additionally, Table 4.36 illustrates the results of the experiment based on previously 

defined performance evaluation parameters. Then, the parameters of auto-encoders 

presented in Table 4.34 and PSO parameters presented in Table 4.35. Besides, the 

experimental results prove that the proposed framework achieves quite encouraging 

results as compared with the previous studies using the SPECTF dataset.  These 

comparison results are presented in Table 4.37.  
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Table 4.34: Auto-encoders factors values for spectf classification using post processing. 

Factors Auto-encoder 1 Auto-encoder 2 

Hidden Size (HS) 40 35 

Max Epochs (ME) 110 60 

L2Weight Regularization 

(L2) 

0.003 0.001 

Sparsity Regularization 

(SR) 

2 1 

Sparsity Proportion (SP) 0.1 0.1 
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Table 4.35: Pso parameters for spectf. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PSO parameters values 

Particle Number 40 

Maximum iteration 40 

Cognitive parameter 2 

Social parameter 2 

Minimum of inertia weight 0.9 

Maximum of inertia weight 0.2 
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Table 4.36: Spectf classification results using post processing. 

Results DSAEs using 

PSO 

Sensitivity 1.0000 

Specificity 0.8750 

Precision 0.9884 

Negative Predictive Value 1.0000 

False Positive Rate 0.1250 

False Discovery Rate 0.0116 

False Negative Rate 0.0000 

Accuracy 0.9893 

F1 Score 0.9942 

Matthews Correlation Coefficient 0.9300 
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Table 4.37: Comparisons of spectf classification results using post processing. 

References Methods ACC 

% 

Myungraee Cha et al. 

[72]  

SVDD 82.7 

95.4 

Liu et al. [73] SVDD-based outlier detection 90 

Jing Wei et al. [71] K2 

SDBNS 

ECFBN 

94.03 

95.59 

95.76 

Kumar, R. et al. [74] mc-MKC  

mc-SVM  

79.9 

79.1 

Cui Li-lin et al. [75] TCM-IKN N 90 

Tian, D. et al. [76] C-GAME+Johnson+c4.5 

RMEP+Johnson+c4.5 

84.4 

41 

81.7 

M Srinivas [70] sparsity based dictionary learning+SVM 97.8 

Proposed 

Framework  

Deep auto-encoder based post processing 98.93 
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The proposed framework achieves better results than all studies discussed in [70- 76].  

 

4.4.3 Diagnosis of Cardiac Arrhythmias 

This section is designed to diagnose cardiac arrhythmia by using a popular, shown in 

[131]. The dataset used in this part consist of 452 instances from 16 classes that each 

of them has 279 different attributes. First, a pre-processing operation is performed. For 

simplification, 278 features are employed and the period is set to 2. Accordingly, 139 

features obtained from each data with respect to the ESD technique.  

In the first stage, the diagnosis procedure performed by using ESD based on SAEs, 

which only the 278 of features used because of the ESD need even number of features. 

In this study, the ESD calculated for each 2 periods which lead to extracted only 139 

features as shown in Figures 4.19, 4.20 and 4.21. 
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Figure 4.19: An instance (patient data) from cardiac arrhythmias dataset. 
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 Figure 4.20: Cardiac Arrhythmias Data in Auto-encoder 1. 

 

Figure 4.21: Cardiac arrhythmias data in auto-encoder 2. 
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The first Auto-encoder input layer determined with 278 which represented the number 

input data. The output of this Auto-encoder1 layer generates and input to the second 

Auto-encoder as it is expected. The features are reduced gradually, from 124 to 120 

and the parameters of auto-encoders presented in Table 4.38. This data is then 

employed by the SoftMax Classifier to be classified. 

 

Table 4.38: Auto-encoders factors values for diagnosis of cardiac arrhythmias using post processing. 

Factors Auto-encoder 1 Auto-encoder 2 

Hidden Size (HS) 250 200 

Max Epochs (ME) 130 109 

L2Weight Regularization 

(L2) 

0.003 0.001 

Sparsity Regularization 

(SR) 

3 1 

Sparsity Proportion (SP) 0.12 0.1 

 

Table 4.40 illustrates the proposed framework performance with respect to the 

performance evaluation parameters. Furthermore, Table 4.39 presented the PSO 

parameters for Cardiac Arrhythmias. Table 4.41, on the other hand compares the 

proposed study with the leading studies using the same dataset. 
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Table 4.39: Pso parameters for cardiac arrhythmias. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PSO parameters values 

Particle Number 60 

Maximum iteration 45 

Cognitive parameter 2 

Social parameter 2 

Minimum of inertia weight 0.9 

Maximum of inertia weight 0.2 
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Table 4.40: Diagnosis of cardiac arrhythmias results. 

Results DAEs Based PSO 

Sensitivity 0.9959 

Specificity 0.9904 

Precision 0.9918 

Negative Predictive Value 0.9952 

False Positive Rate 0.0096 

False Discovery Rate 0.0082 

False Negative Rate 0.0041 

Accuracy 0.9934 

F1 Score 0.9939 

Matthews Correlation Coefficient 0.9866 
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Table 4.41: Comparison of diagnosis of cardiac arrhythmias results. 

References                                                     

Methods 

 ACC 

% 

 Feature Extraction Techniques Classifiers  

Niazi et al.  [59] Improved F-score and sequential 

forward search 

 

k-NN 

SVM 

73.8 

68.8 

Anam et al. [60] Wrapper algorithm MLP 

k-NN 

SVM 

78.26 

76.6 

74.4 

WM Zuo et al.  

[61] 

Principal Component Analysis Kernel Difference 

Weighted k-NN 

70.66 

S. M. Jadhav et al. 

[62] 

- MLP+Static 

backpropagation 

algorithm 

86.67 

Golnaz Sahebi et 

al. [63] 

Multi-population Weighted 

Intelligent 

Genetic Algorithm 

k-NN (Binary 

Classification) in 

normal and 

abnormal 

99.70 
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Anugerah et al. 

[64] 

Best First and CsfSubsetEval RBF 81 

Shivajirao et al. 

[65] 

- Modular Neural 

Network Model 

82.22 

S. M. Jadhav et al. 

[66] 

- ANN Models + 

Static 

backpropagation 

algorithm + 

momentum 

learning rule 

86.67 

N. Kohli et al. [67] one-against-all SVM 73.40 

A. Özçift et al. 

[68] 

- A resampling 

Strategy based 

Random Forests 

(RF) ensemble 

classifier 

90 

Proposed 

Framework  

Deep auto-encoder based post 

processing 

SoftMax 99.34 

Those studies can be seen in [59-62,14,15,64- 68]. The results prove the superiority of 

the proposed framework over other studies with Cardiac Arrhythmias dataset.  The 

only exception is the study presented in [63] which has better accuracy results than the 

results of the proposed framework. However, this study performs only a binary 

classification as either labelling them normal or abnormal. As previously mentioned, 



116 

 

 

there exists 16 different classes for labelling for the dataset.  Accordingly, the proposed 

method achieves the best result as compared with the other state of the art studies.  

4.4.4 Digit Classification 

The proposed framework tested also by using MNSIT dataset, this dataset proposed 

by leeCun in [121] for handwritten digit classifications. The framework trained by 

using 5000 image 500 for each example. Each image consists from 28*28 pixels, this 

mean there is 784 values for each image when converted to vectors to built the matrixes 

of vectors. These features will become input to the first autoencoder, and produce 380 

features. Then, these features will have wired to the second auto-encoder and reduced 

to the 120 features. The output of last autoencoder classified by using SoftMax 

classifier. In the laset stage, autoencoders and SoftMax stacked and trained in 

supervised fashion. The proposed framework preduce 99.4 accuracy. Then, linear 

model based PSO used to optimize the obtained results and preduce 99.5 accuracy see 

Table 4.36. 
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Table 4.42: Digit classification using post processing. 

Labels 0 1 2 3 4 5 6 7 8 9 Spectivity

% 

0 499 0 0 0 1 1 2 0 0 0 99.2 

1 0 50 0 1 0 0 0 0 0 5 99.8 

2 0 0 496  0 0 0 0 0 0 100 

3 0 0 1 498 1 0 0 3 0 0 99.0 

4 0 0 0 0 495 1 0 1 1 0 99.4 

5 0 0 0 0 1 498 0 0 0 0 99.8 

6 1 0 0 1 0 0 498 0 0 0 99.6 

7 0 0 3 0 1 0 0 496 0 0 99.2 

8 0 0 0 0 0 0 0 0 499 1 99.6 

9 0 0 0 0 0 0 0 0 0 494 100 

Sensitivy

% 

99.

8 

10

0 

99.

2 

99.

6 

99.

0 

99.

6 

99.

6 

99.

2 

99.

8 

98.

8 

Acc=99.5

% 

 

The Proposed method have satisfactory results when compared with different previous 

researchs see Table 4.43. Furtheremore, the proposed framework also used 50% of 

data for training data which training and testing data are selected randomly and the 

experimental reapeted 5 time and average accuracy of 5 experiment... 
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Table 4.43: A comparison of handwritten digit classification results. 

Referance Methods Acc % 

Anupama Kaushik et al. [122] J48 70.0 

Anupama Kaushik et al. [122] NaiveBayes 72.65 

Anupama Kaushik et al. [122] SMO 89.95 

Olarik Surinta et al. [123] Hotspot  + SVM 92.70 

U Ravi Babu et al. [124] Hotspot + k-NN 96.94 

Hinton GE et al. [125] Deep Belief Network 98.75 

LeCun Y et al. [126] Deep Conv. Net LeNet-5  99.05 

Wan L [127] Deep Conv. Net (dropconnect) 99.43 

Zelier MD [128] Deep Conv. Net (stochastic pooling) 99.53 

Goodfellow IJ [129] Deep Conv. Net (maxout units and dropout) 99.55 

Lee CY [130] Deep Conv. Net (deeply-supervised) 99.61 

Proposed Framework Deep Autoencoder based LMPSO 99.50 
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CHAPTER 5 

5 CONCLUSION AND FUTURE WORK 

5.1 Conclusion 

In this thesis, several frameworks related to the auto-encoder have been presented. We 

started by presenting the new Deep learning framework that essentially combines 

Sparse Auto encoder and Taguchi Method, which is an organized approach for 

parameter optimization in a reasonable amount of time. Experimental results reveal 

that applying this method allows the proposed framework to optimize numerous 

factors and extract more quantitative data from fewer experimental trials 

simultaneously. This novel framework is tested with different experimental data sets 

and compared to state-of-the-art methods and studies in terms of overall accuracy. For 

instance, proposed framework achieves satisfactory results: 99.6% in DDOS 

Detection, 99.7% for IDS Attack, 100% in Epileptic Seizure Recognition and finally 

99.8% precision result for Handwritten Digit Classification Problem. The results 

verify the validity of the proposed framework.   

Furthermore, this thesis proposes a novel framework for medical data processing based 

on a deep sparse auto-encoder architecture. One of the main contribution of this study 

is to integrate the energy spectral density approach as a feature extractor into a deep 

sparse auto-encoder architecture. This mainly speeds up the performance of a DSAE 

architecture by reducing the dimension of the data, which also prevents employing 

unnecessary features for the training phase.  The procedure first applies a pre-

processing step to convert the data into a single dimensional array and calculates the 

energy density for different periods depending on characteristics of the problem. 

Afterwards, a stacked auto-encoder architecture with a SoftMax classifier layer are 

trained in a supervised manner. Three different and popular medical datasets are 

employed for performance evaluation.  The proposed framework presents encouraging 

results and also provides mostly superior results when it is compared with previous 

researches, employed the same datasets for the experimental procedures.  
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The experimental results show that the ESD based DSAE architecture is both effective 

with datasets having high dimensional data representation such as Epilepsy Seizure 

Detection and Diagnosis of Cardiac Arrhythmias and it also generates reliable results 

with dataset having low dimensional data representation such as SPECTF Heart 

classification. 

Moreover, a new framework proposed based on deep auto-encoder and DWT to 

recognize epileptic seizure. The combining of deep auto-encoder with DWT lead to 

increase the recognition rate and decrease the execution time. The proposed framework 

produces 96% accuracy because the DWT remove ineffective features and reduce the 

execution time because the DWT extracted only 128 features as A5 parameter by using 

simple mathematic process. 

Finally, The PSO based linear system is new idea for increasing the deep stacked auto-

encoder accuracy for epilepsy seizure detection. The goal of this system is to classify 

the EEG signal into two classes (epileptic vs non-epileptic). The proposed system 

consists from two stages, deep stacked auto-encoders and linear model based PSO. 

The deep stacked auto-encoders consist from two auto-encoders which extracted 

features and the output of second auto-encoder wired to the SoftMax. The two auto-

encoders and SoftMax stacked and trained in supervised fashion using 

backpropagation technique to improve the classification accuracy. 

In the second stage, the linear model used to optimize the predication of the deep 

stacked auto-encoders, and the parameters of the linear model estimated by using PSO. 

Then, the proposed framework presented satisfactory results when compared with 

number of famous studies proposed in this field by producing 100% accuracy.   
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5.2 Future Work 

In the end of this study, number of ideas and questions proposed by the researcher 

which lead to improve the results or produce new results. 

As well as, authors are encouraged to improve overall performance of this architecture 

for more complex problems such as 3D image processing and real-time robotic system. 

Accordingly, different heuristic optimization algorithm, including genetic algorithms, 

particle swarm optimization or colony optimization algorithms will be used to estimate 

auto encoder parameters and compared with the Taguchi Method as future works.  It 

is also noticed that the proposed architecture can also be employed for comprehensive 

recognition and estimation problems, including gesture recognition, URL reputation, 

SMS spam collection etc. 

We recommend to use preprocessing technique (filters, unsupervised learning etc..) to 

speed up and enhance the auto-encoders performance. 

Additionally, nonlinear and dynamic linear model systems can be proposed as post-

processing technique for enhancing the classification accuracy of classification 

models. Moreover, other optimization algorithms can be used instead of PSO such as 

genetic algorithm, ant cony optimization algorithm and bat algorithm, other 

classifications model can be combined with linear and non-linear models such as: 

Support vector machine, Bayes naïve and decision tree. The proposed framework can 

have used to classify any data by changing only input features, hidden neurons and 

output classes easily.    
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