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In recent years, exponential increase in connected devices (i.e., smart-phones, tablets, watches 

etc.) to the internet and with the introduce of the Internet of Things (IoT), future radio networks 

(FRN) are keen to serve massive users in dense networks which is called as Massive Machine 

Type Communication (mMTC) -one of the three major concepts of 5G and beyond-. Non-

orthogonal Multiple Access (NOMA) is seen a strong candidate for mMTC in FRN due to its 

high spectral efficiency and ability to support massive connections. In NOMA, users are 

assigned into same resource block to increase spectral efficiency and the most attracted scheme 

is power domain (PD)-NOMA where users share the same resource block with different power 

allocation coefficients. The interference mitigation in PD-NOMA is held by successive 

interference canceler (SIC). Due to its potential for 5G and beyond, NOMA has attracted 

tremendous attention from researchers where NOMA is widely investigated mostly in terms of 

achievable rate and outage probability. However, in those work mostly perfect SIC is assumed 
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ABSTRACT (continued) 

at the receivers which is not that reasonable assumption considering the fading channels. In 

addition, whereas numerous efforts have been devoted to investigating NOMA in terms of 

capacity and outage, one of the most important key performance indicators (KPIs): bit/symbol 

error rate (BER/SER) has not been regarded. These two major concerns about NOMA have 

initially motivated us to do this PhD research. This work aims to investigate three KPIs 

(capacity, outage and BER) of NOMA with imperfect SIC. Then, the same analysis is done for 

the interplays of NOMA with cooperative communication and spatial modulation (SM). 

 

Firstly, conventional NOMA (downlink and uplink) networks is analyzed under imperfect SIC 

and exact closed-from expressions for ergodic capacity (EC), outage probability (OP) and bit 

error probability (BEP) are derived over fading channels. All derived expressions are validated 

via computer simulations. 

 

The interplay between NOMA and cooperative communication is one of the most attracted 

NOMA related topics in the literature. This interplay is divided into three concepts:                       

1) cooperative-NOMA (C-NOMA) where strong NOMA users act as relays for weaker users 

to improve reliability of them. 2) relay-assisted/aided-NOMA where dedicated relays help 

source serving to NOMA users. 3) NOMA based cooperative relaying system (CRS) where 

NOMA is applied for different symbol of the destination to improve the inefficiency of device-

to-device cooperative communication. All three concepts have been analysed in terms of the 

same performance metrics (i.e., EC, OP, BEP) under imperfect SIC and have been validated 

via Monte Carlo simulations. Then, threshold-based selective cooperative NOMA (TBS-C-

NOMA) have been proposed to eliminate the effect of error propagation in C-NOMA and it is 

proved that TBS-C-NOMA outperforms C-NOMA and achieves full diversity order. 

 

In order to neutralize the decay in BER of conventional NOMA networks, the spatial multiple 

access (SMA) and Space Shift Keying (SSK)-NOMA have been introduced as alternatives to 

two users and multiple users multiple-input-multiple-output (MIMO)-NOMA networks. Closed 

form expressions of EC, OP and BEP have been derived for both systems and the derived 

expressions have been validated via computer simulations. 
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Then, a comprehensive evaluation of NOMA involved systems is presented by extensive 

simulations. It is proved that NOMA outperforms orthogonal multiple access (OMA) 

techniques in terms of EC and OP. However, due to the inter-user interference (IUI), NOMA 

cannot compete with OMA networks. Thus, the trade-off between capacity and reliability of 

NOMA networks is emphasized and it is revealed that NOMA design should be handled 

considering the target reliability of networks. In addition, the performance improvement of the 

proposed TBS-C-NOMA scheme are presented compared to C-NOMA schemes. Furthermore, 

based on the extensive simulation results, it is proved that the proposed SMA and SSK-NOMA 

systems outperform their NOMA counterparts in terms of all three performance metrics (i.e,, 

EC, OP and BER). Moreover, the effect of power allocation on the performances of NOMA 

involved systems are investigated and the optimum power allocation in terms of three KPIs is 

discussed. 

 

Finally, all results are discussed and the thesis is concluded with the opportunities, challenges 

and the insights for future researches. 

 

Keywords: Non-orthogonal multiple access, Imperfect SIC, Error analysis, Outage analysis, 

Capacity analysis, Cooperative communication, Spatial modulation, Space shift keying 

 

Science Code: 608.04.04, 608.04.05 
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GELENEKSEL DİK OLMAYAN ÇOKLU ERİŞİM (NOMA) VE NOMA’NIN 

İŞBİRLİKLİ İLETİŞİM VE UZAYSAL MODULASYONLA BİRLİKTE 

UYGULANMASI: HATALI ARDIŞIK GİRİŞİM ENGELLEYİCİ (SIC) ALTINDA 

PERFORMANS DEĞERLENDİRMESİ VE ANALİZİ  

 

Ferdi KARA 

 

Zonguldak Bülent Ecevit Üniversitesi 

Fen Bilimleri Enstitüsü 

Elektrik-Elektronik Mühendisliği Anabilim Dalı 

 

Tez Danışmanı: Dr. Öğr. Üyesi Hakan KAYA 

Temmuz 2019, 177 sayfa 

 

Son yıllardaki akıllı-telefon, tablet ve akıllı saat gibi internete bağlı cihaz sayısındaki üstel artış 

ve Nesnelerin İnterneti (Internet of Things -IoT) kavramının da gelişmesiyle birlikte, yeni nesil 

telsiz ağların yoğun hücrelerden (dense networks) oluşması ve kitlesel iletişimi (massive 

connection) desteklemesi gerektiği kaçınılmaz olmuştur. Kitlesel makine tipi iletişim (massive 

Machine Type Communication -mMTC) olarak adlandırılan bu konsept 5G ve sonrası olarak 

bilinen yeni nesil telsiz ağların üç ana konseptinden biri olarak görülmektedir. Dik olmayan 

çoklu erişim (Non-orthogonal Multiple Access -NOMA), yüksek spektral verimlilik sağlaması 

ve kitlesel iletişime olanak sağlaması nedeniyle mMTC için en önemli adaylardan biri 

konumundadır. NOMA’da kullanıcılar aynı kaynak bloklarına (resource block) atanarak 

spektral verimliliğin arttırılması amaçlanmaktadır. En fazla ilgi çeken NOMA konsepti olan 

güç eksenli (power domain -PD) NOMA’da, kullanıcılar aynı kaynak bloklarını farklı güç 
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paylaşım katsayıları ile paylaşırlar. PD-NOMA’da ki kullanıcılar arası girişim, ardışık girişim 

giderici (successive interference canceler -SIC) kullanılarak giderilir. NOMA’nın 5G ve sonrası 

ağları için önemli bir potansiyele sahiptir ve bu nedenle araştırmacıların oldukça fazla ilgisini 

çekmektedir. NOMA erişilebilir kapasite ve kesinti olasılığı açısından fazlasıyla 

araştırılmıştır/incelenmiştir. Fakat, bu çalışmalarda çoğunlukla, alıcıların hatasız SIC 

uyguladığı varsayılmıştır. Bu varsayım sönümlemeli kanallar göz önüne alındığında gerçekçi 

bir varsayım olmaktan çıkmaktadır. Bununla birlikte, NOMA erişilebilir kapasite ve kesinti 

olasılığı açısından fazlasıyla incelenmesine rağmen, bir diğer önemli kriter olan bit/sembol hata 

oranı göz ardı edilmiştir. NOMA hakkındaki bu endişeler bu tez çalışmasının ana motivasyon 

kaynağı olmuştur.  Bu çalışmada, NOMA için hatalı SIC varlığında erişilebilir hız, kesinti 

olasılığı ve bit hata olasılığı açısından analizlerinin yapılması amaçlanmıştır. NOMA’nın bir 

diğer avantajı da diğer fiziksel seviye teknikleri ile beraber kullanılabilmesidir. Bu nedenle, 

aynı analizler, NOMA ile işbirlikli iletişimin ve uzaysal modülasyonun birlikte kullanıldığı 

durumlar için de genişletilmiştir. 

 

Tez çalışmasında ilk olarak geleneksel NOMA ağları (aşağı yönlü ve yukarı yönlü) hatalı SIC 

varlığında incelenmiştir. Üç önemli performans kriteri olan, erişilebilir hız, kesinti olasılığı ve 

bit hata olasılığı için tam ifadeler kapalı formda türetilmiştir. Elde edilen tüm analitik sonuçlar 

bilgisayar benzetimleri ile doğrulanmıştır. 

 

NOMA ve işbirlikli iletişimin beraber kullanıldığı ağlar araştırmacılar tarafından en fazla ilgi 

çeken konulardan biri olmuştur. Bu etkileşim üç ana konsepte incelenmektedir: 1) Daha iyi 

kanal kalitesine sahip NOMA kullanıcılarının daha kötü kanal kalitesine sahip kullanıcılar için 

röle olarak görev yaptığı, İşbirlikli-NOMA konsepti.  2) Ortamda bulunan rölelerin NOMA 

kullanıcılarıyla olan iletişime yardımcı olduğu, Röle-destekli/yardımlı-NOMA konsepti. 3) 

Geleneksel işbirlikli iletişimdeki spektral verimsizliğinin önüne geçmek için kullanılan, 

NOMA-destekli işbirlikli iletişim sistemleri (cooperative relaying systems -CRS) konsepti.     

Her üç konsept de hatalı SIC varlığında tüm performans kriterli açısından incelenmiştir ve 

sonuçlar bilgisayar benzetimleri ile doğrulanmıştır.  İşbirlikli-NOMA sistemlerindeki hata 

yayılımının etkisini ortadan kaldırmak için, Eşik değer tabanlı seçmeli işbirlikli-NOMA 
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(Threshold-base selective cooperative-NOMA – TBS-C-NOMA) sistemi önerilmiş ve önerilen 

TBS-C-NOMA’nın işbirlikli-NOMA’ya üstünlük sağladığı kanıtlanmıştır. TBS-C-NOMA tam 

çeşitleme derecesi sağlamaktadır.  

 

Geleneksel NOMA ağlarının BHO başarımdaki kaybın önüne geçmek için, uzaysal çoklu 

erişim (Spatial Multiple Access (SMA)) ve Uzay kaydırmalı Anahtarlama (Space Shift Keying 

SSK)-NOMA yapıları sırasıyla iki kullanıcılı ve çok kullanıcılı NOMA ağlarına alternatif 

olarak önerilmiştir. Önerilen her iki yöntem için de erişilebilir kapasite, kesinti olasılığı ve bit 

hata olasılığı ifadeleri kapalı-formda türetilmiştir. Sonuçlar bilgisayar benzetimleri ile 

doğrulanmıştır. 

 

Daha sonra, NOMA’nın kullanıldığı sitemler için detaylı benzetimler sunularak kapsamlı bir 

performans değerlendirmesi verilmiştir. NOMA erişilebilir kapasite ve kesinti başarımı 

açısından dikgen çoklu erişim tekniklerine (Orthogonal Multiple Access -OMA) üstünlük 

göstermesine rağmen kullanıcılar arası girişim sebebiyle bit hata başarımı açısından OMA 

kadar iyi performans gösterememektedir.  Farklı performans kriterleri arasındaki bu ödünleşime 

(trade-off) dikkat çekilerek, NOMA sistemlerinin hedef güvenirlilik (target reliability) kriteri 

göz önünde bulundurularak tasarlanması gerektiği ortaya konmuştur.  Sunulan detaylı benzetim 

sonuçları doğrultusunda, önerilen TBS-C-NOMA’nın C-NOMA’ya, SMA ve SSK-NOMA’nın 

da geleneksel NOMA sistemlerine üstünlük sağladığı gösterilmiştir.  Bu bölümde son olarak, 

farklı performans kriterleri göz önüne alınarak, en iyi güç paylaşımının nasıl olması gerektiği 

tartışılmıştır. 

 

Son olarak, elde edilen tüm sonuçlar değerlendirilerek, tez gelecek çalışmalar hakkındaki 

görüşler, olası çalışma alanları ve zorluklar sunularak sonlandırılmıştır. 

 

Anahtar Kelimeler: Dik olmayan çoklu erişim, Hatalı SIC, Hata analizi, Kesinti analizi, 

Kapasite analizi, İşbirlikli iletişim, Uzaysal modülasyon, Uzay kaydırmalı anahtarlama 

 

Bilim Kodu: 608.04.04, 608.04.05 
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CHAPTER 1

INTRODUCTION

Wireless communication technologies have been improved for five decades. This evolution

of the communications has been driven by the users’/customers’/clients’ requirements and

by the development of technology. Every big step of wireless technologies has been named

as new generation (i.e., 1G, 2G, 3G and 4G) and multiple access (MA) techniques have

been cornerstones for this evolution. Frequency Division Multiple Access (FDMA) had

been implemented for voice communication in 1G. Then, with the increase of users, a hy-

brid multiple access including both Time Division Multiple Access (TDMA) and FDMA

was used for voice and data communication in 2G. After then, applications such as inter-

net using and video calling on mobile devices required relatively higher data rate and it

has been succeeded by Code Division Multiple Access (CDMA) in 3G. In addition to in-

crease in required data rate, the receiver complexity in CDMA have made the Orthogonal

Frequency Division Multiple Access (OFDMA) for downlink and Single Carrier FDMA

(SC-FDMA) to take the role in 4G called as Long Term Evolution (LTE). However, new

generations (i.e. 5G and beyond) need a major paradigm shift unlike previous four gen-

erations of cellular networks. It is beyond improving data rate or increasing number of

served users [1]. With the 5G, wireless technologies step into new era which may be called

as Wireless 2.0. According to visual network index (VNI) report [2], driven largely by

smart-phones, tablets and video streaming, the amount of IP data by wireless networks

will be higher than 80 exabytes per month by 2022. It was only about 10 exabytes in 2017.

Only this pace of growth can prove us what 5G will be. In addition to this extreme data

rate, since it is now beyond personal communication, the demands for 5G and beyond

vary according to serving applications/vertical sectors such as Internet of things (IoT),

tactile internet, health-care applications, etc. [3]. The major requirements for 5G [4] are

given as follow:
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� very high data rate (100 times higher than LTE)

� ultra low latency (below 1ms)

� ultra wide coverage (almost %100)

� ultra high mobility

� supporting massive connection (ultra dense networks -1000 times higher than LTE).

Although it is our duty as engineers to meet all demands, it is not possible to meet

them in all once. In addition, critical requirements depend on the vertical sectors of

future radio networks (FRN). For example, very high data rate is required for video

streaming on mobile communications whereas ultra dense networks are demanded by IoT.

On the other hand, ultra low latency is crucial for health care applications such as remote

surgeon. In addition to ultra low latency, ultra wide coverage is also essential in vehicular

communication for autonomous vehicles. Thus, according to above requirements, 5G and

beyond networks are categorized in three main concepts [5, 6] as:

� enhanced Mobile Broadband Communication (eMBBC)

� ultra Reliable Low Latency Communication (uRLLC)

� massive Machine Type Communication (mMTC).

In the standardization process, it has been mostly focused on eMBBC as the first phase

of 5G [7] which can be considered as an evolved LTE and it is based on flexible OFDMA.

To cover concepts above, a new waveform design is essential for the next phases of 5G and

beyond. However, to the best of researchers’/engineers’ knowledge, it is not possible to

serve in all these concepts with a single waveform, hence it is expected to be heterogeneous

networks (HetNet) where different waveforms are combined in harmony to meet different

requirements according to users’ demands. A few of candidate physical layer techniques

are as follow [1, 3]: millimeter-wave communication (mmWC), massive-multiple-input-

multiple-output (massive MIMO), index modulation (IM), visible light communication

(VLC), cognitive radio (CR), non-orthogonal multiple access (NOMA), etc. In this PhD

dissertation, it is focused on NOMA which is one of the strongest candidates for mMTC
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due to its high spectral efficiency and ability to support massive connections and it has

been already taken place in 3GPP standards for mMTC [8,9].

1.1 LITERATURE OVERVIEW

In the previous four generations of cellular network, users/devices are served on orthog-

onal resource blocks (i.e, time, frequency, code) to avoid inter-user-interference (IUI).

Hence, all used multiple access techniques are called as orthogonal multiple access tech-

niques (OMA)1. However, the number of users in a cell is limited by the number of

orthogonal blocks in OMA. Thus, OMA schemes cannot compete with the growth in the

number of connected devices in such application IoT. To resolve this problem, NOMA has

emerged as a potential multiple access scheme for future wireless networks [10]. NOMA

concept is based on allowing multiple users to be served on same resource blocks. NOMA

schemes can be handled in two main categories: power domain-NOMA (PD-NOMA)

and code domain-NOMA (CD-NOMA). In PD-NOMA, multiple users are allocated on

the same resource block with different power allocation coefficients. This intentionally

created IUI is eliminated at receivers by successive interference canceler (SIC) [11]. On

the other hand, in CD-NOMA, users are allocated on same time/frequency blocks with

different codes (low density non-orthogonal codes as differs from CDMA). In CD-NOMA,

receivers implement message passing algorithm (MPA) to detect own data. Sparse code

multiple access (SCMA) is the most attracted version of CD-NOMA [12]. In addition, by

combining these two main NOMA schemes, a few more NOMA schemes have been also

proposed, such as pattern division multiple access (PDMA) [13] and interleave-division

multiple access (IDMA) [14]. In this PhD dissertation, the performances of PD-NOMA

schemes are investigated. The other NOMA schemes are out of the scope of this work,

thus NOMA is used for PD-NOMA in the following of this work.

Although its application for FRN has emerged to resolve the bottleneck in supporting

massive connection [15, 16], SIC and MPA in NOMA have been well-known techniques

in terms of information theoretic perspective for decades [17, 18]. NOMA was firstly

proposed for FRN in [19], and its superiority to OMA schemes in terms of achievable

1Although CDMA serves on same time and frequency blocks, the used codes (Walsh-Hadamard) are
orthogonal in CDMA.
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rate was proved. Then, NOMA has attracted great attention from both industry and

academia [20–22]. NOMA has been investigated in terms of different key performance

indicators (KPIs) such as outage probability, secrecy sum-rate, mutual information, etc.

and it has been compared to OMA counterparts. In addition, NOMA is based on such

very simple principle as superposition coding (SC) at transmitter and SIC at receivers,

and its implementation into other physical layer techniques can be easily succeeded. Thus,

the interplays between NOMA and other physical layer techniques, such as cooperative

communication [23,24], MIMO systems [25], mmWC [26,27], CR [28] and VLC [29] have

also taken recent attention. Furthermore, besides mMTC, NOMA has a huge potential

for mobile edge computing (MEC) [30] and NOMA in MEC has been analyzed widely.

In this subsection, NOMA have been introduced and a general literature overview about

its applications for FRN and the interplays between other techniques have been provided.

The detailed literature researches will be provided in related sections in the following

chapters.

1.2 CONTRIBUTIONS

The main contributions of the thesis are summarized as follow:

� As firstly, conventional NOMA networks (i.e., downlink and uplink) are analyzed un-

der imperfect SIC and closed form expressions are derived for ergodic capacity/sum-

rate, outage probability (OP) and bit error probability (BEP) of networks. The

trade-off between achievable rate and data reliability in NOMA networks is raised

and the user fairness is discussed in terms of all performance metrics. In addition,

extensive simulations for downlink and uplink NOMA are presented to compare

them related OMA networks. Then power allocation is discussed under various

constraints (i.e., capacity maximization, outage minimization and error minimiza-

tion) in downlink NOMA. Based on simulations, it is revealed that it is not possible

to provide an optimum power allocation in terms of all users. Hence, power alloca-

tion can be only handled by considering users’ QoS demands -which performance

metric is crucial according to used application-.

� The interplay between NOMA and cooperative communication is investigated in
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terms of all aspects.

– Closed-form expressions are derived for BEP in cooperative-NOMA (C-NOMA).

It is proved that error performance of C-NOMA is highly affected by error

propagation from intra-cell user to cell-edge user which occurs due to erro-

neous detection in SIC and C-NOMA cannot provide diversity order. In order

to resolve this, Threshold-based selective C-NOMA (TBS-C-NOMA) is pro-

posed and optimum threshold for TBS-C-NOMA is derived which minimizes

end-to-end (e2e) error performance of TBS-C-NOMA. By introducing opti-

mum threshold, TBS-C-NOMA outperforms significantly C-NOMA and full

diversity order is achieved.

– Error performance of relay-aided/assisted NOMA (RA-NOMA) networks is

investigated and closed-form BEP expressions are derived. Then, the user

fairness is raised in RA-NOMA and a new model for RA-NOMA which is

called reversed RA-NOMA is investigated. Based on extensive simulations, it

is presented that reversed RA-NOMA can provide improved user fairness in

some situations.

– Error performance in NOMA-based cooperative relaying systems (CRS) is in-

vestigated and closed-form BEP expressions are derived. It is presented that

NOMA-CRS has worse error performance although it provides gain in achiev-

able rate compared to conventional CRS. NOMA-based diamond relaying net-

work (DRN) is also analyzed as a subset of NOMA-CRS and the same discus-

sions/results have been revealed.

The optimum power allocation is further discussed for all three concepts in terms of

EC, OP and BEP for various conditions. Likewise in conventional NOMA networks,

it is very complex to obtain an optimum power allocation scheme.

� In order to resolve the decay in error performance of NOMA networks, Spatial

Multiple Access (SMA) and Space Shift Keying (SSK)-NOMA are proposed as

alternatives to two users and multiple users NOMA networks, respectively.

– Closed-form expressions of EC, OP and BEP are derived for SMA and all

derived expressions are validated via simulations. Based on simulations, SMA
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outperforms NOMA in terms of all KPIs (EC, OP and BEP). In addition, SMA

has the same error performance with OMA networks. Thus, it is proved that

SMA provides higher spectral efficiency than NOMA without any performance

decay. In addition to its superiority to NOMA in terms of error performance,

SMA provides the same spectral efficiency with NOMA by ∼ 6dB less energy

consumption which is very promising for the green communication concept in

5G. Furthermore, SMA requires less receiver complexity than NOMA.

– Optimum detectors are provided for SSK-NOMA. Then, SSK-NOMA is ana-

lyzed in terms of EC, OP and BEP. Closed-form expressions are derived for

EC and OP. In addition, closed-form BEP expressions are derived when the

number of users in a resource block is equal to L = 3. Nevertheless, a union

bound of BEP is provided for arbitrary number of users in a resource block.

All these analysis also provide insights for conventional single-input-multiple-

output (SIMO) NOMA networks which have not been also regarded in the

literature, yet, to the best of our knowledge. Based on extensive simulations,

SSK-NOMA outperforms NOMA in terms of all three performance metrics

(i.e., EC, OP and BEP) and this is provided by an affordable complexity cost

in cell-edge user. All other users in SSK-NOMA have less complexity than

those in NOMA. Unlike almost all previous researches of NOMA, SSK-NOMA

allows serving more than two users in a resource block without encountering a

decay in any performance metrics compared to NOMA. This is very promising

to increase the number of served users in such applications as IoT for mMTC.

1.3 LIST OF PUBLISHED, SUBMITTED AND IN PREPARATION MANUSCRIPTS

1.3.1 Journal Papers - Published and Accepted

� Kara, F. and Kaya, H. ”BER performances of downlink and uplink NOMA in

the presence of SIC errors over fading channels”. IET Communications, 12 (15),

1834-44, sep. 2018

� Kara, F. and Kaya, H. ”On the error performance of Cooperative-NOMA with

statistical CSIT”, IEEE Communications Letters, 23 (1), 128-31, jan. 2019
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� Kara, F. and Kaya, H. ”Performance analysis of SSK-NOMA”, IEEE Transactions

on Vehicular Technology, Early Access, jul. 2019

� Kara, F. and Kaya, H. ”Threshold-based Selective Cooperative-NOMA”, IEEE

Communications Letters, 23 (7), 1263-1266, jul. 2019

� Kara, F. and Kaya, H. ”The error performance analysis of the decode-forward

relay-aided-NOMA systems and a power allocation scheme for user fairness (in

Turkish)”, Journal of the Faculty of Engineering and Architecture of Gazi Univer-

sity, in Press

� Kara, F. and Kaya, H. ”Non-Orthogonal Multiple Access (NOMA): Solution to

massive connectivity and high spectral efficiency for Future Radio Access (FRA)

networks (in Turkish)”, Karaelmas Science and Engineering Journal, 9 (1), 152-165,

jul. 2019

� Kara, F. and Kaya, H. ”Error analysis of Cooperative-Non-Orthogonal Multiple

Access (NOMA) over Nakagami-m fading channels (in Turkish)”,Karaelmas Science

and Engineering Journal, 9 (1), 130-141, jul. 2019

1.3.2 Conference Papers - Published

� Kara F. and Kaya H., ”Spatial Multiple Access (SMA): Enhancing performances of

MIMO-NOMA systems”, 42nd Int. Conf. on Telecomm. and Sig. Process. (TSP),

jul. 2019, Budapest, Hungary

� Emir, A., Kara, F. and Kaya, H. ”Deep Learning-based Joint Symbol Detection

for NOMA (in Turkish)”, 27th Signal Processing and Communications Applications

Conference (SIU), apr. 2019, Sivas, Turkey

� Kara, F. and Kaya, H. ”Derivation of the closed-form BER expressions for DL-

NOMA over Nakagami-m fading channels (in Turkish)”, 26th Signal Processing and

Communications Applications Conference (SIU), may. 2019, İzmir, Turkey
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1.3.3 Papers - Submitted or in Preparation

� Kara, F. and Kaya, H. ”Error Probability Analysis of NOMA-based Diamond

Relaying Networks”, IEEE Transactions on Vehicular Technology, submitted at: 15

June 2019

� Kara, F. and Kaya, H. ”On the Achievable Rate and Outage Probability of

Threshold-Based Selective Cooperative-NOMA”, in preparation

� Kara, F. and Kaya, H. ”On the Performance of NOMA involved systems under

imperfect SIC: A comparative study and the trade-off between achievable rate and

data reliability”,in preparation

� Kara, F. and Kaya, H. ”The interplay between NOMA an Cooperative communi-

cation: A comprehensive analysis under imperfect SIC”, in preparation

� Kara, F. and Kaya, H. ”Error analysis of NOMA-based Cooperative relaying sys-

tems and Machine learning-aided optimum power allocation under various con-

straints”, in preparation

� Emir, A., Kara, F. and Kaya, H. ”Model-Driven Deep Learning Aided Joint Sym-

bol Detection and Threshold Selection for Threshold-based Selective Cooperative-

NOMA”, in preparation

1.3.4 Conference Papers - On Other Research Topics

� Çakar, E., Emir, A., Kara, F. and Kaya, H. ”Maximization of Error Performance

of Device-to-Device (D2D) Cooperative Communication Systems with Deep Learn-

ing Aided-Optimum Threshold (in Turkish)”, International Congress on Human-

Computer Interaction, Optimization and Robotic Applications (HORA), jul. 2019,

Nevşehir, Turkey

� Çakar, E., Kara, F. and Kaya, H. ”Error Analysis of Threshold Based Three-

hop Device to Device (D2D) Communication Systems (in Turkish)”, 27th Signal

Processing and Communications Applications Conference (SIU), apr. 2019, Sivas,

Turkey
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� Şanlı E., Kara F. and Kaya H., ”Effect of the error propagation on the error

performance of cooperative communications with the best relay selection schemes

(in Turkish)”, 26th Signal Processing and Communications Applications Conference

(SIU), may. 2019, İzmir, Turkey

� Kara F., Kaya H. , Erkaymaz O., and Öztürk E. ”Prediction of the optimal thresh-

old value in DF relay selection schemes based on artificial neural networks”, Inter-

national Symposium on INnovations in Intelligent SysTems and Applications (IN-

ISTA), jun. 2016, Sinaia, Romania

1.4 ORGANIZATION

The remainder of this work is as follows:

In Chapter 2, NOMA systems are introduced for downlink and uplink communication

and the basic concepts of NOMA at transmitter(s) and receiver(s) are defined. Then, the

analytical expressions of ergodic capacity (EC), outage probability (OP) and bit error

probability (BEP) are derived in closed-forms for two-user networks. All derived expres-

sions are validated via computer simulations.

In Chapter 3, the interplay between NOMA and cooperative communication is handled

in three aspects as: Cooperative-NOMA (C-NOMA), NOMA-based cooperative relay-

ing systems (NOMA-CRS) and relay-aided NOMA networks (RA-NOMA). EC, OP and

BEP are derived in closed-forms and validated via Monte Carlo simulations. Based on

simulations, performance evaluation of all three concepts are provided and the chapter is

concluded with chapter remarks.

In Chapter 4, Spatial Multiple Access (SMA) are introduced as an alternative to conven-

tional two-user NOMA networks and SSK-NOMA is proposed to enhance performance

of MIMO-NOMA networks. The same KPIs are also derived for SMA and SSK-NOMA

and they are validated by simulations.

In chapter 5, extensive simulations are presented to evaluate the performances of NOMA
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involved systems and to compare them with OMA counterparts. Then, the effect of

power allocation coefficient on the performances of NOMA systems is investigated and

the optimum threshold is discussed for different constraints such as EC, OP, BER and

user fairness.

In Chapter 6, all results are discussed and a comprehensive evaluation of NOMA and

of NOMA involved systems are provided in terms of all aspects. This PhD dissertation

is concluding by presenting opportunities, challenges and future directions of NOMA

systems.

1.4.1 Notation

Table 1.1: Common used functions

Name of Function Symbol Definition

Marcum-Q Function Q(.) Q (z) = 1√
2π

∞∫
z

e−t
2/2dt

Error Function erf(.) erf (z) = 2√
π

z∫
0

e−t
2
dt

Complementary Error Function erfc(.) erfc (z) = 1− erf (z)

Exponential Integral Function Ei(.) Ei (z) = −
∞∫
−z

e−t

t
dt

Gamma (Factorial) Function Γ(.) Γ (z) =
∞∫
0

tz−1e−tdt Rez > 0

In the rest of this thesis, used notations are defined as follow:

The bold uppercase and lowercase letters denote the matrices and the vectors, respec-

tively. We use (.)T for transpose, (.)H for conjugate transpose and ‖.‖F for the Frobenius

form of a matrix/vector. We use |.| for the absolute value of a scalar/vector and
(
.
.

)
for

the binomial coefficient. ˆ denotes the estimated symbol or index. Re{} is the real com-

ponent of a complex symbol or vector. The superscripts (.)I and (.)Q denote the in-phase

and quadrature companent of a variable, respectively. P (A) denotes the probability of

the event A whereas P (A|B) and and P (A|B∩C) are the probability of the event A under

the conditions that B or both B and C have already occurred, respectively. CN(µ, σ)
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is a complex Gaussian distribution which has independent real and imaginary random

variables with the µ mean and the σ
2

variance. Moreover, most common functions are

presented in Table 1.1.
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CHAPTER 2

CONVENTIONAL NOMA NETWORKS

2.1 RELATED WORKS AND MOTIVATION

As mentioned in the previous chapter, NOMA was actually a well-known technique in

terms of information theoretic perspective which is actually based on multiple-user de-

tection (MUD) schemes. However, after the authors in [19] proposed NOMA for future

wireless networks and proved that its system level sum-rate outperforms OMA [31], it

has started to take numerous attention from both industry and academia.

The cornerstone researches of NOMA for conventional networks (downlink and uplink)

as a multiple access technique are summarized as follow. The outage performance of

NOMA networks has been analyzed in [32] where the users are randomly deployed in a

disc and users are assumed to be ordered with instantaneous channel conditions. Then,

since the user ordering by channel conditions is considered in NOMA, the user fairness has

been raised in [33], and the impact of user paring has been investigated to improve user

fairness in NOMA [34]. Then, to emphasize the effect of channel ordering, NOMA has

been investigated with partial channel information [35] and then channel ordering with

limited feedback signaling has been proposed in [36]. System-level performance has been

investigated for MIMO-NOMA applications in [37] and then a general framework has

been drawn in for MIMO-NOMA applications [38, 39]. Then, the ergodic rate has been

analyzed for MIMO-NOMA [40] and compared to MIMO-OMA counterpart to emphasize

its superiority in terms of achievable rate [41,42]. Small-packet design MIMO is proposed

in [43] for IoT applications. The multi-carrier (MC)-NOMA has been introduced in [44]

and optimal power allocation for MC-NOMA is investigated in [45]. MIMO-NOMA ap-

plications are extended for antenna selection [46] and quasi-degradation [47].

The power allocation has dominant effect on the performance of NOMA systems. Thus,
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a great deal of literature has been devoted to investigate optimum power allocation under

different constraints such as max-min rate [48–51], sum-rate [52–55] and outage [56–59].

Besides power allocation algorithms, other optimization problems in NOMA such as power

minimization, user grouping/clustering, sum rate, sub-carrier allocation for MC-NOMA

and resource allocation have been also analyzed widely [60–66]. In addition, performance

of downlink NOMA networks have been also analyzed from different perspectives such as

physical layer security [67,68] or secrecy sum rate [69–72].

On the other hand, uplink-NOMA studies are very limited compared to downlink NOMA

[73, 74]. Nevertheless, the studies focus on the same performance analysis aspects with

downlink NOMA such as ergodic rate [75], outage probability [76, 77]. User fairness has

been raised also in uplink NOMA and proportional fairness (PF)-based scheduling al-

gorithm is proposed [78]. For MIMO-NOMA in uplink, a precoding scheme is proposed

to minimize the power consumption [79]. Raising attention to the complexity of uplink

NOMA, a suboptimal scheme based on user pairing for uplink NOMA has been proposed

in [80] and from the same perspective, new receiver designs have been proposed to reduce

complexity [81,82].

Despite enormous efforts on NOMA, the aforementioned studies mostly assume perfect

SIC at the receivers side to eliminate interferences of other users. However, this is not a

reasonable assumption for wireless communications due to the channel effects. In addi-

tion, at the time of writing this thesis, NOMA studies were mostly devoted to analyze

such metrics ergodic rate and outage probability whereas error performance (bit/symbol

error rate -BER/SER) which is one of the important KPIs had not been regarded, yet.

To the best of our knowledge, only simulation results of BER were provided in [83] for

donwlink NOMA and the BER expressions were derived for uplink NOMA over additive

white Gaussian noise (AWGN) channels [84] which does not include effects of channel fad-

ing. Thus, downlink and uplink NOMA schemes are analyzed under imperfect SIC case

in this chapter. The analytical expressions are derived for ergodic capacity and outage

probability in the following of this chapter and bit error probability (BEP) expressions

are derived in closed-forms for both downlink and uplink schemes [85,86].
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Figure 2.1: The illustration of downlink-NOMA

2.2 DOWNLINK NOMA NETWORKS

2.2.1 System Model

A downlink network is considered where a base station (BS) and two user equipments1

(i.e., UE1 and UE2) are located. Users are denoted as near user (intra-cell user) and far

user (cell-edge user) according to their large scale fading coefficients which are dominated

by their distances to the BS. As shown in Figure 2.1, all nodes are assumed to be equipped

with single antenna. The fading channel coefficient between each node follows CN(0, σ2
λ)

i.e., λ = s1, s2. σ2
λ = µd−τλ is defined where µ and τ are propagation constant and path-

loss exponent, respectively. dλ is the distance between related nodes -from source (BS) to

UE1 and UE2-. It is assumed that ds1 < ds2 so that σ2
s1 > σ2

s2, thus UE1 and UE2 denote

the near user and far user2, respectively. The BS implements superposition-coding (SC)

for the base-band symbols of users and transmits them on the same resource block [19].

The total received symbols by users are given as

yλ =
√
Pshλxsc + wλ, λ = s1, s2, (2.1)

1Although NOMA has ability to serve more than two users, the advantage of NOMA becomes trivial
when the number of users becomes more. Hence, almost all studies in the literature assume that only
two users in a resource block are served. In addition, in the 3GPP standards, it is also assumed to be
two users [7–9].

2The near user and far user are determined according to their large-scale fading coefficients unlike
instantaneous channel fading coefficients (i.e., hλ) which is mostly assumed in the literature. However,
ordering channels according to their instantaneous fading coefficients requires perfect channel state
information at the transmitter (CSIT) and this may cost overload of feedback signaling and may
neutralize the advantage of NOMA. In addition, it is not practical for physical implementation [87].
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where Ps is the transmit power of BS and hλ is the channel coefficient between BS and

users. wλ is the additive white Gaussian noise (AWGN) at each users’ receiver. wλ follows

CN(0, N0). xsc is the superposition-coded signal at BS and is defined as

xsc =
√
α1x1 +

√
α2x2, (2.2)

where x1 and x2 denote the base-band symbols -modulated by Mi-ary, i = 1, 2 modu-

lation order/level- of UE1 and UE2, respectively. α1 and α2 are the power allocation

coefficients for users. Since the UE2 has worse channel condition, it is given as α2 > α1

and α1 + α2 = 1.

Based on received signals, the users detect their base-band signals. Since the symbols

of UE2 have been allocated with higher power coefficient, UE2 detects own symbols by

pretending symbols of UE1 as noise. The detection is held by Maximum-Likelihood (ML)

detector likewise in conventional modulation schemes as

x̂2 = argmin
m

∣∣∣ys2 −√α2Pshs2x2,m

∣∣∣2, m = 1, 2, ..M2, (2.3)

where x̂2 is the estimated/detected symbols of UE2, and x2,m denotes each constellation

point for M2-ary modulation.

On the other hand, UE1 should implement successive interference canceler (SIC) in order

to detect own symbols. Thus, UE1 firstly detects symbols of UE2 by ML detector such in

(2.3) and then, it subtracts regeneration of detected symbols of UE2 from total received

signals. Finally, it detects own symbols by implementing ML detector as

x̂1 = argmin
m

∣∣∣y′s1 −√α1Pshs1x1,m

∣∣∣2, m = 1, 2, ..M1, (2.4)

where

y′s1 = ys1 −
√
α2Pshs1x̂2. (2.5)

2.2.2 Performance Analysis

2.2.2.1 Ergodic Sum Rate Analysis

NOMA has been proposed to increase spectral efficiency of the system and to serve multi-

ple users on the same resource block compared to OMA schemes. Thus, in this subsection,
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achievable rate is analyzed for the system model given in the previous subsection. Achiev-

able rate analysis is presented in terms of information theoretic perspective and it is given

according to theoretical Shannon capacity limit [88] likewise in all NOMA researches.

As given in the previous subsection, UE2 detects own symbol by only ML detector by

assuming that the other user’s symbols as noise. Thus, the signal-to-interference plus

noise ratio (SINR) at UE2 is given as [19]

SINR2 =
α2ρs |hs2|2

α1ρs |hs2|2 + 1
, (2.6)

where ρs = Ps/N0 is the transmit signal-to-noise ratio (SNR). On the other hand, UE1

implements SIC to detect own symbols. After SIC, the SINR at the UE1 is given as

SINR1 =
α1ρs |hs1|2

βα2ρs |hs1|2 + 1
. (2.7)

It is hereby noteworthy that the imperfect SIC case is taken into account and the β

denotes it. β = 0 shows the perfect SIC and it means that the effect of UE2 symbols is

completely eliminated and β = 1 is the worst case that the effect of UE2 symbols remains

as transmitted (SIC is not succeeded at all).

According to given SINRs at users, the achievable rates of users are given as

R1 = log2 (1 + SINR1),

R2 = log2 (1 + SINR2).
(2.8)

Ergodic capacity of each user is obtained by averaging the achievable rates over instan-

taneous channel coefficients as [32]

C1 =

∞∫
0

log2 (1 + SINR1)pγs1(γs1)dγs1,

C2 =

∞∫
0

log2 (1 + SINR2)pγs2(γs2)dγs2.

(2.9)

where γλ , |hλ|2 and pγλ(γλ) is the probability density function (PDF) of γλ. With some
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algebraic manipulations, ergodic capacities are given as

C1 =

∞∫
0

log2 (1 + (α1 + βα2)ρsγs1)pγs1(γs1)dγs1 −
∞∫

0

log2 (1 + βα2ρsγs1)pγs1(γs1)dγs1,

C2 =

∞∫
0

log2 (1 + ρsγs2)pγs2(γs2)dγs2 −
∞∫

0

log2 (1 + α1ρsγs2)pγs1(γs2)dγs2.

(2.10)

Since γλ follows exponential distribution, with the aid of [89, eq.(4.337.2)], after some

algebraic manipulations, ergodic capacities are derived in the closed-form as follow

C1 = log2 e

[
exp

(
1

βα2ρsσ2
s1

)
Ei

(
− 1

βα2ρsσ2
s1

)
−exp

(
1

(α1 + βα2)ρsσ2
s1

)
Ei

(
− 1

(α1 + βα2)ρsσ2
s1

)]
,

(2.11)

and

C2 = log2 e

[
exp

(
1

α1ρsσ2
s2

)
Ei

(
− 1

α1ρsσ2
s2

)
− exp

(
1

ρsσ2
s2

)
Ei

(
− 1

ρsσ2
s2

)]
, (2.12)

where Ei(.) [89, eq.(8.21)] is the exponential integral function.

Finally, ergodic sum rate of downlink NOMA is obtained as

Csum = C1 + C2. (2.13)

2.2.2.2 Outage Probability Analysis

The outage event occurs when the achievable rate of users is below the Quality of Service

(QoS) requirements of the users. Thus, the outage probability (OP) of users is given

as [32]

P1(out) = P (R1 < Ŕ1),

P2(out) = P (R2 < Ŕ2),
(2.14)

where Ŕ1 and Ŕ2 denote the target rates of users. By substituting (2.8) into (2.14), OP

of users can be easily determined as

P1(out) = P (SINR1 < φ1)

P2(out) = P (SINR2 < φ2)
(2.15)
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where φi = 2Ŕi − 1. With some algebraic manipulations, OP is given as

P1(out) = Fγs1(ψ1),

P2(out) = Fγs2(ψ2),
(2.16)

where Fγλ(.) is the CDF of γλ. By substituting (2.6) into (2.15), it can be easily obtained

that

ψ1 =
φ1

ρs (α1 − βα2φ1)
,

ψ2 =
φ2

ρs (α2 − α1φ2)
.

(2.17)

However, outage event for UE1 also occurs when the target rate of UE2 (i.e., Ŕ2) is not

achieved by SIC. Thus, taking steps for outage of UE2 at UE1, it is derived that

P1→2(out) = Fγs1(ψ2). (2.18)

Recalling γλ follows exponential distribution, OP of UE1 is obtained by applying union

probability of events as

P1(out) = Fγs1(ψ1) + Fγs1(ψ2)− Fγs1(ψ1)Fγs1(ψ2)

= (1− exp(−ψ1/σ2
s1)) + (1− exp(−ψ2/σ2

s1))− (1− exp(−ψ1/σ2
s1)) (1− exp(−ψ2/σ2

s1)) ,

(2.19)

and the OP of UE2

P2(out) = 1− exp(−ψ2/σ2
s2). (2.20)

It is hereby noted that, the condition α2 ≥ α1φ2 for UE2 should be accomplished, other-

wise UE2 always remains in outage. Likewise, the conditions α2 ≥ α1φ2 and α1 ≥ βα2φ1

should be accomplished for UE1 to be reached out.

2.2.2.3 Bit Error Probability (BEP) Analysis

Since BS implements SC, error performance of NOMA networks is highly dependent to

chosen digital modulation constellations. In this analysis, it is assumed that Quadrature
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Figure 2.2: Received superposition coded symbols at the users

Phase Shift Keying (QPSK) and Binary Phase Shift Keying (BPSK)3 are used for UE1

and UE2, respectively. This assumption is reasonable since the modulation levels are

chosen adaptively in wireless communications according to channel quality index (CQI)

where users with better channel conditions are served with higher modulation level con-

stellations. With the chosen modulation constellations, the received signals at users are

3The analysis can be easily extended for different modulation pairs by considering chosen constella-
tions.

20



presented in Figure 2.2.a4 where the binary bit representations for two users are given in

the form of {i1,2i1,1 , i2}. Firstly, the error performance of UE2 is analyzed since it directly

detects its own symbols from total received signal by pretending x1 symbols as noise.

Considering the ML decision boundary for BPSK modulated x2 symbols, UE2 detects

its own symbols according to the case whether in-phase component of received signal is

higher than or lower and equal to zero (i.e., y
(I)
s2 < 0 or y

(I)
s2 ≥ 0). From Figure 2.2.a, one

can easily see that the received signals have different energy levels according to which x1

and x2 symbols are transmitted. Hence, assuming all priori probabilities for x1 and x2

symbols are equal, the conditional BEP for UE2 can be formulated as

P2 (e|hs2) =
1

4

[
P
(
w

(I)
s2 ≥

√
εA |hs2|

)
+ P

(
w

(I)
s2 ≥

√
εB |hs2|

)
+P

(
w

(I)
s2 < −

√
εA |hs2|

)
+ P

(
w

(I)
s2 < −

√
εB |hs2|

)]
,

(2.21)

where εA ,
(√

α2Ps +
√

α1Ps/2
)2

and εB ,
(√

α2Ps −
√

α1Ps/2
)2

are defined. Consid-

ering each dimension (i.e., in-phase and quadrature) of noise has zero mean and N0/2

variance, with some algebraic manipulations, we obtain the conditional BEP for UE2 as

P2 (e|hs2) =
1

2

[
Q

(√
2εAγs2
N0

)
+Q

(√
2εBγs2
N0

)]
, (2.22)

The average bit error probability (ABEP) is obtained by averaging conditional BEP over

instantaneous γs2 as P2 (e) =
∫∞

0
P2 (e|hs2) pγs2(γs2)dγs2. For exponential distribution,

with the aid of [90, eq. (5.6)], the ABEP of UE2 is derived as

P2 (e) =
1

4

[
2−

√
εAσ2

s2

N0 + εAσ2
s2

−

√
εBσ2

s2

N0 + εBσ2
s2

]
. (2.23)

On the other hand, in order to derive BEP of UE1, the cases whether the symbols of

UE2 are estimated correctly or not should be considered since the SIC is implemented

by subtracting this estimated symbol from total received signal at UE1. After the SIC

process, remained signals at UE1 are given in Figure 2.2.b and Figure 2.2.c for the correct

SIC and erroneous SIC, respectively. For simplicity, we present erroneous SIC case where

x2 = +1 (i.e., binary 1) is sent and estimated as x̂2 = −1 (i.e., binary 0). The provided

analysis will be same vice versa. It is firstly assumed that correct SIC is succeeded. In

this case, only x1 symbols with channel coefficient and noise remain after SIC process.

4For simplicity, the effects of channel coefficients and noise are not represented
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Nevertheless, it here should be noted that this is a conditional event on correct detection

of x2 symbols at UE1. The correct detection of x2 symbols at UE1 can be easily obtained

by adopting (2.21) for correct detection and by changing channel coefficient with hs1.

Considering this correct detection condition and the decision rule for QPSK which is

shown in Figure 2, BEP for x1 symbols, under the condition that x2 symbols are detected

correctly, is obtained as

P1

(
e|hs1∩correctx2

)
=

1

2

[
1

2
P
(
w

(I)
s1 <

√
εA |hs1|

)
×
{
P
(
w

(I)
s1 ≥

√
εC |hs1|

∣∣∣w(I)
s1 <

√
εA |hs1|

)
+P

(
w

(Q)
s1 ≥

√
εC |hs1|

)}
+

1

2
P
(
w

(I)
s1 <

√
εB |hs1|

)
×
{
P
(
w

(I)
s1 < −

√
εC |hs1|

∣∣∣w(I)
s1 <

√
εB |hs1|

)
+ P

(
w

(Q)
s1 ≥

√
εC |hs1|

)}]
,

(2.24)

where εC , α1Ps and the first 1/2 coefficient denotes the averaging error in each binary

bit. 1/2P
(
w

(I)
s1 <

√
εA |hs1|

)
and 1/2P

(
w

(I)
s1 <

√
εB |hs1|

)
denote the priori probability for

correct detecting of x2 symbols at UE1. Conditional probabilities denote the erroneous

detections of the first bit of x1 symbols. The error in second bits of x1 symbols is not

dependent to the detection of x2 symbols since they are affected by different components

of noise (i.e., quadrature and in-phase). Thus, the error probabilities for second bit are

given unconditionally. Recalling the conditional probability P (X | Y ) = P (X ∩ Y )/P (Y ) [91],

the BEP for x1 symbols under the condition x1 symbols are detected correctly, is obtained

as

P1

(
e|hs1∩correctx2

)
=

1

4

[
P
(
w

(I)
s1 <

√
εA |hs1|

)
× P

(
w

(Q)
s1 ≥

√
εC |hs1|

)
+P

(√
εC |hs1| ≤ w

(I)
s1 <

√
εA |hs1|

)
+ P

(
w

(I)
s1 <

√
εB |hs1|

)
×P

(
w

(Q)
s1 ≥

√
εC |hs1|

)
+ P

(
w

(I)
s1 < −

√
εC |hs1|

)]
.

(2.25)

Then, after some algebraic manipulations, it is derived as

P1

(
e|hs1∩correctx2

)
=

1

4

[
Q

(√
2εCγs1
N0

)
×
{

4−Q
(√

2εAγs1
N0

)
−Q

(√
2εBγs1
N0

)}
−Q

(√
2εAγs1
N0

)]
.

(2.26)

In the second case, it is assumed that x2 symbols are detected erroneously and subtracted
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from total received signal at UE1. Likewise previous case, by adopting (2.21) and con-

sidering decision rule for QPSK symbols, under the condition x2 symbols are detected

erroneously, conditional BEP is given as

P1

(
e|hs1∩errorx2

)
=

1

2

[
1

2
P
(
w

(I)
s1 ≥

√
εA |hs1|

)
×
{
P
(
w

(I)
s1 ≥

√
εD |hs1|

∣∣∣w(I)
s1 ≥

√
εA |hs1|

)
+P

(
w

(Q)
s1 ≥

√
εC |hs1|

)}
+

1

2
P
(
w

(I)
s1 ≥

√
εB |hs1|

)
×
{
P
(
w

(I)
s1 <

√
εE |hs1|

∣∣∣w(I)
s1 ≥

√
εB |hs1|

)
+ P

(
w

(Q)
s1 ≥

√
εC |hs1|

)}]
,

(2.27)

where εD ,
(

2
√
α2Ps +

√
α1Ps/2

)2

and εE ,
(

2
√
α2Ps −

√
α1Ps/2

)2

are defined and by

modifying conditional probabilities, it is obtained as

P1

(
e|hs1∩errorx2

)
=

1

4

[
P
(
w

(I)
s1 ≥

√
εA |hs1|

)
× P

(
w

(Q)
s1 ≥

√
εC |hs1|

)
+P

(
w

(I)
s1 ≥

√
εD |hs1|

)
+ P

(
w

(I)
s1 ≥

√
εB |hs1|

)
×P

(
w

(Q)
s1 ≥

√
εC |hs1|

)
+ P

(√
εB |hs1| ≤ w

(I)
s1 <

√
εE |hs1|

)]
.

(2.28)

Then, under the condition x2 symbols are detected erroneously, the conditional BEP for

x1 symbols is derived as

P1

(
e|hs1∩errorx2

)
=

1

4

[
Q

(√
2εCγs1
N0

)
×
{
Q

(√
2εAγs1
N0

)
+Q

(√
2εBγs1
N0

)}
+Q

(√
2εBγs1
N0

)
+Q

(√
2εDγs1
N0

)
−Q

(√
2εEγs1
N0

)]
.

(2.29)

In order to total conditional BEP of x1, two cases (2.26) and (2.29) are summed, and it

is derived as

P1 (e|hs1) = Q

(√
2εCγs1
N0

)
+

1

4

[
−Q

(√
2εAγs1
N0

)
+Q

(√
2εBγs1
N0

)
+Q

(√
2εDγs1
N0

)
−Q

(√
2εEγs1
N0

)]
.

(2.30)

The ABEP of x1 symbols is obtained by averaging over instantaneous γs1 and it is derived

as

P1 (e) =
1

2

[
1−

√
εCσ2

s1

N0 + εCσ2
s1

+
1

4

{√
εAσ2

s1

N0 + εAσ2
s1

−

√
εBσ2

s1

N0 + εBσ2
s1

−

√
εDσ2

s1

N0 + εDσ2
s1

+

√
εEσ2

s1

N0 + εEσ2
s1

}]
.

(2.31)
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Figure 2.3: The illustration of uplink-NOMA

2.3 UPLINK NOMA NETWORKS

2.3.1 System Model

Likewise downlink, an uplink communication is considered where a BS and two users

are located (i.e., UE1, UE2). All nodes are assumed to have single antenna and channel

fading between nodes follows CN(0, σ2
λ) i.e., λ = s1, s2. σ2

s1 > σ2
s2 is assumed, thus UE1

and UE2 denote the near user and far user. Considered system model is given in Figure

2.3. According to CQI of users, the symbols of UE1 and UE2 are modulated by QPSK

and BPSK, respectively. The users transmit their intended symbols on the same resource

block and the received signal by BS is given as

y =
√
P1hs1x1 +

√
P2hs2x2 + w, (2.32)

where Pi, hsi, and xi, i = 1, 2 denote transmit power of user, channel fading coefficient

between user and BS and the base-band complex modulated symbol of related user, re-

spectively. w is the AWGN and follows CN(0, N0).

Based on received signal, BS detects users’ symbols by implementing SIC. Since the

channel quality of UE1 is higher, its symbols are expected to be received by higher

energy. Thus, BS detects symbols of UE1 with ML detector by pretending symbols of

UE2 as noise. The detection is given as

x̂1 = argmin
m

∣∣∣y −√P1hs1x1,m

∣∣∣2, m = 1, 2, ..M1, (2.33)
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where x̂1 is the estimated/detected symbols of UE1, M1 is the modulation order/level

for the symbols of UE1 and x1,m denotes each point in M1-ary modulation constellation.

After detecting of x1 symbols, BS implements SIC to detect x2 symbols as

x̂2 = argmin
m

∣∣∣y′ −√P2hs2x2,m

∣∣∣2, m = 1, 2, ..M2, (2.34)

where

y′ = y −
√
P2hs1x̂1. (2.35)

2.3.2 Performance Analysis

2.3.2.1 Ergodic Sum Rate Analysis

As in the downlink NOMA, achievable rates of users are analyzed in terms of Shannon

limit and ergodic capacity for uplink NOMA is provided in this subsection. In order to

calculate Shannon limit, the SINR for each users’ symbols should be firstly defined. Since

BS firstly detects symbols of UE1 by pretending x2 symbols as noise, the SINR for UE1

is given as [74]

SINR1 =
ρ1 |hs1|2

ρ2 |hs2|2 + 1
, (2.36)

where ρ1 = P1/N0 and ρ2 = P2/N0 denote transmit SNR for each user. After SIC at BS,

the SINR for UE2 is defined as

SINR2 =
ρ2 |hs2|2

βρ1 |hs1|2 + 1
, (2.37)

where β denotes the effect of imperfect SIC just as in downlink NOMA.

According to given SINRs at BS, the achievable rates of users are given as

R1 = log2 (1 + SINR1),

R2 = log2 (1 + SINR2),
(2.38)

and with some algebraic manipulations, the achievable rates of users are determined

as [76]

R1 = log2 (1 + ρ1γs1 + ρ2γs2)− log2 (1 + ρ2γs2),

R2 = log2 (1 + ρ2γs2 + βρ1γs1)− log2 (1 + βρ1γs1),
(2.39)

25



In order to derive ergodic rates, as firstly Ψ1 , ρ1γs1 + ρ2γs2 and Ψ2 , ρ2γs2 +βρ1γs1 are

defined where γs1 , |hs1|2 and γs2 , |hs2|2. Then, the ergodic capacities are obtained by

C1 =

∞∫
0

log2 (1 + Ψ1)pΨ1(Ψ1)dΨ1 −
∞∫

0

log2 (1 + ρ2γs2)pγs2(γs2)dγs2,

C2 =

∞∫
0

log2 (1 + Ψ2)pΨ2(Ψ2)dΨ2 −
∞∫

0

log2 (1 + βρ1γs1)pγs1(γs1)dγs1,

(2.40)

where pΨi(Ψi), i = 1, 2 is the PDF for Ψi. Since both γs1 and γs2 follow exponential

distribution, the PDF Ψi is given as [91],

pΨ1(t) =
exp (−t/ρ1σ2

s1)− exp (−t/ρ2σ2
s2)

ρ1σ2
s1 − ρ2σ2

s2

, t > 0,

pΨ2(t) =
exp (−t/ρ2σ2

s2)− exp (−t/βρ1σ2
s1)

ρ2σ2
s2 − βρ1σ2

s1

, t > 0.

(2.41)

Substituting (2.41) into (2.40), and with the aid of [89, eq. (4.337.2)], ergodic capacity

of each user is derived as

C1 = log2 e

[
exp

(
1

ρ2σ2
s2

)
Ei

(
− 1

ρ2σ2
s2

)(
1 +

ρ2σ
2
s2

ρ1σ2
s1 − ρ2σ2

s2

)

−
ρ1σ

2
s1 exp

(
1

ρ1σ2
s1

)
Ei
(
− 1
ρ1σ2

s1

)
ρ1σ2

s1 − ρ2σ2
s2

 , (2.42)

and

C2 = log2 e

[
exp

(
1

βρ1σ2
s1

)
Ei

(
− 1

βρ1σ2
s1

)(
1 +

βρ1σ
2
s1

ρ2σ2
s2 − βρ1σ2

s1

)

−
ρ2σ

2
s2 exp

(
1

ρ2σ2
s2

)
Ei
(
− 1
ρ2σ2

s2

)
ρ2σ2

s2 − βρ1σ2
s1

 . (2.43)

Finally, ergodic sum rate of uplink NOMA is obtained as

Csum = C1 + C2. (2.44)

2.3.2.2 Outage Probability Analysis

As in the downlink NOMA, OP is defined as the probability of achievable rates being

below the target rates of users [77]. It is given as

P1(out) = P (R1 < Ŕ1),

P2(out) = P (R2 < Ŕ2),
(2.45)
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where Ŕ1 and Ŕ2 denote the target rates of users. Substituting (2.38) into (2.45), it is

determined as

P1(out) = P (
ρ1 |hs1|2

ρ2 |hs2|2 + 1
< φ1),

P2(out) = P (
ρ2 |hs2|2

βρ1 |hs1|2 + 1
< φ2),

(2.46)

where φi = 2Ŕi − 1. With some algebraic manipulations, OPs of users are obtained as

P1(out) = P (Ψ3 < φ1),

P2(out) = P (Ψ4 < φ2),
(2.47)

where Ψ3 , ρ1γs1− φ1ρ2γs2 and Ψ4 , ρ2γs2− φ2βρ1γs1. The OPs of users turn out to be

P1(out) = FΨ3(φ1),

P2(out) = FΨ4(φ2),
(2.48)

where FΨ3(.) and FΨ3(.) are CDFs of Ψ3 and Ψ4, respectively. Since γs1 and γs2 are both

exponentially distributed, the CDFs of Ψ3 and Ψ3 are derived by difference of scaled

exponentially distributions. With the aid of [91], they are derived as

FΨ3(t) = 1− ρ1σ
2
s1

ρ1σ2
s1 + φ1ρ2σ2

s2

exp

(
− t

ρ1σ2
s1

)
, t ≥ 0,

FΨ4(t) = 1− ρ2σ
2
s2

ρ2σ2
s2 + φ2βρ1σ2

s1

exp

(
− t

ρ2σ2
s2

)
, t ≥ 0.

(2.49)

OPs of users are derived as

P1(out) = 1− ρ1σ
2
s1

ρ1σ2
s1 + φ1ρ2σ2

s2

exp

(
− φ1

ρ1σ2
s1

)
,

P2(out) = 1− ρ2σ
2
s2

ρ2σ2
s2 + φ2βρ1σ2

s1

exp

(
− φ2

ρ2σ2
s2

)
.

(2.50)

It is noteworthy that OPs of users are highly dependent to target rates and wrong target

rates cause users to be always in outage. Hence, for UE1, the condition ρ1σ
2
s1 ≥ φ1ρ2σ

2
s2

should be accomplished. On the other hand, for UE2, in addition to ρ2σ
2
s2 ≥ φ2βρ1σ

2
s1

condition, we note that UE2 will be in outage if UE1 is in outage (SIC can not be

succeeded at all). Hence, the OP of UE2 turns out to be

P2(out) ={
1− ρ2σ

2
s2

ρ2σ2
s2 + φ2βρ1σ2

s1

exp

(
− φ2

ρ2σ2
s2

)}
+

{
1− ρ1σ

2
s1

ρ1σ2
s1 + φ1ρ2σ2

s2

exp

(
− φ1

ρ1σ2
s1

)}
−
{

1− ρ2σ
2
s2

ρ2σ2
s2 + φ2βρ1σ2

s1

exp

(
− φ2

ρ2σ2
s2

)}{
1− ρ1σ

2
s1

ρ1σ2
s1 + φ1ρ2σ2

s2

exp

(
− φ1

ρ1σ2
s1

)}
.
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(2.51)

2.3.2.3 Bit Error Probability (BEP) Analysis

In order to analyze BEP for uplink NOMA, received signal at BS on the same resource

block should be considered. In case QPSK and BPSK are used as digital modulation

constellations for UE1 and UE2 according to CQI, respectively, the total received signal

constellation at BS is given in Figure 2.4.a. BS firstly implements ML detector to detect

x1 symbols by pretending x2 symbols as noise. ML decision rule for QPSK modulated

symbols is given as whether in-phase/quadrature component of received signals is higher

than zero or lower and equal to zero (i.e., y(I) > 0 or y(I) ≤ 0 and y(Q) > 0 or y(Q) ≤ 0).

Thus, the conditional BEP of x1 symbols is given as

P1 (e|hs1∩hs2) =
1

2

[
P
(
w(Q) ≥

√
P1/2 |hs1|

)
+

1

2

{
P
(
w(I) ≥

√
P1/2 |hs1|+

√
P2 |hs2|

)
+P

(
w(I) ≥

√
P1/2 |hs1| −

√
P2 |hs2|

)}]
,

(2.52)

where first 1/2 coefficient denotes averaging error in each bit for total BEP. It is noteworthy

that the decision on the first of x1 symbols only depends on the hs1 since x2 symbols has no

effect on quadrature component of received signal. With some algebraic manipulations,

conditional BEP for x1 symbols is determined as

P1 (e|hs1∩hs2) =
1

2

[
1

2

{
Q
(√

2ζA

)
+Q

(√
2ζB

)}
+Q

(√
2ζC

)]
, (2.53)

where ζA ,
√

ρ1/2 |hs1| +
√
ρ2 |hs2|, ζB ,

√
ρ1/2 |hs1| −

√
ρ2 |hs2| and ζC ,

√
ρ1/2 |hs1|

are defined. By averaging conditional BEP over instantaneous channel conditions, the

average BEP of UE1 is obtained as

P1 (e) =
1

2

1

2


∞∫

0

Q
(√

2ζA

)
pζA(ζA)dζA +

∞∫
0

Q
(√

2ζB

)
pζB(ζB)dζB


+

∞∫
0

Q
(√

2ζC

)
pζC (ζC)dζC

 ,
(2.54)

where pζi(ζi), i = A,B,C denotes PDF of ζi. One can easily see that ζC is a scaled

Rayleigh distribution. However, PDFs should be defined for ζA and ζB which are sum

and difference of two scaled Rayleigh distributions (channel fading), respectively.
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Figure 2.4: Received superimposed symbols of users at the BS

Let assume X and Y are two independent Rayleigh distributions with scale parameters

σX andσY . The PDFs for Z = X + Y is given [92] as

pZ (z) =

σ2
Xz

(σ2
X + σ2

Y )
2 exp

(
− z2

2σ2
X

)
+

σ2
Y z

(σ2
X + σ2

Y )
2 exp

(
− z2

2σ2
Y

)
+

√
π

2

σXσY [z2 − (σ2
X + σ2

Y )]

(σ2
X + σ2

Y )
5
2

× exp
(
− z2

2 (σ2
X + σ2

Y )

)[
erf

(
zσY

σX
√

2 (σ2
X + σ2

Y )

)
+ erf

(
zσX

σY
√

2 (σ2
X + σ2

Y )

)]
,

(2.55)

where erf(.) is the error function and erf (x) = 2/√π
∫ x

0
e−t

2
dt.
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The PDF of W = X − Y is given [85] as

pW (w) =



4e−w
2/σ2X

σ2
Xσ

2
Y

√πerfc
(
w(1−τσ2X)
√
τσ2
X

)
exp

(
w2

τσ4
X

)
2τ

3
2 σ2

X

{
τσ4
X+2w2

2τσ2
X
− w2

}
−

w exp

(
−w2

(
τ− 2

σ2
X

))
2τ2σ2

X

 ,
w < 0,

4e−w
2/σ2X

σ2
Xσ

2
Y

√πerfc( w√
τσ2
X

)
exp

(
w2

τσ4
X

)
2τ

3
2 σ2

X

{
τσ4
X+2w2

2τσ2
X
− w2

}
+ w

2τ

(
1− 1

τσ2
X

) , w ≥ 0.

(2.56)

where erfc(x) = 1− erf(x) and τ = (σ2
X + σ2

Y )/(σ2
Xσ

2
Y ).

Recalling that ζA ∼ Z and ζB ∼ W with σX , σs1
√

ρ1/2 and σY , σs2
√
ρ2, and with the

aid of [90, eq. (5.6)], average BEP of UE1 symbols is derived as

P1 (e) =
1

4

 ∞∫
0

Q
(√

2ζA

)
pζA(ζA)dζA +

∞∫
0

Q
(√

2ζB

)
pζB(ζB)dζB +

(
1−

√
ρ1σ2

s1

2 + ρ1σ2
s1

) .
(2.57)

In order to derive BEP of x2 symbols in uplink NOMA, correct SIC or erroneous SIC

cases should be considered likewise at UE1 in downlink NOMA. It is firstly assumed that

BS has detected x1 symbols correctly and subtracted regenerated form of them from total

received signal. The remained signal after correct SIC is given in Figure 2.4.b. Since the

symbols of UE2 are modulated by BPSK, the decision rule for ML decision after SIC is

given as: the in-phase component of remained signal is higher than zero or lower and

equal to zero (i.e., y′(I) > 0 or y′(I) ≤ 0). Thus, neither the quadrature component of

noise nor the decision for the first bits of x1 symbols has a role on decision. Considering

correct detection of the second bits of x1 symbols, conditional BEP for x2 symbols under

correct SIC is defined as

P2

(
e|correctx1∩hs1∩hs2

)
=

1

2

[
P
(
w(I) <

√
P1/2 |hs1|+

√
P2 |hs2|

)
×P

(
w(I) ≥

√
P2 |hs2|

∣∣∣w(I) <
√

P1/2 |hs1|+
√
P2 |hs2|

)
+P

(
w(I) <

√
P1/2 |hs1| −

√
P2 |hs2|

)
×P

(
w(I) < −

√
P2 |hs2|

∣∣∣w(I) <
√

P1/2 |hs1| −
√
P2 |hs2|

)]
.

(2.58)
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By applying conditional probabilities into (2.58) and after some algebraic manipulations,

the conditional BEP of x2 symbols under correct SIC is derived as

P2

(
e|correctx1∩hs1∩hs2

)
= Q

(√
2ζD

)
− 1

2
Q
(√

2ζA

)
, (2.59)

where ζD ,
√
ρ2 |hs2|.

Then, it is assumed that x1 symbols have been detected erroneously and subtracted from

received signal. Remained signal after erroneous SIC is given in Figure 2.4.c. Considering

the ML decision rule and the priori probability for erroneous detection of x1 symbols,

conditional BEP under erroneous SIC is obtained as

P2

(
e|errorx1∩hs1∩hs2

)
=

1

2

[
P
(
w(I) ≥

√
P1/2 |hs1|+

√
P2 |hs2|

)
×P

(
w(I) ≥ 2

√
P1/2 |hs1|+

√
P2 |hs2|

∣∣∣w(I) ≥
√

P1/2 |hs1|+
√
P2 |hs2|

)
+P

(
w(I) ≥

√
P1/2 |hs1| −

√
P2 |hs2|

)
×P

(
w(I) < 2

√
P1/2 |hs1| −

√
P2 |hs2|

∣∣∣w(I) ≥
√

P1/2 |hs1| −
√
P2 |hs2|

)]
.

(2.60)

By applying conditional probabilities and with some simplifications, conditional BEP is

obtained as

P2

(
e|errorx1∩hs1∩hs2

)
=

1

2

[
Q
(√

2ζB

)
+Q

(√
2ζE

)
−Q

(√
2ζF

)]
, (2.61)

where ζE ,
√

2ρ1 |hs1|+
√
ρ2 |hs2|, ζF ,

√
2ρ1 |hs1|−

√
ρ2 |hs2|. By summing two cases (i.e.,

correct SIC (2.59) and erroneous SIC (2.61)), total conditional BEP of UE2 is derived as

P2 (e|hs1∩hs2) = Q
(√

2ζD

)
+

1

2

[
−Q

(√
2ζA

)
+Q

(√
2ζB

)
+Q

(√
2ζE

)
−Q

(√
2ζF

)]
.

(2.62)

Recalling ζE ∼ Z and ζF ∼ W with σX , σs1
√

2ρ1 and σY , σs2
√
ρ2, average BEP for

UE1 is derived by averaging instantaneous channel conditions with the PDFs in (2.55)

and (2.56) as

P2 (e) =
1

2

(1−

√
ρ2σ2

s2

1 + ρ2σ2
s2

)
−
∞∫

0

Q
(√

2ζA

)
pζA(ζA)dζA

+

∞∫
0

Q
(√

2ζB

)
pζB(ζB)dζB +

∞∫
0

Q
(√

2ζE

)
pζE(ζE)dζE −

∞∫
0

Q
(√

2ζF

)
pζF (ζF )dζF

 .
(2.63)
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2.3.2.3.1 Approximate BEP Analysis

Although exact analysis is provided for BEP of uplink NOMA, to the best of our knowl-

edge, the average BEP expressions in (2.57) and (2.63) cannot be derived in closed-forms.

The derived expressions are in single-integral forms and can be easily obtained by nu-

merical tools such as MATLAB, MAPPLE and MATHEMATICA. Nevertheless, in this

subsection, approximated average BEP for uplink NOMA is derived in closed-form.

Corollary 2.1. Considering the values of Q(.) function, one can easily see that

Q(η) >> Q(ξ) when ξ >> η > 0. Hence, Q(
√

2ζA) in (2.57) and (2.63), and Q(
√

2ζE)

in (2.63) can be omitted since ζA >> ζB and ζE >> ζF . Validation of this assump-

tion/approximation is provided in Table 2.1. In Table 2.1, to validate these assumptions,

exact expressions in (2.57) and (2.63) are calculated via numerical tools such as MAT-

LAB, MAPPLE. The comparisons are provided between
∫∞

0
Q
(√

2ζA
)
pζA(ζA)dζA and∫∞

0
Q
(√

2ζB
)
pζB(ζB)dζB, and between

∫∞
0
Q
(√

2ζE
)
pζE(ζE)dζE and∫∞

0
Q
(√

2ζF
)
pζF (ζF )dζF in Table 1.1. The comparison are given for two different sce-

narios. In Scenario I, σ2
s1 = σ2

s2 = 0dB and ρ2 = ρ1/3 are assumed. In Scenario II, it is

assumed that σ2
s1 = 10dB, σ2

s2 = 0dB and ρ2 = ρ1/2.

Table 2.1: Validation of Corollary 2.1

Scheme I Scheme II

ρ1 = P1/N0(dB) ρ1 = P1/N0(dB)

10 20 30 10 20 30∫∞
0
Q
(√

2ζA
)
pζA(ζA)dζA .0029 3.1e-5 5.2e-8 2.2e-4 2.1e-6 1.9e-9∫∞

0
Q
(√

2ζB
)
pζB(ζB)dζB .4098 .4008 .3997 .0980 .0916 .0909∫∞

0
Q
(√

2ζE
)
pζE(ζE)dζE 7.7e-4 6.0e-6 1.1e-10 5.4e-5 3.9e-7 2.6e-12∫∞

0
Q
(√

2ζF
)
pζF (ζF )dζF .1566 .1440 .1426 .0266 .0246 .0244

Lemma 2.1. In case X and Y are Rayleigh distributed random variables and W = X−Y ,

it can be approximated as∫ ∞
0

Q (W ) pW (w)dw ≈ σ2
Y

σ2
X + σ2

Y

. (2.64)
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Proof. In order to prove, firstly ML decision rules for first bits in QPSK modulated

symbols or symbols in BPSK (i.e., y(I) > 0 or y(I) ≤ 0) are considered. Thus, without

loss of generality, it is assumed that the in-phase component of received signal is y(I) =√
P1/2 |hs1| −

√
P2 |hs2|+w. In this case, BS makes a erroneous detection only if y(I) ≤ 0

and this is mostly dominated by
√

P1/2 |hs1| and
√
P2 |hs2| rather than the noise (i.e.,w).

Erroneous detection occurs with high probability when
√

P1/2 |hs1| =
√
P2 |hs2| even if the

noise (w) is very low. Thus, the decision rule of erroneous detection can be re-defined

as
√

P1/2 |hs1| −
√
P2 |hs2| ≤ 0. Considering this, λ ,

√
P1/2 |hs1| and µ ,

√
P2 |hs2| are

defined and it is approximated as∫ ∞
0

Q (W ) pW (w)dw ≈
∞∫

0

µ∫
0

pλ (λ) dλ pµ (µ) dµ. (2.65)

Then, by substituting Rayleigh PDFs into (2.65), it is obtained as∫ ∞
0

Q (W ) pW (w)dw ≈
∞∫

0

µ∫
0

µ

σ2
µ

e
− µ

2

σ2µ
λ

σ2
λ

e
− λ

2

σ2
λ dµdλ. (2.66)

After some algebraic manipulations, it is simplified as∫ ∞
0

Q (W ) pW (w)dw ≈
σ2
µ

σ2
µ + σ2

λ

. (2.67)

The proof is completed.

With the aid of Corollary 2.1, BEP expressions of uplink NOMA given in (2.57) and

(2.63) are approximated as

P1 (e) ≈ 1

4

 ∞∫
0

Q
(√

2ζB

)
pζB(ζB)dζB +

(
1−

√
ρ1σ2

s1

2 + ρ1σ2
s1

) , (2.68)

and

P2 (e) =
1

2

(1−

√
ρ2σ2

s2

1 + ρ2σ2
s2

)
+

∞∫
0

Q
(√

2ζB

)
pζB(ζB)dζB −

∞∫
0

Q
(√

2ζF

)
pζF (ζF )dζF

 .
(2.69)

Lastly, with the aid of Lemma 2.1, average BEP expressions for uplink NOMA are derived

in closed-forms as

P1 (e) ≈ 1

4

[
2ρ2σ

2
s2

2ρ2σ2
s2 + ρ1σ2

s1

+

(
1−

√
ρ1σ2

s1

2 + ρ1σ2
s1

)]
, (2.70)

and

P2 (e) =
1

2

[(
1−

√
ρ2σ2

s2

1 + ρ2σ2
s2

)
+

2ρ2σ
2
s2

2ρ2σ2
s2 + ρ1σ2

s1

− ρ2σ
2
s2

ρ2σ2
s2 + 2ρ1σ2

s1

]
. (2.71)
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Figure 2.5: Ergodic capacity of users in downlink NOMA when α1 = 0.2, α2 = 0.8

2.4 NUMERICAL RESULTS

In this section, validations of the derived expressions (i.e., EC, OP and BEP) are provided

for both downlink and uplink NOMA. In the figures through this section, unless otherwise

stated, lines and markers denote theoretical curves and simulations results, respectively.

In donwlink NOMA, validations are presented when σ2
s1 = 10dB and σ2

s2 = 0dB for

two different power allocation pairs. Extended simulations and detail comparisons with

OMA and other NOMA schemes are provided in Chapter 5. Results for ECs of users

are presented for α1 = 0.2, α2 = 0.8 and α1 = 0.1, α2 = 0.9 in Figure 2.5 and 2.6,

respectively. The results are provided for β = 0.05, 0.01, 0.005, 0.001, 0 to emphasize the

effect of imperfect SIC. As expected, when β increases, a decay in the EC of UE1 occurs.

Then, OPs of users are provided in Figure 2.7 and 2.8 for the same channel conditions

given in Figure 2.5 and Figure 2.6. Outage performances are provided for different target

rates of users. As seen from figures, the imperfect SIC factor β has important role on
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Figure 2.6: Ergodic capacity of users in downlink NOMA when α1 = 0.1, α2 = 0.9

outage as much as target rate. In particularly, one can easily see in Figure 2.8, if the SIC

cannot be accomplished with good factor (i.e., higher β), UE1 always remains in outage.

The validations of the derived BEPs for both users in downlink NOMA are presented in

Figure 2.9 for the same channel conditions above and power allocation coefficients are

chosen as α1 = 0.2, α2 = 0.8 and α1 = 0.1, α2 = 0.9. As it can be seen from results,

power allocation coefficients have dominant effect on error performances of users and there

is a trade-off between performances of users which will be discussed in detail in Chapter 5.

On the other hand, the validations in uplink NOMA are provided for two different power

scenarios of users i.e., P2 = P1/2 and P2 = P1/5. σ2
s1 = 10dB and σ2

s2 = 0dB are assumed

as in downlink NOMA. ECs of users are presented in Figure 2.10 and Figure 2.11 for

various imperfect SIC factor (β).

Then, the validations of the derived OPs of users are provided for the same conditions in

35



0 5 10 15 20 25 30 35 40

s
 (P

s
/N

0
) (dB) 

10-5

10-4

10-3

10-2

10-1

100
O

ut
ag

e

24.8 25 25.2
9.45

9.5

9.55
10-3

Figure 2.7: Outage performance of users in downlink NOMA when α1 = 0.2, α2 = 0.8
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Figure 2.8: Outage performance of users in downlink NOMA when α1 = 0.1, α2 = 0.9
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Figure 2.10: Ergodic capacity of users in uplink NOMA when P2 = P1/2
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Figure 2.11: Ergodic capacity of users in uplink NOMA when P2 = P1/5

Figure 2.12 and Figure 2.13. One can easily see that increase in power for both users does

not provide performance gain since IUI also increases. Thus, NOMA is more meaningful

for uplink when the power of users differs significantly.

Lastly, the validations of derived BEPs of uplink NOMA are presented in Figure 2.14.

The derived single-integral form exact BEP expressions match perfectly with simulations.

In addition, provided closed-form approximated expressions match well with simulations.

One can easily see that error performances of users in uplink NOMA are dominated by

the power difference between users. Hence, UE2 has better performance when P2 = P1/2

although it has less transmit power. This can be easily explained by SIC process as:

if UE2 has more power, it means that UE1 encounters much more IUI and this causes

much more detection errors for UE1. These erroneous detections of UE1 during SIC

cause poor performance for UE2 also. In order to emphasize this effect, we also provide

error performance of uplink NOMA versus the transmit SNR of UE2 in Figure 2.15 when

UE1 has fixed power. ρ1 = 20dB is assumed. As seen from the Figure 2.15, the increase

in power of UE2 firstly provides better performance for UE2, however then, erroneous
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Figure 2.12: Outage performance of users in uplink NOMA when P2 = P1/2
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Figure 2.13: Outage performance of users in uplink NOMA when P2 = P1/5
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detections during SIC become dominant and the performance of UE2 gets worse even if

its power increases.
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CHAPTER 3

INTERPLAY BETWEEN NOMA AND COOPERATIVE

COMMUNICATION

3.1 BACKGROUND FOR COOPERATIVE COMMUNICATION

In wireless communications, the intended information (electromagnetic wave) is trans-

mitted to destination from source via atmosphere (wireless channel) by antennas. The

wireless channel conditions change randomly according to the effects such as reflection,

diffraction and scattering of electromagnetic waves. These are categorized as path-loss,

shadowing and fading in wireless communication models and have dominant effect on the

system performances. To eliminate these effects, diversity is one of the applied techniques

in wireless communications. Diversity is based on transmitting copies of the intended sig-

nal over independent/uncorrelated channels. Channels are guaranteed to be uncorrelated

by sending/receiving signals with different frequency (frequency diversity), time (time

diversity) and antennas (antenna/spatial diversity). Spatial diversity can be succeeded

by placing more than one antenna with sufficient distances between each other according

to used wavelength. However, placing multiple antennas on mobile devices cannot be

possible due to the physical limitations. Hence, as named virtual-MIMO, cooperative

communication has been proposed as a diversity technique [93,94].

Unlike conventional point-to-point communications, in cooperative communications, de-

vices named as relays not only transmit/receive their own signals but also help to trans-

mit/receive signals of other devices. Relays can be dedicated devices or the other idle

users in network. According to implemented operations at relays, cooperative commu-

nication is divided into two major concepts: amplify-forward (AF) and decode-forward

(DF) [93]. In AF, relay forwards the received signal to the destination after amplifying

whereas in DF, relay firstly decodes/demodulates the received signal and forwards it after

re-coded/re-modulated. The illustration of AF and DF relaying is given in Figure 3.1.
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Figure 3.1: Representation of cooperative communication a) AF relaying b) DF relaying

On the other hand, according to used protocol of relays, relaying strategies are named as

half-duplex (HD) and full-duplex (FD) relaying. In HD relaying [95], relay receives the

signals transmitted by source in the first phase (time slot) of communication and then

in the second phase forwards to the destination according to relaying mode (i.e., AF or

DF). In FD relaying [96], relay receives the signals and forwards it after implementing AF

or DF on the same phase of communication, thus total communication covers only one

phase in FD relaying. However, FD relaying suffers from self-interference where trans-

mitted signal is suppressed by the received signals from source.

In last two decades, numerous studies have been devoted to investigate performances of

cooperative communication systems for both AF or DF relaying. In DF relaying schemes,

in order to increase data reliability at relay, selective relaying schemes have been proposed

where relay decides whether to forward or not received symbols according to received

SNR [97, 98]. In both AF and DF relaying schemes, multiple relay situations and relay

selection algorithms have been investigated [99–102]. Multi-hop cooperative relaying

systems have also attracted attention from researchers and path selection algorithms

have been investigated to maximize the performance of system [103, 104]. In multi-hop

systems, required time slots increases when the number of hops increases in DF relaying,

on the other hand, self-interferences of relay become dominant in FD relaying [105,106].

Consequently, cooperative communication systems provide better error performance and

diversity order. However, in HD relaying, overall capacity decreases since communication
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covers more than one time slot and it is seen as the main drawback of HD cooperative

communication systems [107].

3.2 RELATED WORKS AND MOTIVATION

Cooperative communication is to provide high mobility and high coverage, on the other

hand, NOMA is proposed to increase spectral efficiency for future wireless networks.

Thus, the interplay between these two physical layer techniques has become one of the

most attracted topics. The interplay between NOMA and cooperative diversity/relaying

is mainly categorized in three main aspects: 1) cooperative-NOMA, 2) relay-assisted/aided-

NOMA and 3) NOMA-based cooperative relaying systems.

In NOMA schemes, users with the higher channel qualities (i.e., intra-cell users) have the

priori knowledge for the symbols of the users with weaker channel conditions (i.e., cell-

edge users) since SIC is implemented at the intra-cell users in order to detect their own

symbols. Thus, intra-cell users can act as relays and forward the priori knowledge of cell-

edge users obtained during SIC to the cell-edge users to improve reliability. This system

model is called as cooperative-NOMA (C-NOMA). Achievable rate and outage perfor-

mance of C-NOMA have been investigated in [108] where a short range-communication

is considered like Bluetooth and it is proved that C-NOMA outperforms conventional

NOMA networks. The authors in [109] derive closed form OP expressions for C-NOMA.

C-NOMA with FD relaying is introduced in [110] and outage performance is analyzed.

Then, achievable rate and outage performance are investigated in [111, 112], when hy-

brid HD/FD relaying strategies are implemented at intra-cell user. In order to improve

cell-edge user performance in terms of ergodic rate and outage, two different strategies

are proposed in [113] and [114] called as successive relaying and on/off relaying, respec-

tively. C-NOMA is investigated for MIMO case in [115] and a sub-optimum algorithm is

proposed under max-rate constraint. The impact of user pairing on maximum sum rate

and minimum user rate is analyzed in [116]. Then, the trade-off for energy efficiency-

delay is raised in [117] and various NOMA schemes with energy harvesting -simultaneous

wireless and power transfer (SWIPT)- are investigated in [118–120]. To the best of our

knowledge, all researches on C-NOMA investigate the performance and try to optimize in

terms of achievable rate and outage. Thus, the error performance of C-NOMA has been
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analyzed and closed-form expressions for BEP have been derived in [121,122]. It has been

shown that imperfect SIC is dominated the error performance of C-NOMA and diversity

order cannot be achieved. Then, threshold-based selective cooperative-NOMA (TBS-C-

NOMA) has been proposed [123] to increase the data reliability of C-NOMA [108].

The relay-assisted-NOMA networks have been also analyzed widely. In these works, a

AF or DF relay helps source/BS to transmit symbols to the user [124]. Hybrid DF/AF

relaying strategies have been also investigated to improve outage performance of relay-

assisted-NOMA [125]. Outage and sum-rate performance of relay-assisted-NOMA net-

works have been also analyzed whether a direct link between source and user exists [126]

or not [127, 128]. Then, relay-assisted-NOMA networks have been analyzed in terms

of achievable rate and outage performance under different conditions such as buffer

aided-relaying [129, 130], partial CSIT [131] and imperfect CSI at receiver [132] when

a single relay is located between source and users. In addition, relay selection schemes

have been investigated when multiple relays are available [133–136]. Relay selection

schemes are based on guaranteeing QoS of users and maximizing outage performance

of users. Moreover, two-way relaying strategies where relay operates as a coordinated

multi-point (CoMP), have been investigated in terms of achievable rate and outage per-

formance [137–140]. Likewise in C-NOMA, at the time of writing, error performance

analysis of relay-assisted-NOMA networks had not been regarded, yet. Thus, BEP has

been derived for a DF relay-assisted-NOMA and a sub-optimum algorithm has been pro-

vided for power allocation at source and relay mutually [141].

NOMA-based cooperative relaying systems (NOMA-CRS) have been proposed to elim-

inate the spectral inefficiency of HD relaying [142] and it is proved that NOMA-CRS

outperforms conventional CRS in terms of achievable rate over Rayleigh fading channels.

Then, the analysis in [142] is extended for Rician fading channels [143]. In order to im-

prove achievable rate of NOMA-CRS, an extended NOMA-CRS is proposed in [144] and

the performance analysis is provided under imperfect CSI at receiver in terms of achiev-

able rate and OP. Then, the authors in [145] consider an AF NOMA-CRS rather than

previous studies and it is shown that further improvement in achievable rate is possible

with proposed AF relaying and combining at destination. Moreover, the authors in [146]
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Figure 3.2: The illustration of C-NOMA

propose a NOMA based diamond relaying and analyze the achievable rate of proposed

scheme when the direct link between source and destination is not available. Since there

is no investigation for BEP analysis of NOMA-CRS, in the next subsections of this chap-

ter, BEP analysis for both basic NOMA-CRS [142] and NOMA based diamond relaying

(NOMA-DRN) [146] are provided in this thesis.

3.3 COOPERATIVE-NOMA

3.3.1 System Model

A downlink NOMA scheme is considered where a BS and two users (i.e. UE1 and UE2)

are located. All nodes are equipped with single antenna. It is assumed that the statistical

CSIT and full CSIR are available. The users are denoted as near (intra-cell) user and

far (cell-edge) user according to their statistical CSIT. σ2
s1 > σ2

s2 is assumed where σ2
s1

and σ2
s2 are the average channel powers of users and denote the large-scale fading (path-

loss) component driven by the distance between nodes. Thus, it is considered that UE1

is the intra-cell user and UE2 is the cell-edge user. In downlink NOMA schemes, UE1

should implement SIC to detect its own symbols, and during this SIC process, it will

have knowledge of UE2 symbols. Hence, it is assumed that UE1 also acts as decode-and-

forward relay to improve reliability of UE2. The system model is given in Figure 3.2.

In the first phase, BS implements SC and transmits total symbols of users on the same

resource block just as in downlink NOMA. The received signal by users in the first phase

is given as
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ysk =
√
Psxschsk + wsk, k = 1, 2, (3.1)

where
√
Ps is the transmit power of BS and xsc =

√
α1x1 +

√
α2x2 is total SC symbol

of users. hsk is the channel fading coefficient between nodes and follows CN(0, σ2
sk) and

wsk is the AWGN at users which follows CN(0, N0). α1, x1 and α2, x2 pairs are power

allocation coefficient and base-band modulated symbol of UE1 and UE2, respectively.

Since UE1 denotes the intra-cell user, UE1 detects x2 symbols firstly to implement SIC

and to detect its own symbols. After detecting x2 symbols, UE1 forwards that detected

symbols as a DF relay to the UE2 in the second phase. The received signal by UE2 in

the second phase is given as

yr =
√
Prx̂2hr + wr, (3.2)

where Pr is the transmit power of UE1 -relay-. x̂2 and hr denote estimated x2 symbols

at UE1 and the channel fading coefficient between users, respectively. hr is the channel

coefficient between users and follows CN(0, σ2
r). wr is the AWGN at UE2.

Then, UE2 implements maximum-ratio-combining (MRC) for the received symbols in

two phases. After MRC, UE2 detects its own symbols with ML detector by pretending

x1 symbols received in the first phase as noise.

3.3.2 Performance Analysis

In this section, analytical analysis is provided to evaluate performance of cooperative-

NOMA (C-NOMA). Provided analysis is only handled for UE2 since the analysis for

UE1 is the same for downlink NOMA provided in the previous chapter.

3.3.2.1 Ergodic Capacity Analysis

Likewise conventional NOMA networks, in order to derive ergodic capacity, achievable

Shannon rate should firstly be obtained for C-NOMA. Since MRC is applied at UE2 after

two phases, the SINR at UE2 is given as1

SINRCN =
α2ρs |hs2|2 + ρr |hr|2

α1ρs |hs2|2 + 1
, (3.3)

1In equations, CN is used to refer the C-NOMA.
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where ρs = Ps/N0 and ρr = Pr/N0 are the transmit SNR of BS and UE1 -relay-, respectively.

Thus, the achievable rate of C-NOMA is given as [108]

RCN =
1

2
log2

(
1 +

α2ρs |hs2|2 + ρr |hr|2

α1ρs |hs2|2 + 1

)
, (3.4)

where 1/2 coefficient exists since the total communication is completed in two phases2. Af-

ter some algebraic manipulations and by averaging over instantaneous channel conditions,

ergodic capacity of C-NOMA is given as

CCN =
1

2 ∞∫
0

∞∫
0

log2 (1 + ρsγs2 + ρrγr)pγs2(γs2)pγr(γr)dγs2dγr −
∞∫

0

log2 (1 + α1ρsγs2)pγs2(γs2)dγs2

 ,
(3.5)

where γλ , |hλ|2 , λ = s1, s2, r and pγλ(.) is the PDF of γλ. Likewise in uplink NOMA,

Ψ , ρsγs2 + ρrγris defined and, it turns out to be

CCN =
1

2

 ∞∫
0

log2 (1 + Ψ)pΨ(Ψ)dΨ−
∞∫

0

log2 (1 + α1ρsγs2)pγs2(γs2)dγs2

 . (3.6)

Then, by substituting exponential PDF for γs2 and PDF of sum of two exponential

distributions given in (2.49) for Ψ, with the aid of [89, eq. (4.337.2)], ergodic capacity of

C-NOMA is derived as

CCN =
log2 e

2

[
exp

(
1

α1ρsσ2
s2

)
Ei

(
− 1

α1ρsσ2
s2

)
+

1

ρrσ2
r − ρsσ2

s2

{
ρsσ

2
s2 exp

(
1

ρsσ2
s2

)
Ei

(
− 1

ρsσ2
s2

)
− ρrσ2

r exp

(
1

ρrσ2
r

)
Ei

(
− 1

ρrσ2
r

)}]
.

(3.7)

3.3.2.2 Outage Probability Analysis

The outage event occurs when the achievable rate of C-NOMA is below the target rate

and it is given as [108]

PCN(out) = P (RCN < ŔCN), (3.8)

2C-NOMA is firstly proposed for short range communication and to provide better achievable rate
than conventional NOMA, thus 1/2 coefficient is neglected [108]. However, we think that completing
total communication in only one phase is not reasonable for practical issues, hence we provide analysis
for half-duplex mode.
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and by substituting (3.4) into (3.8), it is obtained as

PCN(out) = P

(
α2ρs |hs2|2 + ρr |hr|2

α1ρs |hs2|2 + 1
< φCN

)
, (3.9)

where φCN = 22ŔCN − 1. With some simplifications, it turns out to be

PCN(out) = FΨCN (φCN) , (3.10)

where ΨCN = ρs (α2 − α1φCN) γs2 +ρrγr and FΨCN (.) CDF of ΨCN . By substituting CDF

for sum of two exponential distributions into (3.10), OP of C-NOMA is derived as

PCN(out) =

ρrσ
2
r

(
1− exp

(
−φCN
ρrσ2

r

))
− ρs (α2 − α1φCN)σ2

s2

(
1− exp

(
− φCN
ρs(α2−α1φCN )σ2

s2

))
ρrσ2

r − ρs (α2 − α1φCN)σ2
s2

.

(3.11)

3.3.2.3 Bit Error Probability (BEP) Analysis

The error performance of C-NOMA should be handled in two cases: whether the UE1

detects x2 symbols correctly and diversity is achieved for UE2 or detects x2 symbols erro-

neously and error propagation from UE1 to UE2 occurs. Thus, with the total probability

law, the end-to-end (e2e) BEP of C-NOMA is given as

P
(e2e)
CN (e) = (1− PSIC(e))× Pdiv(e) + PSIC(e)× Pprop(e), (3.12)

where PSIC(e) is the error probability of x2 symbols during SIC at UE1, Pdiv(e) is the

error probability after MRC when the UE1 forwards correct detected symbols and diver-

sity is achieved, and Pprop(e) is the error probability after MRC when the UE1 forwards

erroneous detected symbols and error propagation occurs. In order to obtain e2e average

BEP of C-NOMA given in (3.12), all these error probabilities should be derived.

Let firstly handling the error probability of SIC -error probability of x2 symbols at UE1-.

Since UE1 detects x2 symbols by pretending own symbols as noise, one can easily see

that PSIC(e) turns out to be BEP of conventional downlink NOMA provided in previous

chapter. In 3GPP standards, various modulation constellations are considered for NOMA

according to CQI of users [7–9]. Thus, the BEP of x2 symbols at UE1 is extended for

various modulation pair modes of UE1 and UE2 as,

PSIC(e|γs1) =
N∑
i=1

ςiQ
(√

2νiρsγs1

)
, (3.13)
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Table 3.1: Coefficients for error probability of x2 symbols

mode

Constellations
BEP

UE1

UE2 Coefficients

1

BPSK N = 2, ςi = 0.5, i = 1, 2

BPSK νi =
(√

α2 ∓
√
α1

)2
i = 1, 2

2
BPSK N = 3, ςi = 0.25, i = 1, 2 a3 = 0.5

QPSK
νi =


(√

α2

2
∓√α1

)2
i = 1, 2

α2/2 i = 3

3

QPSK N = 2, ςi = 0.5, i = 1, 2

BPSK νi =
(√

α2 ∓
√

α1

2

)2
i = 1, 2

4

QPSK N = 2, ςi = 0.5, i = 1, 2

QPSK νi = 1
2

(√
α2 ∓

√
α1

)2
i = 1, 2

5
16-QAM N = 4, ςi = 0.25, i = 1, 2, 3, 4

BPSK
νi =


(√

α2 ∓
√

α1

10

)2
i = 1, 2(√

α2 ∓ 3
√

α1

10

)2
i = 3, 4

6
16-QAM N = 4, ςi = 0.25, i = 1, 2, 3, 4

QPSK
νi =


(√

α2

2
∓
√

α1

10

)2
i = 1, 2(√

α2

2
∓ 3
√

α1

10

)2
i = 3, 4

where νi is defined according to total SC symbols and ςi denotes the priori probability of

νi to be occurred. Taking steps of derivation error probability of cell-edge user in down-

link NOMA considering different modulation pairs. The coefficients are given in Table

3.1.

Then by averaging conditional BEP given in (3.13) over instantaneous γs1, average BEP
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for x2 symbols at UE1 is obtained as

PSIC(e) =
N∑
i=1

ςi
2

(
1−

√
νiρsσ2

s1

1 + νiρsσ2
s1

)
. (3.14)

In order to obtain BEP for diversity communication, total received signal after MRC

should be considered. Since the MRC is applied, the total received signal is given as

yCN = h∗s2ys2 + h∗ryr. (3.15)

Thus, by using (3.13) and with the aid of [90, pp. 320 and 3121], the conditional BEP

of diversity communication is given as

Pdiv(e|γs2,γr) =
N∑
i=1

ςiQ
(√

2 (νiρsγs2 + ρrγr)
)
. (3.16)

The average BEP of diversity communication is derived by using average BEP of 2-branch

MRC for Rayleigh fading channels [147, pp. 846 and 847] as

Pdiv(e) =
N∑
i=1

ςi
2

[
1− 1

νiρsσ2
s2 − ρrσ2

r

(
νiρsσ

2
s2

√
νiρsσ2

s2

1 + νiρsσ2
s2

− ρrσ2
r

√
ρrσ2

r

1 + ρrσ2
r

)]
. (3.17)

In order to derive Pprop, without loss of generality, it is assumed that BPSK is used for

both UE1 and UE2 and x2 = +1 is transmitted by BS, then this assumption will be

relaxed. In case error propagation, UE1 -relay- detects it as x2 = −1 and forwards to

UE2. After MRC at UE2, the received signal is given as [97]

y2 = h∗s2 ys2 + h∗r yr

=
√
Ps (α2 ∓ α1) |hs2|2 −

√
Pr |hsr|2 + w̃,

(3.18)

where w̃ is effective noise term and it has E[w̃] = 0 mean and E[w̃2] = N0/2 (σ2
s2 + σ2

r)

variance. Considering the ML decision rule for BPSK, conditional BEP under error

propagation is derived as

Pprop(e|γs2,γr) = P
(
w̃ >

√
Ps (α2 ∓ α1) γs2 −

√
Prγr

)
= Q

(√
Ps (α2 ∓ α1) γs2 −

√
Prγr√

sfracN02 (σ2
s2 + σ2

r)

)
,

(3.19)
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With the aid of Lemma 2.1, it is approximated as

Pprop(e) ≈
ρrσ

2
r

ρrσ2
r + ρsσ2

s2

. (3.20)

The assumption of BPSK is relaxed for M-ary constellations by considering the coefficients

given in Table 3.1 and with the aid of [121] as

Pprop(e) ≈
N∑
i=1

ςi
cj,Mρrσ

2
r

cj,Mρrσ2
r + νiρsσ2

s2

, (3.21)

where cj,M is given for M-ary constellations as [97, appendix B]

cj,M ,


sin(π(2j−1)/M)

sin(π/M)
j = 1, 2, . . . ,M/2

− sin(π(2j+1)/M)
sin(π/M)

j = M/2 + 1, . . . ,M − 1.

(3.22)

Lastly, substituting (3.14), (3.17) and (3.21) into (3.12), e2e average BEP of C-NOMA is

derived in closed-form as

P
(e2e)
CN (e) =

N∑
i=1

ςi

[
1

4

(
−1 +

√
νiρsσ2

s1

1 + νiρsσ2
s1

)
×{

1− 1

νiρsσ2
s2 − ρrσ2

r

(
νiρsσ

2
s2

√
νiρsσ2

s2

1 + νiρsσ2
s2

− ρrσ2
r

√
ρrσ2

r

1 + ρrσ2
r

)}

+
1

2

(
1−

√
νiρsσ2

s1

1 + νiρsσ2
s1

)
× cj,Mρrσ

2
r

cj,Mρrσ2
r + νiρsσ2

s2

]
.

(3.23)

3.3.3 Threshold-based Selective Cooperative-NOMA

Cooperative-NOMA networks suffer from error propagation from UE1 to UE2 and this

error propagation causes significant decay in e2e error performance of C-NOMA networks.

Thus, diversity order cannot be achieved at UE2 although it receives two copies of signal

from independent paths/links which will be shown by simulations in the numerical results

section of this chapter. Hence, in order to resolve this problem, Threshold-based Selective

Cooperative-NOMA (TBS-C-NOMA) is proposed to increase reliability in the second

phase of C-NOMA and to minimize the error propagation. TBS-C-NOMA is based on

introducing a condition on UE1 -relay- and UE1 decides whether to forward or not the

symbols of UE2 in the second phase of C-NOMA according to this condition. UE1

forwards estimated x2 symbols in the second phase if the condition is succeeded otherwise

UE2 remains idle in the second phase of communication. In TBS-C-NOMA, the first
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Figure 3.3: The illustration of TBS-C-NOMA

phase of communication is the same with conventional C-NOMA and the received signal

by users is given in (3.1). However, the second phase of communication is modified and

the received signal by UE2 in the second phase is given as

yr =

0, SINR
(1)
2 < SINRth,

√
Prhrx̂2 + wr, SINR

(1)
2 ≥ SINRth,

(3.24)

where SINR
(1)
2 denotes the SINR for x2 symbols at UE1 -SINR before SIC process at

UE1 to detect x2 symbols firstly- and it is given as

SINR
(1)
2 =

ρsα2 |hs1|2

ρsα1 |hs1|2 + 1
, (3.25)

and SINRth is the pre-determined threshold value at UE1 to evaluate whether the de-

tection of x2 symbols is reliable or not.

Then, UE2 implement MRC to combine signals in two phases likewise conventional C-

NOMA. The illustration of TBS-C-NOMA is given in Figure 3.3.

3.3.3.1 Performance Analysis

In this subsection, analysis of C-NOMA given in the Section 3.3.2 is extended for TBS-

C-NOMA.

3.3.3.1.1 Ergodic Capacity Analysis

Achievable rate of TBS-C-NOMA should be handled in two cases which are UE1 -relay-

forwards x2 symbols and cooperative diversity is accomplished or UE1 -relay- remains in
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silence and only the direct link between BS and UE2 remains. Thus, the achievable rate

for TBS-C-NOMA is defined as3

RTBS =


1
2

log2 (1 + SINR2), SINR
(1)
2 < SINRth,

1
2

log2 (1 + SINRCN), SINR
(1)
2 ≥ SINRth,

(3.26)

where 1/2 coefficient exists since each phase of communication is assumed to cover half

of total time unlike short range communication in [108]. SINR2 and SINRCN are the

SINR at UE2 for direct link and the SINR for cooperative diversity which are given in

(2.6) and (3.3), respectively. In order to derive ergodic capacity, eq. (3.26) should be

averaged over instantaneous SINRs by considering the condition SINR
(1)
2 ≥ SINRth is

succeeded or not.

By substituting (2.6) and (3.3) into (3.26), with some simplifications, ergodic capacity is

derived as

CTBS =
1

2

[
P
(
SINR

(1)
2 < SINRth

)
×

∞∫
0

log2 (1 + ρsγs2)pγs2(γs2)dγs2 −
∞∫

0

log2 (1 + α1ρsγs2)pγs1(γs2)dγs2


+P

(
SINR

(1)
2 ≥ SINRth

)
×

∞∫
0

log2 (1 + Ψ)pΨ(Ψ)dΨ−
∞∫

0

log2 (1 + α1ρsγs2)pγs2(γs2)dγs2


 ,

(3.27)

where Ψ , ρsγs2 + ρrγr is defined likewise in C-NOMA.

The probability for cooperative diversity to be achieved (.e., SINR
(1)
2 ≥ SINRth) is

derived as

Pdec = P (SINR ≥ SINRth)

= P

(
ρsα2 |hs1|2

ρsα1 |hs1|2 + 1
≥ SINRth

)
= P (ρsγs1 ≥ φth) ,

(3.28)

where φth = SINRth
α2−α1SINRth

is defined. By substituting CDF of γs1, it is derived as

Pdec = exp

(
− φth
ρsσ2

s1

)
. (3.29)

3In equations, TBS is used to refer the TBS-C-NOMA.
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It is worth to note that α2 > α1SINRth should be succeeded otherwise UE1 always re-

mains idle in the second phase of communication.

Then substituting (3.29) into (3.27) and with the aid of [89, eq. (4.337.2)], EC of TBS-

C-NOMA is derived as

CTBS =
log2 e

2

[(
1− exp

(
− φth
ρsσ2

s1

)){
− exp

(
1

α1ρsσ2
s2

)
Ei

(
− 1

α1ρsσ2
s2

)}
+exp

(
1

ρsσ2
s2

)
Ei

(
− 1

ρsσ2
s2

)

+
exp

(
− φth
ρsσ2

s1

)
ρsσ2

s2 − ρrσ2
r

{
ρsσ

2
s2 exp

(
1

ρsσ2
s2

)
Ei

(
− 1

ρsσ2
s2

)
− ρrσ2

r exp

(
1

ρrσ2
r

)
Ei

(
− 1

ρrσ2
r

)} .
(3.30)

3.3.3.1.2 Outage Probability Analysis

The outage event for TBS-C-NOMA occurs when the achievable rate of TBS-C-NOMA

cannot meet QoS requirement (target data rate) likewise all NOMA involved systems.

Thus, OP of TBS-CNOMA is given as

PTBS(out) = P (RTBS < ŔTBS), (3.31)

where ŔTBS is the target rate for TBS-C-NOMA. Substituting (3.26) into (3.31), it turns

out to be

PTBS(out) =

P
(

ρsα2|hs2|2

ρsα1|hs2|2+1
< φTBS

)
, SINR

(1)
2 < SINRth,

P
(
α2ρs|hs2|2+ρr|hr|2

α1ρs|hs2|2+1
< φTBS

)
, SINR

(1)
2 ≥ SINRth,

(3.32)

where φTBS = 2ŔTBS − 1 is defined. Considering the probability for the SINR
(1)
2 being

above threshold and with some simplifications, OP is obtained as

PTBS(out) = (1− Pdec)P (γs2 < ψ2) + PdecP (ΨCN < φTBS) , (3.33)

where ψ2 = φ2
ρ(α2−α1φTBS)

and ΨTBS = ρs (α2 − α1φTBS) γs2 + ρrγr are given likewise in

the downlink NOMA and C-NOMA, respectively. Thus, substituting (2.20), (3.11) and
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(3.29) into (3.33), OP of TBS-C-NOMA is derived as

PTBS(out) =

(
1− exp

(
− φth
ρsσ2

s1

))
(1− exp(−ψ2/σ2

s2)) + exp

(
− φth
ρsσ2

s1

)

×

ρrσ
2
r

(
1− exp

(
−φTBS

ρrσ2
r

))
− ρs (α2 − α1φTBS)σ2

s2

(
1− exp

(
− φTBS
ρs(α2−α1φTBS)σ2

s2

))
ρrσ2

r − ρs (α2 − α1φTBS)σ2
s2

 ,

(3.34)

3.3.3.1.3 Bit Error Probability (BEP) Analysis

The BEP of C-NOMA is modified by considering the introduced condition for TBS-C-

NOMA. Thus, the e2e average BEP for TBS-C-NOMA is obtained as

P
(e2e)
TBS (e) = (1− Pdec)×Pdirect(e)+Pdec×

{
Pdiv(e)×

(
1− P (th)

SIC(e)
)

+ P
(th)
SIC(e)× P(prop)(e)

}
,

(3.35)

where Pdec is the probability for the event where SINR of x2 symbols at UE1 is above

threshold and it is derived in the previous subsections (3.29). Pdirect(e) denotes the BEP

when the UE1 is idle in the second phase and only direct transmission between BS and

UE2 remains. Thus, it is BEP of conventional downlink NOMA. Pdiv(e) and P(prop) de-

note the BEP at UE2 after MRC whether the UE1 forwards correct detected symbols

and diversity is achieved or erroneous detected symbols and error propagation occurs,

respectively. They have been derived for C-NOMA in the previous subsection as (3.17)

and (3.21), respectively. P
(th)
SIC(e) is the BEP for x2 symbols at UE1 even if the SINR

of x2 symbols at UE1 above threshold and it should be derived to obtain e2e BEP of

TBS-C-NOMA.

Firstly, Pdirect(e) is derived for different modulation pairs given in Table 3.1. One can

easily see that Pdirect(e) is the similar to PSIC(e) of C-NOMA given in (3.14) since they

both denote the BEP of x2 symbols when only one path exists and ML detector is im-

plemented by pretending x1 symbols as noise. Thus, Pdirect(e) can be easily obtained by

changing channel conditions in PSIC(e) of C-NOMA (3.14) and it is derived as

Pdirect(e) =
N∑
i=1

ςi
2

(
1−

√
νiρsσ2

s2

1 + νiρsσ2
s1

)
. (3.36)
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In order to derive P
(th)
SIC(e), with the aid of (3.13), the BEP for x2 symbols for arbitrary

fading channel is defined as

P (e|γ) =
N∑
i=1

ςiQ
(√

2νiρsγ
)
, (3.37)

where γ , |h|2 denotes the arbitrary channel condition. It is noteworthy that this BEP

is for the error event when the SINR
(1)
2 ≥ SINRth. Thus, to obtain average BEP,

conditional BEP is averaged by recalling the SINR of x2 symbols at UE1 is above the

threshold

P
(th)
SIC (e|γs1) =

N∑
i=1

ςi

∞∫
φth/ρs

Q
(√

2νiρsγs1

)
pγs1(γs1)dγs1, (3.38)

then u(γ) ,
∫
pγs1(γs1)dγs1 is defined and it is substituted into (3.38). Then, by applying

partial integration likewise [94, appendix B]

P
(th)
SIC (e) ≤

N∑
i=1

ςi Q(√2νiρsγ
)∣∣∣∞

γ=φth
−

∞∫
φth/ρs

d

dγ

{
ςiQ
(√

2νiρsγ
)}

u(γ)dγ

 , (3.39)

and with the the Leibniz’ rule [89, eq. (0.42)], it turns out to be

P
(th)
SIC (e) ≤

N∑
i=1

ςi Q(√2νiρsγ
)∣∣∣∞

γ=φth
+
ςi
√

2νiρs

2
√

2π

∞∫
φth

1
√
γ
u(γ)e−νiρsγdγ

 . (3.40)

Since the γs1 , |hs1|2 exponentially distributed and the symbols are forwarded only the

condition SINR
(1)
2 ≥ SINRth is succeeded, it is defined as

p(φth)
γs1

=

0, γs1 < φth,

1
exp(− φth/σ2

s1)
1
σ2
s1

exp (− γ/σ2
s1) , γs1 ≥ φth,

(3.41)

where 1/exp(− φth/σ2
s1) is scaling factor to ensure PDF to have unit area. Then substituting

(3.41) into u(γ) and then into (3.40), the average BEP of SIC when SINR
(1)
2 ≥ SINRth

is succeeded, is derived as

P
(th)
SIC (e) ≤

N∑
i=1

ςi

[
Q
(√

2νiφth

)
− exp

(
φth
σ2
s1

)√
1

1 + 1
νiρsσ2

s1

Q

(√
2φth

(
νiρs +

1

σ2
s1

))]
.

(3.42)

58



Lastly, substituting (3.17), (3.21), (3.36) and (3.42) into (3.35), the e2e average BEP of

TBS-C-NOMA is derived as

P
(e2e)
TBS (e) =

N∑
i

ςi

[{
1− exp

(
− φth
ρsσ2

s1

)}
× 1

2

(
1−

√
νiρsσ2

s2

1 + νiρsσ2
s1

)
+ exp

(
− φth
ρsσ2

s1

)

×

[{
1−

{
Q
(√

2νiφth

)
− exp

(
φth
σ2
s1

)√
1

1 + 1
νiρsσ2

s1

Q

(√
2φth

(
νiρs +

1

σ2
s1

))}}

×1

2

{
1− 1

νiρsσ2
s2 − ρrσ2

r

(
νiρsσ

2
s2

√
νiρsσ2

s2

1 + νiρsσ2
s2

− ρrσ2
r

√
ρrσ2

r

1 + ρrσ2
r

)}

+

{
Q
(√

2νiφth

)
− exp

(
φth
σ2
s1

)√
1

1 + 1
νiρsσ2

s1

Q

(√
2φth

(
νiρs +

1

σ2
s1

))}

× cj,Mρrσ
2
r

cj,Mρrσ2
r + νiρsσ2

s2

]]
.

(3.43)

3.3.3.2 Optimum Threshold for TBS-C-NOMA

The optimum threshold for TBS-C-NOMA denotes the threshold value which minimizes

the e2e average BEP. Since the e2e average BEP of TBS-C-NOMA is a function of φth,

the optimum threshold is given as

SINRopt
th = argmin

φth

P
(e2e)
TBS (e), (3.44)

and it is obtained by

dP
(e2e)
TBS (e)

dφth
= 0. (3.45)

After Leibniz’ rule [89, eq. (0.42)] is applied to (3.45),with the aid of [97], the optimum

value which minimizes e2e BEP is derived as

φoptth =


N∑
i=1

1
2νi

(Q−1 (δi/ςi))
2
, δi < 0.5,

0, otherwise,

(3.46)

where

δi =
Pdirect(e|i)− Pdiv(e|i)
Pprop(e|i)− Pdiv(e|i)

. (3.47)

After substituting (3.17), (3.21) and (3.36) into (3.48), the optimum threshold value for

TBS-C-NOMA is derived by

SINRopt
th =

α2φ
opt
th

1 + α1φ
opt
th

. (3.48)
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The derived optimum threshold values (SINRopt
th ) are presented in Table 3.2 with the

change of transmit SNR (ρs) for two different scenarios for all constellation pairs mode

provided in Table 3.1. In Scenario I, σ2
s1 = 3dB, σ2

s2 = 0dB, σ2
r = 3dB where power

allocation coefficients are α1 = 0.2 and α2 = 0.8. In Scenario II, σ2
s1 = 10dB, σ2

s2 = 3dB,

σ2
r = 10dB, α1 = 0.1 and α2 = 0.9 are assumed. It is noteworthy that the condition

α2 > α1SINRth is always accomplished otherwise UE1 would always remains idle in the

second phase of TBS-C-NOMA. In both scenarios, ρr = ρs/2 is assumed.

Table 3.2: Optimum threshold values for TBS-C-NOMA

Scheme I Scheme II

ρs(dB) ρs(dB)

mode 0 10 20 30 0 10 20 30

S
I
N
R
o
p
t

th
(d
B

)

1 -4.81 1.37 4.31 5.07 -1.61 3.76 6.11 7.14

2 -4.20 1.17 5.28 5.75 -1.02 5.41 7.76 8.45

3 -4.56 0.90 3.72 4.62 -1.61 3.22 5.55 6.66

4 -3.76 1.76 4.84 5.45 -0.86 4.81 7.19 8.04

5 -4.55 0.83 3.94 4.90 -1.61 3.24 5.69 6.88

6 -3.76 1.49 5.07 5.68 -0.86 4.80 7.42 8.30

3.4 RELAY-ASSISTED/AIDED-NOMA

3.4.1 System Model

A downlink NOMA scheme is considered where BS is to serve to two legitimate users

(i.e. UE1 and UE2). However, BS cannot reach out to users because the direct links

between BS and users do not exist due to the blockage of path-loss/large-objects. Thus,

a DF relay (i.e., R) assists BS to serve users. All nodes are assumed to be equipped with

single antenna and relay serves in half-duplex mode to avoid self-interference. Hence, the

total communication covers two phases (time slots). In the first phase, BS transmits SC

symbols of users to the relay and the received signal is given as
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Figure 3.4: The illustration of relay-assisted-NOMA

ysr =
√
PShsr (

√
α1x1 +

√
α2x2) + wsr, (3.49)

where PS is the transmit power of BS and hsr is the channel coefficient between BS

and relay which follows CN(0, σ2
sr). wsr is AWGN with N0 variance. α1, x1 and α2, x2

pairs denoted power allocation coefficient and base-band modulated symbol of related

user. α1 + α2 = 1. Then, the relay forwards the estimated symbols to the users and the

received signals by users are given as

yλ =
√
Prhλ (

√
%1x̂1 +

√
%2x̂2) + wλ, λ = r1, r2, (3.50)

where hλ, i.e., λ = r1, r2 is the complex channel fading coefficient between relay and users

with variance σ2
λ which is related to the distance between nodes likewise throughout this

work. σ2
r1 > σ2

r2 is assumed, hence UE1 and UE2 are denoted as near user and far user,

respectively. x̂1 and x̂2 estimated symbols of users at relay. Since the channel condition

between relay and UE2 is worse than the one between relay and UE1, power allocation

coefficients at the relay are defined as %2 > %1 where %1 + %2 = 1. Based on the received

signal, users detects their intended symbols. Whereas UE1 should implement SIC to

detect own symbols, UE2 implements only ML detector by pretending x1 symbols as

noise since %2 > %1. The system model of relay-assisted-NOMA is given in Figure 3.4.

The power allocation coefficients at the source can be implemented in two ways: α2 > α1

-conventional relay-assisted-NOMA- or α1 > α2 -reversed relay-assisted-NOMA-4. Relay

detects x1 and x2 symbols according to power allocation coefficients such ways: if α2 > α1,

4Both scenarios can be considered for relay-assisted-NOMA by considering different constraints.

61



relay firstly detects x2 symbols with ML detector by pretending x2 symbols as noise and

then, implements SIC for detected x2 symbols to detect x1 symbols. On the other hand,

if α1 > α2, relay reverses the detecting order of symbols. In both scenarios, power

allocations at the relay are the same as %2 > %1 since channel condition between relay

and UE2 is worse than that between relay and UE1.

3.4.2 Performance Analysis

In this section, bit error probability (BEP) analysis is provided to evaluate performance

of relay-assisted-NOMA networks when α2 > α1 -conventional networks-. The provided

analysis can be easily modified for α1 > α2 -reversed network-. Nevertheless, simulation

results will be presented for both scenarios in Section 3.6 to compare performances. Er-

godic capacity and outage analysis are not provided for relay-assisted-NOMA networks

in this thesis since they have been analyzed widely in literature for both HD and FD

relaying [124,125]. Nevertheless, the achievable rate and outage probability of considered

network are defined and extensive simulations are provided for performance evaluation.

3.4.2.1 Ergodic Capacity Analysis

Achievable rate for symbols of users in the first phase is given as [127]

R
(sr)
1 = log2 (1 + SINR

(sr)
1 ),

R
(sr)
2 = log2 (1 + SINR

(sr)
2 ),

(3.51)

and in the second phase

R
(r1)
1 = log2 (1 + SINR

(r1)
1 ),

R
(r2)
2 = log2 (1 + SINR

(r2)
2 ),

(3.52)

where SINR
(sr)
i , SINR

(ri)
i i.e., i = 1, 2 denote the SINR of users in the first phase and

in the second phase, respectively and are defined as

SINR
(sr)
1 =

α1ρs |hsr|2

βα2ρs |hsr|2 + 1
,

SINR
(sr)
2 =

α2ρs |hsr|2

α1ρs |hsr|2 + 1
,

(3.53)
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and

SINR
(r1)
1 =

%1ρr |hr2|2

β%2ρr |hr2|2 + 1
,

SINR
(r2)
2 =

%2ρr |hr2|2

%1ρr |hr2|2 + 1
,

(3.54)

Recalling that the achievable rate for DF relaying is dominated by the weakest link [148],

the achievable rates of users for relay-assisted-NOMA are given as5

R
(RAN)
1 =

1

2
min{R(sr)

1 , R
(r1)
1 },

R
(RAN)
2 =

1

2
min{R(sr)

2 , R
(r1)
2 }.

(3.55)

Ergodic capacities of each user in the relay-assisted-NOMA are derived by averaging

achievable rate as [129]

C
(RAN)
1 =

∞∫
0

R
(RAN)
1 ,

C
(RAN)
2 =

∞∫
0

R
(RAN)
2 .

(3.56)

3.4.2.2 Outage Probability Analysis

As in all NOMA schemes, the outage occurs when the target rates can not be succeeded.

Thus, the OPs of users in relay-assisted-NOMA are given as

P
(RAN)
1 (out) = P (R

(RAN)
1 < Ŕ

(RAN)
1 ),

P
(RAN)
1 (out) = P (R

(RAN)
2 < Ŕ

(RAN)
2 ),

(3.57)

where Ŕ
(RAN)
i , i = 1, 2 is target rate of user in relay-assisted-NOMA. Likewise, ergodic

capacity, OP for relay-assisted-NOMA networks analyzed in [127,128]. Thus, only simu-

lation results are provided in Section 3.6.

3.4.2.3 Bit Error Probability (BEP) Analysis

Relay-assisted-NOMA network consists of two phases and each phase can be considered

as conventional downlink-NOMA network since two different symbols are conveyed to

destination (i.e., relay in the first phase and users in the second phase) on the same

5In equations, RAN is used to refer the relay-assisted-NOMA.
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resource block. In addition, error events in two phases are independent. Hence, with the

law of total probability, the average BEPs of each user is given as

P
(RAN)
1 (e) =

(
1− P (sr)

1 (e)
)
P

(r1)
1 (e) + P

(sr)
1 (e)

(
1− P (r1)

1 (e)
)
,

P
(RAN)
2 (e) =

(
1− P (sr)

2 (e)
)
P

(r2)
2 (e) + P

(sr)
2 (e)

(
1− P (r2)

2 (e)
)
,

(3.58)

where P
(sr)
i (e) and P

(ri)
i (e), i = 1, 2 denote the BEP of ith user in the first phase between

BS and relay and in the second phase between relay and ith user, respectively. As

emphasized in Section 2.2.2, the BEP for NOMA schemes is highly dependent to chosen

modulation constellation. Thus, likewise in conventional downlink NOMA, it is assumed

that QPSK and BPSK are used for the symbols of UE1 and UE2, respectively. In this

case, the BEP expressions given in (3.58) can be easily obtained by adopting (2.23) and

(2.31) -changing channel conditions, power allocation coefficients-. Then, the average e2e

BEPs of each user in relay-assisted-NOMA are derived as follow

P
(RAN)
1 (e) =

1

2

[
1− 1

2

{
1−

√
εCσ2

sr

N0 + εCσ2
sr

+
1

4

{√
εAσ2

sr

N0 + εAσ2
sr

−

√
εBσ2

sr

N0 + εBσ2
sr

−

√
εDσ2

sr

N0 + εDσ2
sr

+

√
εEσ2

sr

N0 + εEσ2
sr

}}]
×

[
1−

√
εHσ2

r1

N0 + εHσ2
r1

+
1

4

{√
εFσ2

r1

N0 + εFσ2
r1

−

√
εGσ2

r1

N0 + εGσ2
r1

−

√
εJσ2

r1

N0 + εJσ2
r1

+

√
εKσ2

r1

N0 + εKσ2
r1

}]
+

[
1−

√
εCσ2

sr

N0 + εCσ2
sr

+
1

4

{√
εAσ2

sr

N0 + εAσ2
sr

−

√
εBσ2

sr

N0 + εBσ2
sr

−

√
εDσ2

sr

N0 + εDσ2
sr

+

√
εEσ2

sr

N0 + εEσ2
sr

}]

×

[
1− 1

2

{
1−

√
εHσ2

r1

N0 + εHσ2
r1

+
1

4

{√
εFσ2

r1

N0 + εFσ2
r1

−

√
εGσ2

r1

N0 + εGσ2
r1

−

√
εJσ2

r1

N0 + εJσ2
r1

+

√
εKσ2

r1

N0 + εKσ2
r1

}}]
(3.59)

and

P
(RAN)
2 (e) =

1

4

[
1− 1

4

{
2−

√
εAσ2

sr

N0 + εAσ2
sr

−

√
εBσ2

sr

N0 + εBσ2
sr

}][
2−

√
εFσ2

r2

N0 + εFσ2
r2

−

√
εGσ2

r2

N0 + εGσ2
r2

]

+

[
2−

√
εAσ2

sr

N0 + εAσ2
sr

−

√
εBσ2

sr

N0 + εBσ2
sr

][
1− 1

4

{
2−

√
εFσ2

r2

N0 + εFσ2
r2

−

√
εGσ2

r2

N0 + εGσ2
r2

}]
,
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Figure 3.5: NOMA-based cooperative relaying system model

(3.60)

where εA, εB, εC , εD and εE are defined in Section 2.2.2 and likewise εF ,
(√

%2Pr +
√

%1Pr/2
)2

,

εG ,
(√

%2Pr −
√

%1Pr/2
)2

, εH , %1Pr, εJ ,
(

2
√
%2Pr +

√
%1Pr/2

)2

and

εK ,
(

2
√
%2Pr −

√
%1Pr/2

)2

are defined.

3.5 COOPERATIVE RELAYING SYSTEMS USING NOMA

3.5.1 System Model

A NOMA-based cooperative relaying system (CRS) is considered as in [142] where a

source (S) is willing to reach out the destination (D) and a half-duplex relay (R) helps

for it. The system model is given in Figure 3.5. All nodes are assumed to be equipped

with single antenna and the complex channel fading coefficient between each nodes fol-

lows CN(0, σ2
λ), i.e., λ = sr, sd, rd. In order to overcome the inefficiency of the con-

ventional CRS of device-to-device (D2D) communication, NOMA is applied for two in-

tended/consecutive symbols of destination in the first phase of the communication. Then,

this total SC symbol is conveyed to both destination and relay, hence the received signals

in the first phase are given as

ysd =
√
Ps (
√
α1x1 +

√
α2x2)hsd + wsd,

ysr =
√
Ps (
√
α1x1 +

√
α2x2)hsr + wsr,

(3.61)

where hsd, wsd and hsr,wsr pairs denote complex channel fading coefficients and AWGN

with N0 variance between the nodes S-D and S-R, respectively. α1 and α2 are the power
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allocations coefficients for the base-band modulated symbols of x1 and x2, respectively.

x1 and x2 are the two symbols of destination to be transmitted in order. Ps is the

transmit power of source, α1 + α2 = 1 and α2 > α1 is assumed. Thus, in the first phase

of communication, both relay and destination detects x2 symbol by treating x1 symbols

as noise. Then the relay implements SIC to detect x1 symbols and forward detected x1

symbol to the destination in the second phase. The received signal by the destination in

the second phase is given as

yrd =
√
Prx̂1hsrd + wrd. (3.62)

Finally, the destination detects x1 symbols in the second phase based on the received

signal yrd.

3.5.2 Performance Analysis

3.5.2.1 Ergodic Capacity Analysis

The achievable rates for symbols at the relay in the first phase are given as [142]

R(sr)
x1

= log2 (1 + SINR(sr)
x1

),

R(sr)
x2

= log2 (1 + SINR(sr)
x2

),
(3.63)

and achievable rate of x2 symbols at the destination in the first phase is given as

R(sd)
x2

= log2 (1 + SINR(sd)
x2

), (3.64)

where SINR
(sr)
x1 , SINR

(sr)
x2 denote the SINRs of symbols at relay and defined as

SINR(sr)
x1

=
α1ρs |hsr|2

βα2ρs |hsr|2 + 1
,

SINR(sr)
x2

=
α2ρs |hsr|2

α1ρs |hsr|2 + 1
,

(3.65)

where β is the imperfect SIC factor. The SINR of x2 symbols at destination (i.e.,

SINR
(sd)
2 ) is defined as

SINR(sd)
x2

=
α2ρs |hsd|2

α1ρs |hsd|2 + 1
. (3.66)
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On the other hand, in the second phase of communication, only the x1 symbols are

transmitted to the destination, the achievable rate of second phase is given

R(rd)
x1

= log2 (1 + SINR
(rd)
1 ), (3.67)

where

SNR(rd)
x1

=
(1− β) ρr |hrd|2

βρr |hrd|2 + 1
. (3.68)

where β exists since it is assumed that x2 symbols may not be fully eliminated (imperfect

SIC). Thus, the forwarded symbol x1 includes x2 symbol as IUI with β coefficient. Since

the achievable rate of CRS is dominated by the weakest link [148], the achievable rates

of symbols in NOMA-CRS are given as6

R(NCR)
x1

=
1

2
min{R(sr)

1 , R
(rd)
1 }, (3.69)

and

R(NCR)
x2

=
1

2
min{R(sr)

2 , R
(sd)
2 }. (3.70)

Ergodic capacity for each symbol is obtained as

C(NCR)
x1

=

∞∫
0

R(NCR)
x1

, (3.71)

and

C(NCR)
x2

=

∞∫
0

R(NCR)
x1

. (3.72)

Lastly, ergodic sum rate of NOMA-CRS is obtained as

C(NOMA−CRS)
sum = Cx1 + Cx2 . (3.73)

These analysis can be found in [142–144]. Thus, only simulations are provided for EC of

NOMA-CRS.

6In equations, NCR is used to refer the NOMA-CRS.
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3.5.2.2 Outage Probability Analysis

In NOMA-CRS, the OP of each symbol is defined as

Px1(out) = P (Rx1 < Ŕx1),

Px2(out) = P (Rx2 < Ŕx2),
(3.74)

where Ŕx1 and Ŕx2 are the target rates for x1 and x2 symbols, respectively. Finally with

the law of probability the OP for NOMA-CRS is obtained as [144],

P (NCR)(out) = Px1(out) + Px2(out)− Px1(out)Px2(out). (3.75)

Since the OP of NOMA-CRS has been investigated for different conditions, only simula-

tion results are provided.

3.5.2.3 Bit Error Probability (BEP) Analysis

In order to derive total BEP of NOMA-CRS, BEP for two symbols should be firstly

derived and should be averaged. Since the x2 symbols are conveyed to the destination

only in the first phase, the BEP for x2 symbols will be the same with BEP of far user in

downlink NOMA. QPSK and BPSK are assumed to be used for the x1 and x2 symbols,

respectively. Thus, by just adopting channel conditions in (2.23), the average BEP for x2

symbols is derived as

Px2 (e) =
1

4

[
2−

√
εAσ2

sd

N0 + εAσ2
sd

−

√
εBσ2

sd

N0 + εBσ2
sd

]
. (3.76)

where εA ,
(√

α2Ps +
√

α1Ps/2
)2

and εB ,
(√

α2Ps −
√

α1Ps/2
)2

are defined in Section

2.2.2.

On the other hand, x1 symbols are firstly detected at the relay and the regenerated form

of x1 symbols are forwarded to the destination. Thus, with the law of total probability,

the BEP for x1 symbols is given as

Px1 (e) =
(
1− P (sr)

x1
(e)
)
P (rd)
x1

(e) + P (sr)
x1

(e)
(
1− P (rd)

x1
(e)
)
, (3.77)

where P
(sr)
x1 (e) and P

(rd)
x1 (e) denote the BEP of x1 symbols in the first phase and second

phase, respectively. In the first phase, since superposition is applied at BS and the relay
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implements SIC to detect x1 symbols, the BEP of x1 symbols is same with the BEP of

near user in downlink NOMA. Thus, by adjusting the BEP given (2.31), the BEP of x1

symbols in the first phase is derived as

P (sr)
x1

(e) =
1

2

[
1−

√
εCσ2

sr

N0 + εCσ2
sr

+
1

4

{√
εAσ2

sr

N0 + εAσ2
sr

−

√
εBσ2

sr

N0 + εBσ2
sr

−

√
εDσ2

sr

N0 + εDσ2
sr

+

√
εEσ2

sr

N0 + εEσ2
sr

}]
,

(3.78)

where εC , α1Ps, εD ,
(

2
√
α2Ps +

√
α1Ps/2

)2

and εE ,
(

2
√
α2Ps −

√
α1Ps/2

)2

are

defined in Section 2.2.2. Then in the second phase, only the estimated x̂1 symbols are

transmitted and detected at the destination. Since no interference exists in the second

phase, the BEP of x1 symbols in the second phase turns out to be well-known BEP over

fading channels. It is given for BPSK over Rayleigh fading channels [90,149] as

P (rd)
x1

=
1

2

(
1−

√
ρrσ2

rd

1 + ρrσ2
rd

)
. (3.79)

Then substituting (3.78) and (3.79) into (3.77), the average BEP of x1 symbols is derived

as

Px1 (e) =
1

2

[
1− 1

2

{
1−

√
εCσ2

sr

N0 + εCσ2
sr

+
1

4

{√
εAσ2

sr

N0 + εAσ2
sr

−

√
εBσ2

sr

N0 + εBσ2
sr

−

√
εDσ2

sr

N0 + εDσ2
sr

+

√
εEσ2

sr

N0 + εEσ2
sr

}}]
×

(
1−

√
ρrσ2

rd

1 + ρrσ2
rd

)

+

{
1− 1

2

(
1−

√
ρrσ2

rd

1 + ρrσ2
rd

)}
×

{
1−

√
εCσ2

sr

N0 + εCσ2
sr

+
1

4

{√
εAσ2

sr

N0 + εAσ2
sr

−

√
εBσ2

sr

N0 + εBσ2
sr

−

√
εDσ2

sr

N0 + εDσ2
sr

+

√
εEσ2

sr

N0 + εEσ2
sr

}}
(3.80)

Finally, the BEP of NOMA-CRS is obtained by

P (NCR) (e) =
Px1 (e) + Px1 (e)

2
. (3.81)

3.5.3 NOMA-based Diamond Relaying Network

In this section, NOMA-based Diamond Relaying Network (NOMA-DRN) proposed in

[146] is introduced as a subset of NOMA-CRS.
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Figure 3.6: The illustration of NOMA-DRN

3.5.3.1 System Model

A NOMA-CRS is considered where two relays (i.e., Rk, k = 1, 2) are willing to help

to source (S) for conveying symbols to the destination (D). Relays are located between

source and destination and the distance of each relay to the source and to the destination

differs as shown in Figure 3.6. Hence, the considered model is named as diamond relaying.

All nodes are assumed to be equipped with single antenna and the direct link between

source and destination does not exist because of large obstacles/path-loss. The fading

channel coefficients between nodes follow CN(0, σ2
λ) i.e., λ = SR1, SR2, R1D,R2D and

since the diamond relaying is assumed, dSR1 > dSR2 while dR1D < dR2D. Relays operate in

half-duplex mode, hence the total communication is completed in two phase. In the first

phase, source applies superposition coding for the following two symbols of destination

and transmits them on the same resource block (downlink-NOMA). The received signal

by the relays is given as

ysrk
√
Ps (
√
α1x1 +

√
α2x2)hsrk + wsrk , k = 1, 2, (3.82)

where Ps is the transmit power of source. α1 and α2 are the power allocation coefficients

for the base-band complex symbols x1 and x2, respectively. Likewise in conventional

NOMA-CRS, x1 and x2 are the consecutive symbols of the destination which are intended

to transmit in order. α1 + α2 = 1 and it is assumed7 α1 > α2. wsrk is the AWGN with

N0 variance. In the second phase of communication, R1 and R2 forward the detected

7When two symbols are superimposed, although mostly α2 > α1 is assumed throughout this PhD
dissertation, in this subsection reverse is assumed to make the system model as proposed in [146]
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signals x1 and x2 to the destination, respectively (uplink-NOMA). It is noteworthy that,

R1 detects x1 symbols by treating x2 symbols as noise since α1 > α2. On the other

hand, R2 should firstly implement SIC to detect x2 symbols. The received signal at the

destination in the second phase is given as

yd =
√
Pr (
√
%1x̂1hr1d +

√
%2x̂2hr2d) + wd, (3.83)

where Pr is the total power of relay and allocated8 by %1 and %2 where %1 + %2 = 1. x̂1

and x̂2 are the detected/estimated symbols at the relays. Finally, the destination firstly

detects x1 symbols and subtracts it from total received signal (i.e., SIC) and detects x2

symbols.

3.5.3.2 Performance Analysis

In this section, only BEP analysis for NOMA-DRN is provided unlike rest of thesis where

three KPIs (BEP, outage and sum rate) are analyzed, since the considered system has

been proposed in [146] and some initial analysis has been already provided. In addition,

based on our investigations on NOMA-CRS, it is revealed that NOMA-DRN is a non-

equiprobable communication and to point out that BEP analysis is provided. Since two

independent symbols are transmitted to destination at the same time, end-to-end BEP

of NOMA-DRN is given as

P (e2e)(e) =
P

(e2e)
x1 (e) + P

(e2e)
x2 (e)

2
, (3.84)

where P
(e2e)
x1 (e) and P

(e2e)
x2 (e) denote e2e BEP for x1 and x2 symbols, respectively. Since

the total communication is completed in two phases, with the law of total probability,

e2e BEP of each symbol is obtained by

P (e2e)
x1

(e) = (1− P (sr1)
x1

(e))P (r1d)
x1

(e) + P (sr1)
x1

(e)(1− P (r1d)
x1

(e),

P (e2e)
x2

(e) = (1− P (sr2)
x2

(e))P (r2d)
x2

(e) + P (sr2)
x2

(e)(1− P (r2d)
x2

(e),
(3.85)

where P
(srk)
xk (e) and P

(rkd)
xk (e), k = 1, 2 denote the BEP of xk symbols in the first phase

between S − Rk and in the second phase between Rk −D, respectively. In order to de-

rive e2e BEP of NOMA-DRN, BEP of each symbol during each phase should be firstly

derived.

8Although the relay nodes could have independent power constraints, for the total power consumption
such assumption is reasonable and has been made in existing studies of DRN [146] and uplink NOMA
[38].
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Figure 3.7: The received signal representations for NOMA-DRN

Based on the results of Chapter 2, it is known that error performance of a NOMA involved

system is highly dependent to chosen modulation constellation. In this section, both

symbols (x1 and x2) are assumed to be modulated by BPSK9. Since the two symbols are

transmitted on the same resource block after superposition coding, the received signal

at the relays is given10 in Figure 3.7.a.(i). One can easily see that the received signals

have different energy levels according to which x1 and x2 symbols are sent (i.e., events

A or B). Thus, in error analysis, those two different cases with their priori probabilities

should be also considered. In the first phase, relays receive superposition coded symbol

as downlink-NOMA. Thus, the BEP at the relays can be obtained by repeating the steps

of downlink NOMA considering the new total superposition coded symbol constellation

(i.e, BPSK for both symbols as in Figure 3.7.a.(i)). Since the R1 detects x1 symbols by

9Although higher level modulation constellation can be considered, we think that this is reasonable
assumption since the BEP analysis for cooperative relaying systems is provided for BPSK in almost
all literature [97–102] In addition, with higher modulation constellation, the priori probabilities of
non-equiprobable communication can be intractable and make the analysis very complex.

10For simplicity, the effects of channel fading and noise are not represented.

72



pretending x2 symbols as noise, considering the BPSK ML decision rule and with the aid

of (2.21)-(2.23), the BEP of x1 symbols at R1 is derived as

P (sr1)
x1

(e|hsr1 ) =
∑
i

p(i1st)Q
(√

2εiγsr1

)
, (3.86)

where γsr1 , |hsr1|
2 and by averaging over instantaneous channel fading, the average BEP

is derived as

P (sr1)
x1

(e) =
∑
i

p(i1st)

(
0.5

(
1−

√
εiσ2

sr1

N0 + εiσ2
sr1

))
, i = A,B, (3.87)

where p(i1st) i = A,B denotes the priori probability of event i may occur in the

first phase which is to be 0.5 since it is mostly assumed that x1 and x2 have differ-

ent symbols with equal probability in communication systems. εA =
(√

α1Ps +
√
α2Ps

)2
,

εB =
(√

α1Ps −
√
α2Ps

)2
are defined based on the superposition coded symbols.

On the other hand, R2 detects x2 symbols by implementing SIC. Thus, the correct SIC

and erroneous SIC cases likewise near user in downlink NOMA should be considered.

By taking account of correct detection of x1 symbols at R2 and subtracting them from

received symbol, with the aid of (2.24)-(2.26), the BEP of x2 symbols at R2 under correct

SIC (see Figure 3.7.a(ii)) is given as

P (sr2)
x2

(e|hSR2
∩correctx1 ) = p(A1st)

(
Q
(√

2εCγsr2

)
−Q

(√
2εAγsr2

))
+p(B1st)Q

(√
2εCγsr2

)
.

(3.88)

Then, considering the erroneous SIC case, the BEP of x2 symbols at R2 under erroneous

SIC (see Figure 3.6.a(iii)) is derived as by following steps (2.27)-(2.29),

P (sr2)
x2

(e|hsr2∩errorx1 ) = p(A1st)Q
(√

2εDγsr2

)
+ p(B1st)

(
Q
(√

2εBγsr2

)
−Q

(√
2εEγsr2

))
,

(3.89)

εC = α2Ps, εD =
(
2
√
α1Ps +

√
α2Ps

)2
and εE =

(
2
√
α1Ps −

√
α2Ps

)2
are defined. By

summing two cases and by averaging over instantaneous channel fading, the total BEP

of x2 symbol at R2 is derived as

P (sr2)
x2

(e) =0.5(1−

√
εCσ2

sr2

N0 + εCσ2
sr2

) +
p(A1st)

2

(√
εAσ2

sr2

N0 + εAσ2
sr2

−

√
εDσ2

sr2

N0 + εDσ2
sr2

)

+
p(A1st)

2

(
−

√
εBσ2

sr2

N0 + εBσ2
sr2

+

√
εEσ2

sr2

N0 + εEσ2
sr2

)
.

(3.90)
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In the second phase of communication, relays forward estimated/detected symbols (i.e.,

x̂1 and x̂2) on the same resource block. The received signal at destination becomes

a superimposed signal from different sources/users likewise in uplink-NOMA. Thus, in

order to derive BEP of second phase, the steps in uplink-NOMA (Section 2.3.2) can be

repeated. Total received signal at destination is given in Figure 3.7.b(i). x1 symbols

are detected at the destination by treating x2 symbols as noise. Considering the BPSK

decision rule, with the aid of steps (2.52)-(2.54), the BEP of x1 symbols in the second

phase is derived as

P (r1d)
x1

(e|ζi) =
∑
i

p(i2nd)Q
(√

2ζi

)
i = A,B, (3.91)

where ζA =
(√

%1Pr
∣∣hr1d∣∣+

√
%2Pr

∣∣hr2d∣∣)/√N0 and ζB =
(√

%1Pr
∣∣hr1d∣∣−√%2Pr ∣∣hr2d∣∣)/√N0.

On the other hand, the BEP of x2 symbols should be handled for two cases: correct

SIC (see Figure 3.7.b(ii)) and erroneous SIC (see Figure 3.7.a(iii)). By considering the

correct/erroneous probability of x1 symbols at destination and BPSK decision rule, the

BEP of x2 symbols in the second phase under correct SIC with the aid of steps (2.58)-

(2.59)

P (r2d)
x2

(e|ζi∩correctx1 ) = p(A2nd)
(
Q
(√

2ζC

)
−Q

(√
2ζA

))
+p(B2nd)Q

(√
2ζC

)
, (3.92)

under erroneous SIC with the aid of steps (2.60)-(2.61)

P (r2d)
x2

(e|ζi∩errorx1 ) = p(A2nd)Q
(√

2ζD

)
+ p(B2nd)

(
Q
(√

2ζB

)
−Q

(√
2ζE

))
, (3.93)

where ζC =
√

%2Pr/N0 |hr2d|, ζD =
(
2
√
%1Pr

∣∣hr1d∣∣+
√
%2Pr

∣∣hr2d∣∣)/√N0 and

ζE =
(
2
√
%1Pr

∣∣hr1d∣∣−√%2Pr ∣∣hr2d∣∣)/√N0. Then, by summing two cases the BEP of x2 symbols

in the second phase is obtained as

P (r2d)
x2

(e) =Q
(√

2ζC

)
+ p(A2nd)

(
−Q

(√
2ζA

)
+Q

(√
2ζD

))
+ p(B2nd)

(
Q
(√

2ζB

)
−Q

(√
2ζE

))
.

(3.94)
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In the BEP analysis of uplink NOMA (Section 2.3.2.3), some assumptions/approximations

have been provided to derive closed-form expressions. Since, to the best of our knowledge,

eq. (3.94) cannot be derived in the closed-form, with the aid of Corollary 2.1, the term

Q
(√

2ζA
)

in (3.91) and (3.94) and the term Q
(√

2ζD
)

in (3.94) can be neglected. Then,

with the aid of provided approximation in Lemma 2.1, the approximated BEPs in the

second phase become as

P (r1d)
x1

(e) ≈ p(B2nd)
%2Prσ

2
r2d

%1Prσ2
r1d

+ %2Prσ2
r2d

, (3.95)

and

P (r2d)
x2

(e) ≈

0.5

(
1−

√
%2Prσ2

r2d

1 + %2Prσ2
r2d

)
+ p(B2nd)

(
%2Prσ

2
r2d

%1Prσ2
r1d

+ %2Prσ2
r2d

−
%2Prσ

2
r2d

4%1Prσ2
r1d

+ %2Prσ2
r2d

)
.

(3.96)

Corollary 3.1. Based on the exact and approximated analysis, one can easily see that

the priori probabilities of the superimposed symbols in the second phase have dominant

effect on the error performance. Hence, the priori probabilities should be derived.

Lemma 3.1. It is mostly expected that the priori probabilities of events A and B have

equal probability in the first phase. However, in the second phase of communication

p(A2nd) ≥ p(B2nd) even if p(A1st) = p(B1st) in the first phase. In particular in the low

SNR regime, hence the error performance of second phase is dominated by the symbols

which belong to event A or B. These priori probabilities are provided for two different

channel realizations and power allocations in Table 3.3.

Table 3.3: Priori probabilities of the non-equiprobable communication in the second
phase

α1 = 0.8, σ2
sr1

= 1, σ2
sr2

= 2 α1 = 0.7, σ2
sr1

= 2, σ2
sr2

= 10

SNR = Ps/N0(dB) SNR = Ps/N0(dB)

0 5 10 15 0 5 10 15

p(A2nd) 0.6021 0.5949 0.5559 0.5223 0.6415 0.6100 0.5588 0.5237
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Proof. Let consider the probability of the event A may occur in the second phase of

communication. One can easily see that this event depends on the detections on the

relays and the priori probability of events in the first phase. Firstly, it is assumed that

the event A has already occurred in the first phase. In this case, the event A occurs in

the second phase only if both relays detect correctly or erroneously their related symbols

(R1 → x1 and R2 → x2) at the same time, and the conditional probability is given as

p(A2nd|A1st) = (1− P (sr1)
x1

(e|A1st))(1− P (sr2)
x2

(e|A1st)) + P (sr1)
x1

(e|A1st)P
(sr2)
x2

(e|A1st), (3.97)

On the other hand, if B occurs in the first phase, the event A occurs in the second phase

only if one of the relays detects erroneously the related symbols. It is given as

p(A2nd|B1st) = P (SR1)
x1

(e|B1st)(1− P (SR2)
x2

(e|B1st)) + (1− P (SR1)
x1

(e|B1st))P
(SR2)
x2

(e|B1st),

(3.98)

where conditional probabilities denote the error probability when the related condition

event occurred. Total probability is given as

p(A2nd) = p(A1st)p(A2nd|A1st) + p(B1st)p(A2nd|B1st), (3.99)

and with the aid of total probability law

p(B2nd) = 1− p(A2nd). (3.100)

Substituting related expressions from (3.86) and (2.39) into (3.99) and (3.100), the priori

probabilities are derived and so the proof is completed.

3.6 NUMERICAL RESULTS

In this section, validations of the derived expressions are provided for all three concepts

of the interplay between NOMA and cooperative communications. Firstly, validations

of derived EC, OP and BEP expressions are provided for C-NOMA and TBS-C-NOMA.

Extended simulations for C-NOMA and TBS-C-NOMA are presented in Chapter 5 to

compare conventional NOMA networks. Then, validations for derived expressions and ex-

tended simulations are presented for both relay-assisted-NOMA and NOMA-CRS schemes

in this section.
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Figure 3.8: Ergodic capacity of C-NOMA and TBS-C-NOMA when α1 = 0.2, α2 = 0.8

Cooperative-NOMA networks: Theoretical curves and simulations of EC for C-

NOMA and TBS-NOMA11 are presented when σ2
s1 = 10dB,σ2

s2 = 0dB and σ2
r = 10dB

and it is also assumed Pr = Ps/2. The power allocation coefficients are assumed to

be α1 = 0.2, α2 = 0.8 and α1 = 0.1, α2 = 0.9 in Figure 3.8 and Figure 3.9, respec-

tively. The results of TBS-C-NOMA are given for five different fixed-threshold values

SINRth = 1, 1.5, 2, 2.5, 3 and SINRth = 2, 4, 6, 7, 8 for figures, respectively. The results

of TBS-C-NOMA are also presented for the derived optimum threshold value given in

Section 3.3.3.2. One can easily see that, introducing threshold values causes relay to be

silent in some cases, hence the achievable rate may decrease since only direct link remains.

Nevertheless, with the use of optimum threshold, the same ergodic capacity performance

with C-NOMA is obtained.

Then, the outage performance of both C-NOMA and TBS-C-NOMA are provided for the

11C-NOMA and TBS-C-NOMA are proposed to enhance performance of UE2 in donwlink NOMA
networks. Hence, the analytical deductions and simulations of C-NOMA and TBS-C-NOMA are
provided only for UE2. Results of UE1 are not presented since they will be same with conventional
downlink NOMA networks.
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Figure 3.9: Ergodic capacity of C-NOMA and TBS-C-NOMA when α1 = 0.1, α2 = 0.9

same conditions in Figure 3.10 and Figure 3.11.

The error performances of C-NOMA and TBS-C-NOMA are evaluated for all six modes

given in Table 3.1 in Figure 3.12 and Figure 3.13, respectively. The channel conditions

are assumed to be same as in EC and OP results. The power allocation coefficient pairs

are chosen as α1 = 0.2, α2 = 0.8 and the threshold value for TBS-C-NOMA is assumed

to be SINRth = 2. One can see that derived expressions match perfectly with simula-

tions for both C-NOMA and TBS-C-NOMA. As seen from Figure 3.12, C-NOMA cannot

achieve full diversity order (i.e., 2) although cooperative communication is applied. This

is caused by the error propagation from UE1 to UE2. This can be resolved by TBS-

C-NOMA as seen in Figure 3.13. Nevertheless, TBS-C-NOMA is also affected by error

propagation in high SNR regime and the diversity order can not be achieved by fixed-

threshold value. Thus, comparison of C-NOMA and TBS-C-NOMA are provided also

with different threshold values in Figure 3.14. The channel conditions are assumed to be

same with previous figures. As constellations mode 3 is chosen (i.e., QPSK and BPSK).

One can easily see that TBS-C-NOMA with optimum threshold outperforms all fixed
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Figure 3.10: Outage performances of C-NOMA and TBS-C-NOMA when α1 =
0.2, α2 = 0.8 and ŔCN = ŔSCN = 0.5BPCU
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Figure 3.11: Outage performances of C-NOMA and TBS-C-NOMA when α1 =
0.1, α2 = 0.9 and ŔCN = ŔSCN = 1BPCU
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Figure 3.12: Error performance of C-NOMA when α1 = 0.2, α2 = 0.8

values in all SNR regime and provides full diversity order.

Relay-assisted-NOMA networks: As the second concept, numerical results for relay-

assisted-NOMA networks are provided and derived BER expressions are validated via

simulations. In this section, α2 > α1 is firstly assumed as defined in the system model

-conventional relay-assisted-NOMA- and α2 = %2 is assumed. Error performances of users

are provided for different channel conditions. In Figure 3.15, BER performances are pro-

vided when σ2
sr = 3dB, σ2

r1 = 3dB, σ2
r2 = 0dB and Pr = Ps/2. As expected, with the

change of power allocations error performances of users change inversely.

Then, the effect of relay power on the error performances of users is investigated in Figure

3.16. The conditions are assumed to be same with previous Figure 3.15 and the power

allocations are α2 = %2 = 0.3. As seen from Figure 3.16, relay power has the main role

on the error performances since there is no direct link between BS and users.

Numerical results for the error performances of users for different σ2
sr are given in Figure
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Figure 3.13: Error performance of TBS-C-NOMA when α1 = 0.2, α2 = 0.8 and
SINRth = 2
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3.17. Since both users’ symbols are detected at relay and then forwarded, increase in

channel quality between source and relay provides performance gain for both users. In

Figure 3.17, σ2
r1 = 3dB, σ2

r2 = 0dB, α2 = %2 = 0.3 and Pr = Ps/2 are assumed.

The performances of reversed relay-assisted-NOMA are investigated when power alloca-

tion at the BS is reversed (i.e., α1 > α2).

In the given above results, one can easily see that derived BEP expressions match per-

fectly with simulations. Nevertheless, it is hereby noteworthy that relay-assisted-NOMA

networks can be applied in reverse by changing power allocations at the source -detecting

order at relay-. The performances of reversed relay-assisted-NOMA are investigated when

power allocation at the BS is reversed (i.e., α1 > α2). In the following simulations, perfor-

mances of both considered relay-assisted-networks: conventional (α2 > α1) and reversed

(α1 > α2) are investigated. Then, the optimum power allocation pairs for both scenarios

is discussed under EC, OP and BER constraints. Firstly in Figure 3.18, EC compari-

son between conventional and reversed relay-assisted-NOMA networks are provided when
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Figure 3.18: Ergodic rate comparison between conventional and reversed relay-assisted-
NOMA a) β = 0.05 b)β = 0.001

σ2
sr = 10dB, σ2

r1 = 10dB, σ2
r2 = 0dB and α2 = %2 = 0.8 for conventional relay-assisted-

NOMA -in reversed network, complementary of α2 is used (i.e., α1 = %2 = 0.8)-. It is

clear that when the imperfect SIC factor gets higher, reversed scheme provides better

individual rates and sum-rate.

Then, for the same conditions, outage performance comparison between conventional and

reversed relay-assisted-NOMA networks is provided in Figure 3.19. For both imperfect

SIC factor (β), reversed network offers better outage performance for UE1. On the other

hand, UE2 has almost the same outage performance in both networks.

BER comparisons are provided for conventional and reversed relay-assisted-NOMA net-

works in Figure 3.20. The channel conditions and power allocation pairs are assumed to

be same within the figures EC and outage comparisons. One can easily see from Figure

3.20 that reversed network provides better BER performance.
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assisted-NOMA when Ŕ1 = 0.5 and Ŕ2 = 1 a) β = 0.05 b)β = 0.001

0 5 10 15 20 25 30

s
 (P

s
/N

0
) (dB)

10-4

10-3

10-2

10-1

100

e2
e 

B
ER

UE
1
 conven.

UE
2
 conven.

UE
1
 reversed

UE
2
 reversed

Figure 3.20: Error performance comparison between conventional and reversed relay-
assisted-NOMA

85



Figure 3.21: Optimum power allocation pairs for relay-assisted-NOMA under maximum
EC constraint when ρs = 20dB and β = 0.05 a) conventional network b) reversed network

In addition, the effect of power allocation pairs is investigated for both conventional and

reversed relay-assisted-NOMA under different constraints. Firstly, EC maximization is

considered, hence sum-rates of networks are provided with the change of power alloca-

tion pairs in Figure 3.21 when σ2
sr = 10dB, σ2

r1 = 10dB, σ2
r2 = 0dB, ρs = 20dB and

β = 0.05. In this case, one can see that conventional network achieves maximum sum

rate when α1 ∼ 0.3 and %1 ∼ 0.45 whereas reversed network achieves its maximum sum

rate α1 ∼ 0.55 and %1 ∼ 0.1.

For the same conditions, outage comparisons of the users are provided with the change of

power allocation coefficients in Figure 3.22 and Figure 3.23, respectively. In Figure 3.22,

in terms of the outage of UE1 when Ŕ1 = 0.5BPCU , the optimum power allocation pairs

are α1 ∼ 0.45, %1 ∼ 0.45 and α1 ∼ 0.9, %1 ∼ 0.45 for conventional and reversed networks,

respectively. In Figure 3.23, in terms of the outage of UE2 when Ŕ2 = 1BPCU , optimum

power allocation pairs are seen as α1 ∼ 0.05, %1 ∼ 0.05 and α1 ∼ 0.55, %1 ∼ 0.05 for

conventional and reversed networks, respectively.
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Figure 3.22: Optimum power allocation pairs for relay-assisted-NOMA under minimum
OP of UE1 constraint when ρs = 20dB, β = 0.05 and Ŕ1 = 0.5BPCU a) conventional
network b) reversed network

Figure 3.23: Optimum power allocation pairs for relay-assisted-NOMA under minimum
OP of UE2 constraint when ρs = 20dB, β = 0.05 and Ŕ2 = 1BPCU a) conventional
network b) reversed network
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Figure 3.24: Optimum power allocation pairs for relay-assisted-NOMA under minimum
BER of UE1 constraint when ρs = 20dB a) conventional network b) reversed network

Lastly, optimum power allocation pair discussion is provided under BER constraints of

users. E2e BER of users are presented according to power allocation pairs in Figure 3.24

and Figure 3.25 for UE1 and UE2, respectively. The channel conditions are the same with

previous comparisons. According to figures, optimum power allocation pairs for UE1 are

α1 ∼ 0.25, %1 ∼ 0.25 and α1 ∼ 0.95, %1 ∼ 0.2 for conventional and reversed networks,

respectively. On the other hand, optimum power allocation pairs for UE2 are α1 ∼ 0.05,

%1 ∼ 0.05 and α1 ∼ 0.8, %1 ∼ 0.05 for conventional and reversed networks, respectively.

Considering all these discussions on optimum power allocation, it is worthy to note that

power allocation pairs cause a trade-off between performances of users. Hence, it is not

possible to provide a global optimum power allocation pair. It should be determined

according to used scheme and the users’ demands (QoS criteria). In some cases, data

reliability (BER) has priority and in some cases to be reached out (not to be in outage)

has that priority, hence it should be designed what user demands.
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Figure 3.25: Optimum power allocation pairs for relay-assisted-NOMA under minimum
BER of UE2 constraint when ρs = 20dB a) conventional network b) reversed network

NOMA-based cooperative relaying systems (NOMA-CRS): As the third/last

concept for the interplay between NOMA and cooperative communication, numerical re-

sults for NOMA-CRS are presented in the following. As mentioned previously, EC and

OP of NOMA-CRS schemes have been investigated widely in the literature, hence only

simulations are presented briefly for them. However, to the best of our knowledge, BEP

of NOMA-CRS is firstly investigated in the literature, hence extended simulations are

provided on BER of NOMA-CRS in order to both validate analysis and to investigate

error performance of NOMA-CRS in detail. EC and OP of NOMA-CRS are provided

in Figure 3.26 and Figure 3.27, respectively. σ2
sr = 10dB, σ2

sd = 0dB and σ2
rd = 10dB

are assumed. The power allocation coefficients are chosen as α1 = 0.1, α2 = 0.9 and the

power of the nodes are equal Ps = Pr as in [142]. In the capacity and outage compar-

isons, results for conventional cooperative relaying systems with HD such as [97] are also

provided. One can see from the results that NOMA-CRS outperforms conventional CRS

in terms of both EC and OP.
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Figure 3.26: EC comparison for NOMA-CRS and conventional CRS
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Figure 3.27: OP comparison for NOMA-CRS and conventional CRS
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The derived BEP expressions are validated in Figure 3.28. The channel conditions are

assumed to be the same with previous EC and OP comparisons. The results are provided

for different power allocation coefficients. Based on the results, one can say that power

allocation has not always same effect on BER performance since with the increase of α1,

BER performance of NOMA-CRS firstly increases and then decreases. It can be explained

as: Increasing α1 provides better BER for x1 symbols and overall BER performance is in-

creased, however when this increase continues, it will pull down the BER performance of

x2 symbols and it dominates the overall performance. In addition, for all power allocation

coefficients, NOMA-CRS has worse BER performance than conventional CRS which is

expected since conventional CRS has no inter-symbol-interference (ISI). Considering the

system model of NOMA-CRS, one can easily say that link qualities between nodes have

dominant effect on error performance of NOMA-CRS as in all communications systems.

Nevertheless, in NOMA-CRS, since NOMA is implemented in the first phase, optimum

power allocation should be considered according to channel qualities. One can easily

see that in the second phase of NOMA-CRS, there is no ISI, hence the performance of

x1 symbols is dominated by link between source and relay. Thus, if this link is good

enough, the power allocated to x2 symbols should be increased and vice versa. In order

to emphasize this, optimum power allocation is investigated with the channel qualities

between source-relay-destination. Letting the linear sum of the average channel powers

between source-relay and relay-destination (i.e., σ2
sr + σ2

rd) does not change, e.g. in the

previous figure, σ2
sr = 10 and σ2

rd = 10 is assumed, hence if σ2
sr = 5 is assumed then, it

will be σ2
rd = 15. With this assumption, mutual optimum power allocation is provided

for NOMA-CRS in Figure 3.29 when ρs = 20dB. One can easily see that if the relay is

close to the source (high σ2
sr), it should be used lower α1, if it is close to the destination

(low σ2
sr), higher α1 should be chosen.

Lastly in this chapter, numerical results are provided for NOMA-DRN as a subset of

NOMA-CRS. In Figure 3.30, error performance of NOMA-DRN is presented for two dif-

ferent scenarios. In Scenario I, σ2
sr1

= 1, σ2
sr2

= 10, σ2
r1d

= 9, σ2
r2d

= 2 and, Scenario

II, σ2
sr1

= 2, σ2
sr2

= 10, σ2
r1d

= 9, σ2
r2d

= 3. The power allocation coefficients are given

α1 = 0.9602, %1 = 0.8011 and α1 = 0.8816, %1 = 0.6055 which are given as sub-optimum

coefficients for given scenarios, respectively [146]. In the results, bit error rate (BER)

91



0 5 10 15 20 25 30 35 40

s
 (P

s
/N

0
)(dB)

10-5

10-4

10-3

10-2

10-1

100
B

ER

Theoretical
NOMA-CRS, 

1
=0.1

NOMA-CRS, 
1
=0.2

NOMA-CRS, 
1
=0.3

NOMA-CRS, 
1
=0.4

Conventional CRS

24.8 25 25.2

1.2

1.4

1.6
10-3

Figure 3.28: BER performance comparison for NOMA-CRS and conventional CRS

Figure 3.29: BER performance of NOMA-CRS with the change of average power of
source-relay link (σ2

sr) and power allocation (α)
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Figure 3.30: BER performance of NOMA-DRN

for x1, x2 symbols and average BER for NOMA-DRN are provided. Based on the sim-

ulations, it is noteworthy that derived one-degree integral form of exact BEP matches

perfectly with simulation. In addition, provided approximate expression matches well

also. Furthermore, in order to show the effect of power allocation coefficients (i.e., αk, %k,

k = 1, 2), e2e BER of NOMA-DRN is provided with the change of α1 and %1, in Figure

3.31 when SNR = 15dB and SNR = 20dB. Based on provided simulation results, opti-

mum power allocation pairs which minimize e2e BER of NOMA-DRN for given scenarios

are α1 ' .875, %1 ' .925, and α1 ' .900, %1 ' .925, respectively.

In order to validate derived priori probabilities (i.e., p(A2nd), p(B2nd)) and to emphasize

their effect, error performance for second phase of NOMA-DRN is provided in Figure 3.32.

Simulation results are given for two different schemes. In Scenario III, α1 = 0.8, σ2
sr1

= 1,

σ2
sr2

= 2, β1 = 0.8, σ2
r1d

= 2, σ2
r2d

= 1 and in Scenario IV, α1 = 0.7, σ2
sr1

= 2, σ2
sr2

= 10,

β1 = 0.7, σ2
r1d

= 10, σ2
r2d

= 2. Theoretical curves for non-equiprobable communication are

provided according to derived priori probabilities in Lemma 3.1. Theoretical curves for

equiprobable communication are also presented as if p(A2nd) = p(B2nd). One can easily
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Figure 3.31: Optimum power allocation pairs for NOMA-DRN under minimum BER
constraint a) ρs = 15dB b) ρs = 20dB
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Figure 3.32: BER performance in the second phase of NOMA-DRN (uplink NOMA)
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see that derived priori probabilities are correct and analytical analysis matches perfectly

with simulations. The effect of this non-equiprobable communication has dominant effect

especially in the low SNR regime (green circle in Figure 3.32).
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CHAPTER 4

INTERPLAY BETWEEN NOMA AND SPATIAL MODULATION

4.1 BACKGROUND FOR SPATIAL MODULATION

Index modulation (IM) techniques [150, 151] have attracted tremendous attention where

information bits are conveyed to the destination by not only conventional modulation

schemes (M-ary) but also mapping to different indexes such as antenna [152], sub-

carrier [153], RF mirror [154] etc. Spatial modulation is a subset of IM. In SM [155,156],

unlike in V-BLAST, only one transmit antenna is activated during one symbol duration

and this active antenna index is determined according to information bits. Remaning

information bits are modulated by M-ary modulation and transmitted by activated an-

tenna. An illustration of SM is shown in Table 4.1, where k = 4 bits are intended to

be transmitted in one symbol duration. The transmitter has Nr = 4 transmit antennas,

hence n = log2(Nt) = 2 bits are mapped into transmit antenna index and renaming

m = 2 bits are modulated by QPSK/4-QAM.

SM is a very promising technique owing to following superiority to conventional MIMO

systems

� In SM, channel correlations are eliminated, hence SM requires much less complex

receivers compared to conventional MIMO systems such as V-BLAST.

� Only one Radio Frequency (RF) chain is required in SM.

� It is not required to synchronize antennas and any limit for receiver antenna number

exists no more.

� Capacity is increased since additional bits are conveyed through the antenna index.
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Table 4.1: SM for Nr = 4 and M = 4

Information Bits conveyed Bits conveyed Activated Transmitted

bits in Antenna Index by QPSK Antenna Index Base-band Symbols

{0000} {00} {00} 1 {−1/2,−j/2}

{0001} {00} {01} 1 {−1/2, j/2}

{0010} {00} {10} 1 {1/2,−j/2}

{0011} {00} {11} 1 {1/2, j/2}

{0100} {01} {00} 2 {−1/2,−j/2}

{0101} {01} {01} 2 {−1/2, j/2}

{0110} {01} {10} 2 {1/2,−j/2}

{0111} {01} {11} 2 {1/2, j/2}

{1000} {10} {00} 3 {−1/2,−j/2}

{1001} {10} {01} 3 {−1/2, j/2}

{1010} {10} {10} 3 {1/2,−j/2}

{1011} {10} {11} 3 {1/2, j/2}

{1100} {11} {00} 4 {−1/2,−j/2}

{1101} {11} {01} 4 {−1/2, j/2}

{1110} {11} {10} 4 {1/2,−j/2}

{111} {11} {11} 4 {1/2, j/2}

On the other hand, main disadvantages of SM can be considered as follow: if the chan-

nels are not totaly uncorrelated (within transmit antennas), the error performance of SM

gets worse. When the bits conveyed in antenna index increase, the number of transmit

antenna increase exponentially.

Space Shift Keying (SSK) is a spacial case of SM where the information bits are only

mapped into transmit antenna index. SSK requires even less complex receivers than SM

and it can perform as SM [157]. Hence, SSK has been widely analyzed in literature and

various SSK schemes have been investigated such as Generalized-SSK (GSSK) [158]. In

addition to SSK, SM/IM variants have attracted recent attention such as space time

block coded SM (STBC-SM) [159], trellis coded SM (TCSM) [160,161], space time chan-
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nel modulation (STCM) /media-based modulation (MBM) [154,162] .

Thanks to its advantages, IM techniques are very promising for future wireless networks.

In addition, its implementation with other physical layer techniques is relatively simple.

Hence, in this chapter, SM is applied for multiple access and SSK as a subset of IM and

NOMA are implemented together.

4.2 RELATED WORKS AND MOTIVATION

As two promising techniques for future wireless networks, the integration of SM and

NOMA together have been investigated in literature. The authors in [163] propose to

apply NOMA with finite alphabets into MIMO SM to improve spectral efficiency of con-

ventional SM. In [163], after applying SM for each user’s symbols, the symbols of two users

are transmitted by two selected antennas (according to SM applied for each user) simulta-

neously. The mutual information is analyzed for proposed scheme (NOMA-MIMO-SM)

and it is proved that NOMA-MIMO-SM is superior to conventional MIMO-OMA and

SM. Then, the combination of SM and NOMA for the vehicle networks has been pro-

posed in [164] where a cooperative communication is considered. In the first phase of

cooperative communication, NOMA is implemented for two vehicles’ symbols and the

superposition coded symbol is transmitted by BS -infrastructure to vehicles (I2V)-. In

the second phase of communication, one of the vehicle -relay- operates as a relay for

both mobile user in that vehicle and other vehicle (V2V). The relay applies SM for other

vehicles symbols and transmits superposition coded symbol (NOMA) of user and vehicle

by activated antenna. The spectral efficiency is analyzed for the proposed system and

BER simulations are provided.

The aforementioned studies consider NOMA implementation in SM to increase spectral

efficiency of conventional SM. However, the considered model in this chapter much differs

from this concept and the motivation of this chapter is much beyond. As proved in

Chapter 2, NOMA suffers from IUI and this IUI causes poor BER performance compared

to OMA [85]. In addition to poor BER performance, when the number of user in a resource

block is increased, the advantage of NOMA may also be trivial in terms of achievable

rate. Thus, most of studies in literature and the standards consider only two NOMA
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users in a resource block [7–9]. To this end, a new or hybrid multiple access design which

can compete with OMA in terms of BER and with NOMA in terms of achievable rate, is

required. Hence, for two users networks, SM aided multiple antenna network is considered

in [165] which is called as spatial multiple access [166] and detail performance analysis

is provided for three of KPIs (i.e., EC, OP, BER). Nevertheless, [165] and [166] still

consider two users in a resource block. Thus, the combination of SSK/GSSK with NOMA

is introduced where cell-edge user(s) is(are) multiplexed in spatial domain [167, 168].

Although the proposed concepts in [167, 168] are promising, the considered models have

unrealistic assumptions such as NOMA symbols are known at cell-edge user(s), thus the

provided detector cannot detect symbols when this strict-assumption is relaxed and there

is no analytical evaluation for considered models. To this end, SSK-NOMA is proposed

with a optimum detector at the cell-edge user [169]. In addition, closed-from expressions

of EC, OP and BEP are derived for the proposed models.

4.3 SPATIAL MULTIPLE ACCESS (SMA)

4.3.1 System Model

A downlink MIMO scenario is considered where a base station (BS) and two mobile users

(i.e., UE1 and UE2) are located. BS and users are equipped with Nt and Nr antennas,

respectively. The channel gain between BS and each user are defined as Hi, i = 1, 2 where

Hi ⊂ CNr×Nt . Hi consists of hi,j = [hi,j,1, hi,j,2, . . . , hi,j,Nr ]
T , j = 1, 2, . . . , Nt vectors.

hi,j,k, j = 1, 2, . . . , Nt, k = 1, 2, . . . , Nr are assumed to be independent and identical

distributed. hi,j,k follow CN(0, σ2
si), i = 1, 2 where σ2

si denotes the average channel power

which is related to distance between BS and user i likewise throughout this dissertation.

σ2
s1 > σ2

s2 is assumed. Thus, likewise in all NOMA schemes, the UE1 and UE2 can be

considered as intra-cell user and cell-edge user, respectively. As shown in Figure 4.1, BS

implements Spatial Multiple Access (SMA) to convey the symbols of users. SMA is based

on applying Spatial Modulation (SM) principles for the symbols of different users. Hence,

the binary symbols of UE1 are modulated according to an M-ary modulation constellation

whereas binary symbols of UE2 are mapped into transmit antenna index -Space Shift
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Figure 4.1: The illustration of SMA

Keying (SSK)- only which be activated during symbol duration1. The resulting transmit

vector for BS is given as

x =[

Nt︷ ︸︸ ︷
0 0...x1...0 0]T ,

↑ vthposition
(4.1)

where x1 is modulated base-band signal of UE1 and v is the activated transmit antenna

index which is determined according to binary symbol of UE2 intended to be transmitted.

The revived signal vector for each user is given as

yi =
√
PsHix + wi, i = 1, 2, (4.2)

where Ps is the transmit power of BS and wi Nr-dim AWGN and each dimension follows

CN(0, N0).

4.3.1.1 Detection at Users

4.3.1.1.1 Detection at UE1 -intra-cell user- (ML detection)

Since the symbols of UE1 are transferred according to chosen M-ary constellation, UE1

implements a ML detector for received vector byNr receive antennas. Thus, it implements

MRC and detects own symbols as

x̂1 = argmin
n

∥∥∥y1 −
√
Psh1,vx1,n

∥∥∥2

, n = 1, 2, ..M1, (4.3)

1Although the users are assigned into different domains and power allocation is not implemented
likewise conventional NOMA, SMA is a NOMA scheme since two users are served in the same resource
block.
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where x1,n denotes the complex base-band signal at the point of n for M1-ary modulation

constellation.

4.3.1.1.2 Detection at UE2 -cell-edge user- (SM detection)

The symbols of UE2 are mapped into transmit antenna index. Thus, in order to obtain

transmitted symbols of UE2, it should be estimated which transmit antenna is activated.

This can be done by SSK demodulation given in [157]. However, complex base-band x2

symbols are transmitted from the selected/activated transmitted antenna in SMA likewise

SM rather than only the transmit SNR in SSK. Thus, optimum detector for SMA is SM

detector in [155] rather than SSK detector [157] although SSK is used to transmit symbols

of UE2 -mapped into only transmit antenna index-. The optimum ML detector for UE2

symbols is given as

[v̂, x̂1] = argmin
v,n

√
ρs ‖gv,n‖2

F − 2Re{y2
Hgv,n}, (4.4)

where v = 1, 2, ..Nt and n = 1, 2, . . .M1. gv,n = h2,vx1,n is defined and ρs = Ps/N0 is the

average SNR for each antenna.

4.3.2 Performance Analysis

4.3.2.1 Ergodic Capacity Analysis

The achievable (Shannon) capacities of the users for the proposed SMA system are

R1
(SMA) = log2 (1 + SNR1),

R2
(SMA) = log2 (Nt),

(4.5)

where

SNR1 = ρs ‖h1,v‖2 , (4.6)

Letting γs1 , ‖h1,v‖2, in this case γs1 will be chi-square distributed with 2Nr degree of

freedom and the PDF is given [149] as

pγs1(γs1) =
γs1

Nr−1e− γs1/σ
2
s1

Γ(Nr)σ2
s1
Nr

, (4.7)

where Γ(.) is the Gamma function [89, eq. (8.32)].
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The ergodic capacity for UE1 is given by

C
(SMA)
1 =

∞∫
0

log2 (1 + ρsγs1)pγs1(γs1)dγs1. (4.8)

By substituting PDF given (4.7) into (4.8), with utilizing [89, eq. (4.337.5)] and after

some simplifications, ergodic capacity for UE1 is derived as

C
(SMA)
1 =

log2 e

Γ(Nr)

Nr−1∑
λ=0

(Nr − 1)!

(Nr − λ− 1)!

×

(
(−1)Nr−λ−2

(ρsσ2
s1)

Nr−λ−1
e
1/

(
ρsσ

2
s1

)
Ei

(
− 1

ρsσ2
s1

)
+

Nr−λ−1∑
η=1

(η − 1)!

(−ρsσ2
s1)

Nr−λ−η−1

)
.

(4.9)

Although the achievable rate of UE2 only depends on the number of transmit antenna

(4.5), some researches/studies assume that the achievable rate of SSK is defined as the

binary bits detected correctly. Hence, the achievable rate of UE2 is modified as

R
(SMA)
2 = log2Nt [1− P2 (e|h2,v)] , (4.10)

where P2(e|h2,v) is the conditional BEP of UE2. Thus, the ergodic rate for UE2 is derived

by averaging achievable rate over h2,v. Then, it is derived as

C
(SMA)
2 = log2Nt [1− P2 (e)] , (4.11)

where P2 (e) is the average BEP of UE2 and it will be derived in the next subsections.

Finally, likewise all schemes, the ergodic sum rate of SMA is obtained by

C(SMA)
sum = C

(SMA)
1 + C

(SMA)
2 . (4.12)

4.3.2.2 Outage Probability Analysis

The outage event occurs when the target rate cannot be achieved. Thus OPs of users are

defined as

P
(SMA)
1 (out) = P (R

(SMA)
1 < Ŕ

(SMA)
1 ),

P
(SMA)
1 (out) = P (R

(SMA)
2 < Ŕ

(SMA)
2 ),

(4.13)

where Ŕ
(SMA)
i , i = 1, 2 are target rates of users. For UE1, by substituting (4.5) into

(4.13), OP is obtained as

P1(out) = P
(
ρsγs1 < φ

(SMA)
1

)
, (4.14)
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where φ
(SMA)
1 = 2Ŕ

(SMA)
1 − 1. By using CDF of γs1 [90], it is derived as

P1(out) = 1− exp (− φ(SMA)
1 /

(
ρsσ

2
s1

)
)
Nr∑
λ=1

(φ(SMA)
1 /

(
ρsσ2

s1

)
)λ−1

(λ− 1)!
. (4.15)

For UE2, substituting (4.10) into (4.13), OP is obtained as

P2(out) = P
(

log2Nt [1− P2(e|h2,v)] < Ŕ
(SMA)
2

)
= P

(
P2(e|h2,v) ≥ ψ

(SMA)
2

)
,

(4.16)

where ψ
(SMA)
2 = 1− Ŕ

(SMA)
2

log2Nt
. Then, the OP is derived as

P2(out) =

∞∫
ψ
(SMA)
2

P2(e|γs2)pγs2(γs2)dγs2

=

∞∫
0

P2(e|γs2)pγs2(γs2)dγs2 −
ψ
(SMA)
2∫
0

P2(e|γs2)pγs2(γs2)dγs2,

(4.17)

where γs2 , ‖h2,v‖2. However, the second integral in (4.17) cannot be solved in closed-

form. Nevertheless, it is worthy to note that the OP of UE2 turns out to be average BEP

of UE2 when Ŕ
(SMA)
2 = log2Nt which is such reasonable assumption. The average BEP

of UE2 is derived in the next subsection.

4.3.2.3 Bit Error Probability (BEP) Analysis

Since only one transmit antenna is activated by BS according to UE2 symbols and mod-

ulated x1 symbols are transmitted by that activated antenna, the system model turns

out to be well-know 1×Nr single-input-multiple-output (SIMO) system in terms of UE1.

Hence, the conditional BEP for UE1 is given by

P1

(
e|h1,v

)
= ςQ (

√
νρsγs1) , (4.18)

where ς and ν changes according to chosen M1-ary modulation constellation which can

be found in [170] for various constellations. The average BEP of x1 symbols is obtained

by

P1(e) =

∞∫
0

P1

(
e|h1,v

)
pγs1(γs1)dγs1. (4.19)
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After substituting given PDF (4.7) into (4.19), with the aid of [149, eq. (64)], average

BEP of UE1 is derived as

P2(e) = ς

(
1− µ1

2

)Nr Nr−1∑
λ=0

(
Nr + λ− 1

λ

)(
1 + µ1

2

)λ
, (4.20)

where µ1 =
√

νρsσ2
s1

2+νρsσs12
.

On the other hand, in order to derive BEP of UE2, well-known union bound technique

which is commonly used for SM/SSK schemes in the literature is used since exact BEP

for SM/SSK schemes cannot be derived, to the best of our knowledge. The union bound

for SM detection is given [155] as

P (e) ≤
Nt∑
v=1

Nt∑
v̂=1

M1∑
n=1

M1∑
n̂=1

N(x1,n → x̂1,n)PEP (xv,n → xv̂,n̂)

M1Nt

, (4.21)

where xv,n denotes that the x1,n symbol is transmitted by the vth transmit antenna.

N(x1,n → x̂1,n) is the number of different bits (Hamming distance) between x1,n and

x̂1,n. PEP (xv,n → xv̂,n̂) is the pairwise error probability (PEP). Although the detector

given (4.4) detects both transmit antenna index and modulated x1 symbols mutually, the

symbols of UE2 are mapped into only the transmit antenna index. Thus, the given union

bound is simplified as

P (e) ≤
Nt∑
v=1

Nt∑
v̂=1

PEP (xv,n → xv̂,n̂)

Nt

. (4.22)

The conditional PEP for real constellations (i.e., BPSK) is given in [155] as Q(
√
κ) where

κ , ρs
2
‖gv,n − gv̂,n̂‖2

F . Considering this, PEP for general constellations is extended by

using [171, eq. (7)] and with the aid of [149, eq. (64)],

PEP (xv,n → xv̂,n̂) = µ2
Nr log2M1

Nr−1∑
λ=0

(
Nr − 1 + λ

λ

)
(1− µ2)λ , (4.23)

where µ2 = 1
2

(
1−

√
σ2
a

1+σ2
a

)
and σ2

a =
ρsσ2

2

(
|x1,n|2+|x1,n̂|2

)
4

. By substituting (4.23) into

(4.22), average BEP of UE2 is derived as

P2(e) ≤ Nt

2
µ2

Nr log2M1

Nr−1∑
λ=0

(
Nr − 1 + λ

λ

)
(1− µ2)λ . (4.24)
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4.4 SSK-NOMA

In this section, it is proposed to extend the SMA system model by combining SSK and

NOMA to serve more than two users in a resource block.

4.4.1 System Model

A downlink MIMO scheme is considered where a BS and L users (i.e., UE1, UE2, UE3, . . .

, UEL) are located. In order to achieve better performance than conventional NOMA,

both SSK and NOMA are involved together. Likewise in SMA, BS and users are equipped

with Nt and Nr antennas, respectively. The channel gain between BS and each user is de-

fined as Hi, i = 1, 2, . . . , L where Hi ⊂ CNr×Nt . Hi consists of hi,j = [hi,j,1, hi,j,2, . . . , hi,j,Nr ]
T , j =

1, 2, . . . , Nt vectors. hi,j,k, j = 1, 2, . . . , Nt, k = 1, 2, . . . , Nr are assumed to be indepen-

dent and identical distributed. hi,j,k follow CN(0, σ2
si), i = 1, 2, . . . , L where σ2

si denotes

the average channel power which is related to distance between BS and user i. Without

loss of generality, users are assumed to be sorted in ascending order of average channel

powers 2 i.e., σ2
s1 ≤ σ2

s2 ≤ σ2
s3 ≤ · · · ≤ σ2

sL. The illustration of SSK-NOMA is presented in

Figure 4.2. As shown in Figure 4.2, first user (UE1) is assigned into spatial domain and

the binary symbol of UE1 determined the transmit antenna index which will be activated

during one symbol duration. On the other hand, the other users (UE2, UE3, . . . , UEL)

are multiplexed in power domain by NOMA. Thus, the total superposition coded symbol

which will be conveyed to the users by selected/activated transmit antenna is given as

χ =
L∑
i=2

√
αixi, (4.25)

where χ ⊂ CMT and MT =
∏L

i=2Mi is defined where Mi refers the chosen Mi-ary modula-

tion level/order/size for the symbols of UEi. xi is the complex base-band symbol of users.

αi is the power allocation for the xi symbol.
∑L

i=2 αi = 1. Since the users are ordered

in ascending order according to CQI, it is assumed to be α2 > α3 > · · · > αL. Then,

the SC symbol χ is transmitted by the activated antenna index v which is determined by

2Unlike throughout this dissertation, first user (UE1) denotes cell-edge user in this section for the
notation simplicity of the equations in the performance analysis of this section.

106



Figure 4.2: The illustration of SSK-NOMA

mapping binary symbols of UE1. The transmitted vector by BS is given as

x = [

Nt︷ ︸︸ ︷
0 0 0 . . . χ . . . 0 0 0]T .

↑ vthposition
(4.26)

Thus, the received vector by each user is given as

yi =
√
PsHix + wi i = 1, 2, ...L, (4.27)

where Ps is the transmit power of BS and wi isNr-dim AWGN at users and each dimension

of it follows CN(0, N0). Based on the received signal, users detect their own symbols by

implementing proper detectors. Since both SSK and NOMA/SC are implemented, the

required detectors change according to users likewise in SMA.

4.4.1.1 Detection at Users

4.4.1.1.1 Detection at the first user (UE1) (cell-edge user-SM)

The binary symbols of UE1 are assigned into transmit antenna index by SSK modula-

tion. Hence, such a detector should be implemented at UE1 that can estimate by which

transmit antenna the complex SC symbol (χ) is transferred to the air. Hence, just as in
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SMA, SM detector should be implemented rather than SSK detector although the SSK

modulation is used on BS side. In addition, since the transmitted symbol is a SC symbol

which consists of symbols of users with different power allocation coefficient, optimal SM

detector given (4.4) should be modified. The optimal SM detector for SSK-NOMA is

given as

[v̂, χ̂k] = argmin
v,k

√
ρs ‖gv,k‖2

F − 2Re{r1Hgv,k}, (4.28)

where v = 1, 2, ..Nt and k = 1, 2, . . . ,
∏L

i=2Mi. gv,k = h1,vχk is defined and ρs = Ps/N0 is

the average SNR for each antenna. Here, χk denotes the symbol of the point k on the

total SC symbol constellation.

4.4.1.1.2 Detection at the users for UEi, i ≥ 2 (intra-cell users-NOMA)

SSK-NOMA system model can be considered as a SIMO-NOMA for the intra-cell users

(UEi, i ≥ 2). Thus, the users UEi, i ≥ 2 should detect their own symbols by using

principles of conventional downlink NOMA schemes. The second user (UE2) -with the

highest power allocation coefficient- implements ML detector to detect its own symbols

by treating symbols of remaining users noise. Then, the users with lower power allocation

coefficients (UEi, i =, 3, 4, . . . , L) implement iterative SIC detectors to detect their own

symbols. The ML detection for UE2 is given as

x̂2 = argmin
n

∥∥∥y2 −
√
α2Psh2,vx2,n

∥∥∥2

, n = 1, 2, ..M2, (4.29)

where xi,n is the symbol on the nth point of Mi-ary modulation constellation. The

UEi, i = 3, 4, . . . , L users implement i− 2 times iterative SIC processes to eliminate the

effect of symbol of users with higher power allocation (i.e., m < i). The ML detection for

UEi, i = 3, 4, . . . , L users is given as

x̂i = argmin
n

∥∥∥y′i −√αiPshi,vxi,n

∥∥∥2

, n = 1, 2, ..Mi, (4.30)

where

y′i = yi −
i−1∑
m=2

hi,v

√
αmPsx̂m, (4.31)

where x̂m is the estimated symbol of user UEm at UEi.
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4.4.1.2 Complexity

In this section, receiver complexity is analyzed for both SMA and SSK-NOMA to provide

comparisons with conventional NOMA networks. The complexity analysis is provided

in terms of the number of complex operations at the users. Thus, the complexity for

detectors should be derived. Let firstly analyze the complexity of SM detectors for both

SMA (4.4) and SSK-NOMA (4.28). With the aid of [155], the complexity of SM detectors

is given as

δSM = 2NrNt +NtM` +M`, ` = SMA,SSK −NOMA. (4.32)

where M` is the total constellation size transmitted by active antenna and it was defined

as MSMA , M1 and MSSK−NOMA , MT ,
∏L

i=2Mi in Section 4.2.1 and in the previous

subsection, respectively.

The receiver complexity for intra-cell users (i.e., UE2 in SMA, UEi, i = 2, 3, . . . , L) is

computed according by the required ML and SIC operations. The receiver complexity

for ML detection is defined as

δML,i = 4NrMi, (4.33)

where Mi is the modulation size of ith user. Whereas only the ML detection is required in

SMA and for the UE2 in SSK-NOMA, the users UEi, i = 3, 4, . . . , L should implement

SIC to detect own symbols. Hence, the complexity of a SIC process given (4.31) in

SSK-NOMA is obtained as

δSIC,i =
i−1∑
m=2

(4NrMm + 2Nr) m < i, i = 3, 4, . . . , L. (4.34)

It is noteworthy that given complexity of a SIC process for SSK-NOMA includes the

required ML detection complexities for detecting and subtracting symbols of users which

are before in the detecting order (m < i).

In order to obtain total complexity of SMA and SSK-NOMA, the numbers of the required

SM detector, ML detector and SIC operations should be derived. In SMA, since only two

users are served and no IUI is introduced, the required operations are given

OSMA
SM = 1,

OSMA
ML = 1.

(4.35)

109



On the other hand, in SSK-NOMA, the intra-cell users -UEi, i = 3, 4, . . . , L- should

implement i−2 times iterative SIC processes to subtract effect of the other users’ symbols

in addition to ML detector. UE2 should implement only ML detector and cell-edge user

-UE1- should implement only SM detector. Thus, the numbers of required operations for

SSK-NOMA are given as

OSSK−NOMA
SM = 1,

OSSK−NOMA
ML = L− 1,

OSSK−NOMA
SIC =

L∑
i=3

(i− 2) =
(L− 2)(L− 1)

2
.

(4.36)

By using (4.32), (4.33), (4.35) and (4.36), total receiver complexity for SMA and SSK-

NOMA are derived as

δSMA = 2NrNt +NtM1 +M1︸ ︷︷ ︸
SM detection

+ 4NrM1︸ ︷︷ ︸
ML detection

, (4.37)

and

δSSK−NOMA = 2NrNt +NtMT +MT︸ ︷︷ ︸
SM detection

+
L∑
i=2

4NrMi︸ ︷︷ ︸
ML detection

+
L∑
i=3

i−1∑
m=2

(4NrMm + 2Nr)︸ ︷︷ ︸
SIC processes

.
(4.38)

In order to provide comparison with conventional NOMA schemes, receiver complexity

for conventional NOMA is also derived. It is hereby noted that complexity of conventional

NOMA is provided for SIMO (i.e., 1 × Nr) case for fairness since SSK-NOMA activates

only one transmit antenna during one symbol duration. Otherwise the complexity of con-

ventional NOMA would increase exponentially with Nt. All users in conventional NOMA

are split into power domain with different power allocation coefficients. Thus, the first

user in NOMA -cell-edge user- implements ML and the other users implement iterative

SIC processes and ML to detect their symbols. The required numbers of operations in

conventional NOMA are given as

ONOMA
ML = L,

ONOMA
SIC =

L∑
i=2

(i− 1) =
L(L− 1)

2
.

(4.39)

By using the complexities (4.33) and (4.34), total receiver complexity of conventional

NOMA is derived as

δNOMA =
L∑
i=1

4NrMi︸ ︷︷ ︸
ML detection

+
L∑
i=2

i−1∑
m=1

(4NrMm + 2Nr)︸ ︷︷ ︸
SIC processes

. (4.40)
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Total receiver complexity comparison between SSK-NOMA and conventional NOMA is

given in Table 4.2. This comparison also includes the comparison between SMA and

NOMA when the number of users L = 2. In comparisons, all intra-cell users in SSK-

NOMA and all users in NOMA are modulated by the same M -ary modulation constel-

lations (i.e., Mi = M). Thus, for fairness in terms of achievable rate, the number of

transmit antenna in SSK-NOMA or SMA is also equal to that (i.e., Nt = M). It is

clear that SMA is superior to NOMA in terms of complexity. Based on the comparisons,

one can easily say that SSK-NOMA is also superior to conventional NOMA schemes in

terms of receiver complexity in particular when the number of users (L) and the modu-

lation level (M) are relatively lower. On the other hand, the more number of users and

the higher modulations sizes are chosen, the more complexity is required in SSK-NOMA

since the complexity of SM detection at the cell-edge user in SSK-NOMA will increase

with the total SC symbol size (MT ). Nevertheless, considering the gain in performance

of SSK-NOMA compared to conventional NOMA which is provided in Section 4.4, this

complexity can be considered as affordable. In addition, in all cases, the other users

except cell-edge user require much less complexity since the number of SIC process is

decreased by assigning one user into spatial domain.

Table 4.2: Complexity comparison of SMA/SSK-NOMA with NOMA

L M Nr

Complexity

δSMA δSSK−NOMA δNOMA

2 2 2 30 - 52

2 4 4 116 - 200

3 2 2 - 72 108

3 4 4 - 312 408

4 2 2 - 140 184

4 4 4 - 760 688

5 2 2 - 240 280

5 4 4 - 2000 1040
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4.4.2 Performance Analysis

4.4.2.1 Ergodic Capacity Analysis

Ergodic capacity analysis of UE1 in SSK-NOMA is very similar to ergodic capacity of

UE2 in SMA (section 4.2.2). Hence, the ergodic capacity for UE1 is derived as by taking

steps between (4.10)-(4.11)

C1 = log2Nt [1− P1(e)] , (4.41)

where P1(e) is the average BEP for UE1 and it is derived in the following subsections for

SSK-NOMA.

In order to derive ergodic capacities of intra-cell users in SSK-NOMA, the achievable

rates are defined in terms of Shannon limit and it is given as

Ri = log2 (1 + SINRi) i = 2, 3, . . . , L, (4.42)

where SINRi is defined as

SINRi =
αiρsγsi

1 +
{
β
∑i−1

m=2 αm +
∑L

p=i+1 αp

}
ρsγsi

, (4.43)

where β denotes the imperfect SIC factor for the symbols of users which are before in the

detecting order (m < i). The second sum operator in the denominator is defined the IUI

for the symbols of users which are later in the detection order (p > i). One can easily

see that, for i = 2 the the term for imperfect SIC effect and for i = L the term for IUI

become zero ”0”. Thus, with some simplifications, the achievable rates of intra-cell users

turn out to be

Ri = log2

(
1 +

{
L∑
`=i

α` + β

i−1∑
m=2

αm

}
ρsγsi

)

− log2

(
1 +

{
L∑

p=i+1

αp + β

i−1∑
m=2

αm

}
ρsγsi

)
, i = 2, 3, . . . , L.

(4.44)

Ergodic capacity of each user is derived by

Ci =

∞∫
0

log2Ripγsi(γsi)dγsi i = 2, 3, . . . , L. (4.45)
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Letting θ1 =
{∑L

`=i α` + β
∑i−1

m=2 αm

}
ρsσ

2
si and θ2 =

{∑L
p=i+1 αp + β

∑i−1
m=2 αm

}
ρsσ

2
si,

by substituting PDF of γsi (4.7) into (4.45), with the aid of [89, eq. (4.337.5)], ergodic

capacity of each intra-cell user in SSK-NOMA is derived as

Ci =
2∑
=1

(−1)−1 log2 e

Γ(Nr)

Nr−1∑
λ=0

(Nr − 1)!

(Nr − 1− λ)![
(−1)Nr−λ−2

θ
Nr−1−λ e

1/θEi

(
− 1

θ

)
+

Nr−1−λ∑
κ=1

(κ− 1)!

(−θ)Nr−1−λ−κ

]
, i = 2, 3, . . . , L.

(4.46)

Lastly, ergodic sum rate of SSK-NOMA is given as

C(SSK−NOMA)
sum =

L∑
i=1

Ci. (4.47)

4.4.2.2 Outage Probability Analysis

Likewise the ergodic rate, OP of UE1 in SSK-NOMA is derived as the OP of UE2 in

SMA. Hence, repeating steps between (4.16)-(4.17), the OP of UE1 in SSK-NOMA is

obtained as

P1(out) =

∞∫
ψ1

P1(e|γs1)pγs1(γs1)dγs1

=

∞∫
0

P1(e|γs1)pγs1(γs1)dγs1 −
ψ1∫

0

P1(e|γs1)pγs1(γs2)dγs1,

(4.48)

where ψ1 = 1− Ŕ1

log2Nt
. Just as in SMA, when the target rate is equal to Ŕ1 = log2Nt, the

OP of UE1 turns out to be average BEP of UE1 which is derived in the next subsection.

The outage events for intra-cell users in SSK-NOMA is given by

Pi(out) = P (Ri < Ŕi), (4.49)

where Ŕi is the target-rate/QoS-requirement for each user.

Theorem 4.1. The OP of ith user is given by

Pi(out) =Pr(γsi < ψi)

=Fγsi(ψi),
(4.50)
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where Fγsi(ψi) is the CDF of γsi and

ψi =
1

ρs
max

 φi

αi −
{
β
∑i−1

`=2 α` +
∑L

p=i+1 αp

}
φi
, . . .

φm

αm −
{
β
∑m−1

`=2 α` +
∑L

p=m+1 αp

}
φm

,

. . . ,
φ2

α2 −
∑L

p=3 αpφ2

)
, m < i, i = 2, 3 . . . , L.

(4.51)

Proof. Outage event at user i occurs when the target rate of user i cannot be achieved.

In addition to this, user i remains in outage if any symbols of users cannot be detected

during iterative SIC process (Hereby, it is not meant correct or erroneous SIC. It means

that target rate (QoS) for the users which are before in the detecting order (m < i)

cannot be succeeded at user i.). Thus, the OP of user i is revised as

Pi(out) = P (Ri < Ŕi)∪P (Ri→i−1 < Ŕi−1)∪· · ·∪P (Ri→m < Ŕm)∪· · ·∪P (Ri→2 < Ŕ2),

(4.52)

where Ri→m is the achievable rate for the symbols of user m during SIC at user i, and it

is given as

Ri→m = log2 (1 + SINRi→m)

= log2

1 +
αmρsγsi

1 +
{
β
∑m−1

`=2 α` +
∑L

p=m+1 αp

}
ρsγsi

. (4.53)

Hence, the OP of user i becomes as

Pi(out) =P

 αiρsγsi

1 +
{
β
∑i−1

`=2 α` +
∑L

p=i+1 αp

}
ρsγsi

< φi

 ∪ . . .
∪ P

 αmρsγsi

1 +
{
β
∑m−1

`=2 α` +
∑L

p=m+1 αp

}
ρsγsi

< φm

 ∪ . . .
∪ P

(
α2ρsγsi

1 +
∑L

p=3 αpρsγsi
< φ2

)
m < i, i = 2, 3 . . . , L,

(4.54)

and with some algebraic manipulations, it is derived as in (4.50) so the proof is completed.

Finally, substituting CDF of γsi into (4.50), the OP of user i in SSK-NOMA is derived as

Pi(out) = 1− e− ψi/σ2
si

Nr∑
λ=1

(ψi/σ2
si)

λ−1

(λ− 1)!
. (4.55)
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4.4.2.3 Bit Error Probability (BEP) Analysis

The BEP of UE1 is obtained by union bound likewise in SMA. Since the optimal SM

detector is modified in SSK-NOMA, the BEP is given SM detection should be revised

also. Considering the total SC symbol with dimension MT is transmitted by BS in SSK-

NOMA, the BEP of UE1 is derived by repeating steps between (4.21)-(4.24). The BEP

for UE1 is derived as

P1(e) ≤ Nt

2
µ1

Nr log2MT

Nr−1∑
λ=0

(
Nr − 1 + λ

λ

)
(1− µ1)λ , (4.56)

where µ1 = 1
2

(
1−

√
σ2
a

2+σ2
a

)
and σ2

a =
ρsσs12(|χk|2+|χ̂k|2)

4
. It is noteworthy that σ2

a changes

according to transmitted χk and estimated χ̂k. χk includes symbols with different energy

levels since SC of users’ symbols is applied. Thus, given average BEP should be averaged

considering all scenarios.

In order to derive BEP for intra-cell users, the total constellation of transmitted SC sym-

bol should be considered. In addition, for users i.e., UEi, i = 3, 4, . . . , L, correct SIC

and erroneous SIC cases should be handled likewise in downlink NOMA. However, when

L > 3, the analysis of erroneous SIC becomes intractable. Hence, exact analysis is pro-

vided for L = 3 whereas a union bound is derived for L > 3.

4.4.2.3.1 Exact Analysis for L = 3

Let firstly assume L = 3. In this case, the number of users multiplexed by NOMA is only

two and for two-user NOMA networks, exact BEP analysis is provided in Section 2.2.2.

when QPSK and BPSK are used for users’ symbols. In this section, it is assumed that

both users are modulated by QPSK.

Proposition 4.1. If QPSK is used for both NOMA users (i.e., UE2 and UE3) and Gray

mapping is applied, the conditional BEP of UE2 is given as

P2(e|γs2) =
2∑
=1

1

2
Q
(√

2ρsεγs2
)
, (4.57)

where ε1 = 1/2
(√

α2 +
√
α3

)2
and ε2 = 1/2

(√
α2 −

√
α3

)2
.
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Table 4.3: Base-band SC symbols (χ) for L=3 and QPSK at BS

Binary symbols of UE3

00 01 10 11

B
in

ar
y

sy
m

b
ol

s
of
U
E

2

00
Re

√
α2/2 +

√
α3/2

√
α2/2−

√
α3/2

√
α2/2 +

√
α3/2

√
α2/2−

√
α3/2

Im
√

α2/2 +
√

α3/2
√

α2/2 +
√

α3/2
√

α2/2−
√

α3/2
√

α2/2−
√

α3/2

01
Re −

√
α2/2 +

√
α3/2 −

√
α2/2−

√
α3/2 −

√
α2/2 +

√
α3/2 −

√
α2/2−

√
α3/2

Im
√

α2/2 +
√

α3/2
√

α2/2 +
√

α3/2
√

α2/2−
√

α3/2
√

α2/2−
√

α3/2

10
Re

√
α2/2 +

√
α3/2

√
α2/2−

√
α3/2

√
α2/2 +

√
α3/2

√
α2/2−

√
α3/2

Im −
√

α2/2 +
√

α3/2 −
√

α2/2 +
√

α3/2 −
√

α2/2−
√

α3/2 −
√

α2/2−
√

α3/2

11
Re −

√
α2/2 +

√
α3/2 −

√
α2/2−

√
α3/2 −

√
α2/2 +

√
α3/2 −

√
α2/2−

√
α3/2

Im −
√

α2/2 +
√

α3/2 −
√

α2/2 +
√

α3/2 −
√

α2/2−
√

α3/2 −
√

α2/2−
√

α3/2

Proof. When QPSK is used for both users, the transmitted total SC symbol (χ) at BS is

given in Table 4.3. Considering the ML decision rules for QPSK, if the steps given BEP

analysis for downlink NOMA (2.21)-(2.22) are repeated, the BEP is derived as in (4.57).

Substituting PDF of γs2 into (4.57), with the aid of [149, eq. (64)], the average BEP for

UE2 is derived as

P2(e) =
2∑
=1

(
1−µ2

2

)Nr
2

Nr−1∑
λ=0

(
Nr − 1 + λ

λ

)(
1 + µ2

2

)λ
, (4.58)

µ2 =
√

εσ2
s2

1+εσ2
s2

.

Proposition 4.2. The conditional BEP of UE3 is given as

P3(e|γ3) =
1

2

[
2Q
(√

2ε3ρsγs3

)
−Q

(√
2ε1ρsγs3

)
+Q

(√
2ε2ρsγs3

)
+Q

(√
2ε4ρsγs3

)
−Q

(√
2ε5ρsγs3

)]
,

(4.59)

where ε3 = α3/2, ε4 = 1/2
(
2
√
α2 +

√
α3

)2
and ε5 = 1/2

(
2
√
α2 −

√
α3

)2
.

Proof. Considering correct SIC, remained signal after SIC is only symbols of UE3 with

α3 coefficients and channel fading γs3. Recalling this is conditional probability on correct
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SIC and the probability of correct SIC can be derived by adopting (4.57). Then, by

taking steps between (2.24) and (2.26) for QPSK decision rule, the conditional BEP

under correct SIC is derived as

P3(e|correctx2) =
1

2

[
2Q
(√

2ε3ρsγs3

)
−Q

(√
2ε1ρsγs3

)]
. (4.60)

In the second case, under erroneous SIC, the remained signal at UE3 is given by y′3 =

Υ
√
Psh3,v + w3. Constellation for Υ is given in Table 4.4.

Table 4.4: Base-band symbols at UE3 after erroneous detection of x2 symbols

Υ

Re Im

B
in

ar
y

sy
m

b
ol

s
of
U
E

2

00 2
√

α2/2 +
√

α3/2 2
√

α2/2 +
√

α3/2

01 2
√

α2/2−
√

α3/2 2
√

α2/2 +
√

α3/2

10 2
√

α2/2 +
√

α3/2 2
√

α2/2−
√

α3/2

11 2
√

α2/2−
√

α3/2 2
√

α2/2−
√

α3/2

Recalling the QPSK decision rule and the priori probability of erroneous detection of x2

symbol, the conditional BEP for UE3 under the condition erroneous SIC is obtained by

repeating steps between (2.27) and (2.29). It is derived as

P3(e|errorx2) =
1

2

[
Q
(√

2ε2ρsγs3

)
+Q

(√
2ε4ρsγs3

)
−Q

(√
2ε5ρsγs3

)]
. (4.61)

The total conditional BEP for UE3 is obtained by P3(e|γ3) = P3(e|correctx2)+P3(e|errorx2)

as in (4.59), so the proof is completed.

Substituting PDF of γs3 into (4.59), the average BEP of UE3 is derived as

P3(e) =
5∑
=1

A (−1)
(

1−µ3
2

)Nr
2

Nr−1∑
λ=0

(
Nr − 1 + λ

λ

)(
1 + µ3

2

)λ
, (4.62)

where A = −2 if, c = 3, otherwise 1 and µ3 =
√

εσ2
s3

1+εσ2
s3

.
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4.4.2.3.2 Union Bound Analysis for L ≥ 3

On the other hand, secondly L > 3 is assumed. In this case, the union bound for BEP is

derived for SISO-NOMA networks based on the pairwise error probability (PEP) in [172].

By utilizing given PEP in [172], conditional PEP for intra-cell users in SSK-NOMA is

given as

PEP (xi → x̂i|hi,v) = Q

ϕi
√

hi,vhH
i,v

ϑ

 , (4.63)

where

ϕi =
√
αiρs |4i|2 + 2[Re {4i

L∑
p=i+1

√
αpρsx

∗
p}︸ ︷︷ ︸

noise term for p>i

+Re {4i

i−1∑
q=2

√
αqρs4∗q}︸ ︷︷ ︸

SIC errors for q<i

]. (4.64)

It is given as ϑ =
√

2 |4i| and 4i = xi− x̂i [172, Eq. (17)- Eq. (20)]. Then, by averaging

PEP over instantaneous γsi by using PDF (4.7), the average PEP is obtained as

PEP (xi → x̂i) =

(
1− ξi

2

)Nr Nr−1∑
λ=0

(
Nr − 1 + λ

λ

)(
1 + ξi

2

)λ
, (4.65)

where ξi =
√

σ2
siϕ

2
i

2ϑ2+σ2
siϕ

2
i
. Then the union BER is derived by averaging all possibilities of

PEP as

BERunion
i ≤

∑
xi

N(xi → x̂i)
∑
xi 6=x̂i

PEP (xi → x̂i|xp,4p) ∀p 6= i, (4.66)

where N(xi → x̂i) is the Hamming distance between xi and x̂i.

4.5 NUMERICAL RESULTS

In this section, derived analytical expressions for SMA and SSK-NOMA are validated

with computer simulations.

Spatial Multiple Access (SMA): Firstly, validations of SMA in terms of EC are pre-

sented. σ2
s1 = σ2

s2 = 0dB is assumed. In SMA, it is assumed to be Nr = Nt. In Figure 4.3,

ergodic capacities of users and sum-rate of SMA are presented. It is shown that derived

expressions match perfectly with simulations.
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Figure 4.3: Capacity performance of SMA when σ2
s1 = σ2

s2 = 0dB and Nr = Nt

Then, outage performances of users in SMA are provided in Figure 4.4. Target rates are

chosen according to receive antenna number such as Ŕ1 = Ŕ2 = log2Nr. Likewise in EC,

Nt = Nr is assumed. One can see that analysis matches perfectly with simulations.

Lastly for SMA, validations of derived BEP expressions are provided for the same channel

conditions above in Figure 4.5. One can easily see that derived BEP expression for UE1

matches perfectly with simulations. In addition, provided union bound for UE2 is also

very tight.

SSK-NOMA: Secondly in this section, derived expressions of SSK-NOMA networks are

validated. In the validations, it is assumed that σ2
si = 2σ2

s(i−1) and σ2
s1 = 0dB. The

power allocation coefficients for NOMA users are fixed and chosen as αi = [0.8, 0.2],

αi = [0.7, 0.2, 0.1] and αi = [0.6, 0.25, 0.1, 0.05] according to number of NOMA users.

Likewise SMA, Nt = Nr is assumed.

In Figure 5.6, sum-rates of SSK-NOMA are presented when the number of users is equal
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Figure 4.4: Outage performance of SMA when σ2
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Figure 4.5: BER performance of SMA when σ2
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Figure 4.6: Capacity performance of SSK-NOMA when L = 4, 5 and Nr = Nt = 2, 4, 8

to L = 4, 5 and the number of antennas is equal to Nr = 2, 4, 8. It is proved that derived

expressions for EC match perfectly with simulations.

Then, outage performances of users in SSK-NOMA are provided in Figure 5.7 when the

number of users is equal to L = 4. Likewise in SMA, the target rates of users are assumed

to be Ŕ2 = Ŕ3 = Ŕ3 = log2Nr. In outage comparisons, outage performance of UE1 is

not presented since it is equal to error performance (BER) of UE1 as explained in section

4.4.2.2 which are given in the next figures.

Finally, validations for derived BEP expressions of SSK-NOMA are presented in Figure

5.8 and Figure 5.9. In Figure 5.8, it is assumed that L = 3 and QPSK is used for NOMA

users (i.e., i ≥ 2). In this case, derived exact BEP expressions for NOMA users are

validated and they match perfectly with simulations. For UE1, derived union bound is

also validated. It matches well and it is very tight in the medium-high SNR regime such

as in conventional SSK networks. In Figure 5.9, validations for union bound analysis of

NOMA users are presented when L = 4. One can easily see that derived union bound for
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2, 4

NOMA users in SSK-NOMA also matches well with simulations.
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CHAPTER 5

SIMULATION RESULTS AND PERFORMANCE EVALUATION

In this chapter, extensive simulations are presented to evaluate performances of NOMA

involved systems and to compare them with the OMA counterparts.

Conventional NOMA networks: Let firstly present results for both conventional SISO

downlink and uplink networks. In Figure 5.1 and in Figure 5.2, EC is presented in down-

link network where σ2
s1 = 3dB and σ2

s2 = 0dB for α1 = 0.1 and α1 = 0.3, respectively.

NOMA results are given for various imperfect SIC factors (i.e., β = 0.05, β = 0.001,

β = 0). Results for OMA networks1 are also provided. Based on given results, one can

see that NOMA outperforms OMA in terms of sum-rate. Nevertheless, considering the

users’ individual achievable rate, UE2 in NOMA has worse achievable rate than OMA

in the medium-high SNR regime. This can be explained that achievable rate of UE2 in

NOMA is limited by the IUI in high SNR regime. On the other hand, UE1 in NOMA can

outperform significantly OMA according to chosen power allocation coefficient (α1) and

the success of SIC (β). For instance for β = 0.05, EC of UE1 in NOMA is worse than

OMA in all SNR regime when α1 = 0.1 whereas EC of UE1 in NOMA outperforms OMA

until ρs = 20dB than it is limited by imperfect SIC when α1 = 0.3. Nevertheless, with

a better SIC (i.e., β = 0.001), EC of UE1 in NOMA always outperforms OMA and this

performance gain is more significant when α1 = 0.3. Thus, in designing power allocation,

user fairness and maximization of sum-rate should be considered with the other KPIs

(i.e., outage and BER). This discussion will be presented in the next simulations of this

chapter by considering all constraints.

Then, outage performances of users are presented in downlink NOMA considering the

same channel conditions given above. Outage performance of users are given for α1 = 0.1

1In OMA networks, users are assumed to by spitted by TDMA, hence the achievable rate for a user
is given by Rk = 1/2 log2 (1 + ρsγk).
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Figure 5.1: Capacity comparison between downlink NOMA and OMA when σ2
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0 5 10 15 20 25 30 35 40

s
 (P

s
/N

0
) (dB)

0

2

4

6

8

10

12

14

Th
ro

ug
hp

ut
(b

ps
/H

z)

NOMA, UE1, =0.05

NOMA, UE2

NOMA, sum-rate, =0.05

NOMA, UE1, =0.001

NOMA, sum-rate, =0.001

NOMA, UE1, =0

NOMA, sum-rate, =0

OMA, UE1

OMA, UE2

OMA, sum-rate

Figure 5.2: Capacity comparison between downlink NOMA and OMA when σ2
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s1 = 3dB,

σ2
s2 = 0dB, α1 = 0.1, Ŕ1 = 4BPCU and Ŕ2 = 1BPCU

and α1 = 0.3 in Figure 5.3 and Figure 5.4, respectively. Likewise in EC comparisons,

outage performance of UE1 in NOMA is presented for various imperfect SIC factors and

related OMA performances are also presented. In Figure 5.3 and Figure 5.4, target rates

of users are assumed to be Ŕ1 = 4BPCU and Ŕ2 = 1BPCU . Based on simulations, one

can easily see that NOMA outperforms OMA for both users for given target rates. Never-

theless, as expected, outage performance of UE1 highly depends on success of SIC process.

If the SIC process is not good enough, UE1 can be always in outage (i.e., β = 0.05). One

can easily see that, the increase in α1 provides better outage performance for UE1 since

the allocated power for its symbols is increased so that the performance gain to the OMA

is increased. The opposite can be said for UE2. Nevertheless, it is worthy to be noted

that if the allocated power to the UE2 is decreased too much (i.e., higher α1 lower α2),

both users can be in outage since UE1 should also detect symbols of UE2 to accomplish

SIC.

In addition to power allocation (α) and the imperfect SIC factor (β), target rates of users
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have dominant effect on the outage performance of NOMA. Thus, outage performances

of users are provided with different target rates in Figure 5.5. In Figure 5.5, it is assumed

that channel conditions are the same and the imperfect SIC factor is β = 0.001. The

power allocation is chosen as α1 = 0.1. Based on given results, it is concluded that in

terms of UE2, NOMA always outperforms OMA for various target rate. However, if such

a target rate which does not fulfill the condition α2 > α1φ2 where φ2 = 2Ŕ2−1, is chosen,

UE2 always remains in outage (see result for Ŕ2 = 3.5BPCU in Figure 5.5). On the other

hand, one can easily see that in terms of UE1, NOMA outperforms OMA when the target

rate is relatively high. In the low target rates, OMA outperforms NOMA. Nevertheless, it

is hereby noted that if the above mentioned condition for power allocation is not satisfied,

UE1 will be also in outage since SIC should be implemented at UE1. For instance, when

the target rates equal to Ŕ1 = 5BPCU and Ŕ2 = 3.5BPCU , UE1 in NOMA has better

outage performance than that in OMA. Nevertheless, without changing target rates of

UE1, if the target rate for UE2 is updated as Ŕ2 = 3.5BPCU , UE1 is also always in

outage due to the SIC process.
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Figure 5.5: Outage comparison between downlink NOMA and OMA when σ2
s1 = 3dB,

σ2
s2 = 0dB, α1 = 0.1 and β = 0.001

Error performances of users in donwlink NOMA are presented in Figure 5.6 where QPSK

and BPSK are chosen for UE1 and UE2, respectively. Channel conditions are chosen

as in EC and OP comparisons given above. Simulations are provided for α1 = 0.1 and

α1 = 0.3. OMA performances are also presented to compare. Based on simulations, it is

seen that UE2 has better error performance than UE1 in NOMA although it has worse

channel conditions. This is caused by more power is allocated to symbols of UE2. As

expected when α1 is increased, error performance of UE1 also increases whereas perfor-

mance of UE2 decreases. However, both user cannot compete their OMA counterparts

in terms of error performance because of the IUI interference by which they are affected.

This decay in error performance in NOMA can be seen as the cost which has to be paid

for better achievable rate and better outage performance. There is a trade-off between

error and capacity/outage performances of NOMA users. Thus, it is noteworthy that the

decay in error performance should be considered when designing a NOMA scheme and it

is clear that NOMA may not be the ideal solution for such applications where high data
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Figure 5.6: BER comparison between downlink NOMA and OMA when σ2
s1 = 3dB and

σ2
s2 = 0dB

reliability has a priority such as uRRLC.

Lastly for downlink NOMA, the effect of power allocation on performances of users is

emphasized. Thus, for all considered KPIs, performances of users are presented with the

change of power allocation coefficient α1 for the same channel conditions given above

comparisons. In EC and OP comparisons, results are provided for both β = 0.001 and

β = 0. EC performances are presented with respect to α1 for ρs = 15dB, 30dB in Figure

5.7. Then in Figure 5.8, outage performance of users are given with respect to α1 for

two different target rates. In the first scenario, Ŕ1 = 2BPCU and Ŕ1 = 1BPCU are

assumed. In the second scenario, it is assumed that Ŕ1 = 4BPCU and Ŕ1 = 2BPCU .

The results are presented for ρs = 30dB. Moreover, error performances of users are pre-

sented in donwlink with respect to α1 for ρs = 15dB, 30dB in Figure 5.9. Based on given

results for all three metrics (i.e., EC, OP and BER), one can easily say that increasing

α1 mostly provides performance gain for UE1 and causes decay in performances of UE2.

However, it can be easily observed that too much increase in α1 may also cause the worst
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Figure 5.7: Capacity comparison between downlink NOMA and OMA respect to power
allocation when σ2
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performance for UE1 since SIC should be implemented firstly at UE1 (see outage perfor-

mance in Figure 5.8.b OP=1 after α1 ≈ 0.3). In addition to this, considering user fairness

which can be explained as: Both users in NOMA should not have worse performance in

terms of capacity and outage than OMA counterparts and both of them should have an

affordable decay in error performance, it can be said that optimum power allocation for

downlink NOMA should be in range 0.2 ≤ α1 ≤ 0.3.

As the second scheme for conventional NOMA networks, simulations for uplink NOMA

are provided in the following figures. Likewise in donwlink NOMA, performances of users

in uplink NOMA are evaluated for various conditions in terms of ergodic capacity, outage

and bit error rate. Simulations for OMA are also provided to compare with NOMA.

Firstly in uplink NOMA, ECs for users are presented when σ2
s1 = 3dB and σ2

s2 = 0dB

in Figure 5.10. Transmit powers of users are assumed to be P2 = P1/5. Except for worse

SIC performance (i.e., β = 0.05), UE2 in NOMA always outperforms OMA counterpart.

On the other hand, UE1 in NOMA has worse achievable rate than OMA counterpart in
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medium-high SNR regime although it has better performance in the low SNR regime. As

mentioned in Section 2.3, it is caused by the IUI and it can be seen that achievable rate

performance of UE1 is limited even if its power is increased since the interference power

(power of UE2) also increases in this scenario. Hence, NOMA is much more reasonable in

uplink when the difference between powers of users or channel qualities is relatively high.

To emphasize effectiveness of NOMA, simulations are provided for two different scenarios

in Figure 5.11 and Figure 5.12. In Figure 5.11, it is assumed that channel conditions are

the same with Figure 5.10 and the transmit SNR for UE1 is fixed as ρ1 = 20dB. ECs of

users are presented with respect to transmit SNR of UE2 (i.e., ρ2). One can easily see

that, NOMA outperforms OMA counterpart for both users and sum rate when the power

difference is relatively high (until ∼ 13dB). Then, simulations are presented when the

users have equal transmit SNR as ρ1 = ρ2 = 20dB in Figure 5.12. It is assumed that the

average channel quality of UE1 is fixed as σ2
s1 = 10dB and σ2

s2 differs. Although NOMA

outperforms OMA in terms of sum rate and the achievable rate of UE2, UE1 in NOMA

can outperform OMA counterpart until only σs2 ∼ 1.5 since the users have equal power

and the difference between channel qualities cannot over IUI penalty.

Likewise in EC comparisons between uplink NOMA and OMA, outage simulations are

provided for the same above scenarios in Figure 5.13, Figure 5.14 and Figure 5.15, re-

spectively. Target rates of users are assumed to be Ŕ1 = 2 and Ŕ2 = 1. In Figure 5.13,

both users in NOMA outperform OMA counterparts until ∼ 15dB, after that point IUI

limits the performance of UE1 so that of UE2 since SIC should be succeeded to obtain

symbols of UE2. In Figure 5.14, the effect of IUI can be easily observed. After ρ2 ∼ 10dB,

the performance of UE2 in NOMA gets worse although its transmit power increase. It

is exactly dominated by the performance of SIC process where UE1 remains in outage

with higher probability. Based on results in Figure 5.14, one can easily see that NOMA

outperforms OMA in terms of outage performance of both users when the transmit SNR

difference within user is above ∼ 15dB which proves our assertion that NOMA is much

more reasonable in uplink when the users have different power levels. In Figure 5.15, for

better illustration, it is updated as ρ1 = 10dB and P2 = P1/5. Likewise in EC compar-

isons, it can be seen that NOMA can only outperform OMA when the channel quality

difference is relatively high when the users have fixed power.

133



0 5 10 15 20 25 30 35 40

1
 (P

1
/N

0
) (dB)

0

2

4

6

8

10

12

14

Th
ro

ug
hp

ut
(b

ps
/H

z)

NOMA, UE1

NOMA, UE2, =0.05

NOMA, sum-rate, =0.05
NOMA, UE2, =0.001

NOMA, sum-rate, =0.001
NOMA, UE2, =0

NOMA, sum-rate, =0
OMA, UE1

OMA, UE2

OMA, sum-rate

Figure 5.10: Capacity comparison between uplink NOMA and OMA vs. ρ1whenσ2
s1 =

3dB, σ2
s2 = 0dB and P2 = P1/5

-10 -5 0 5 10 15 20

2
 (P

2
/N

0
) (dB)

0

1

2

3

4

5

6

7

8

Th
ro

ug
hp

ut
(b

ps
/H

z)

NOMA, UE1

NOMA, UE2, =0.05

NOMA, sum-rate, =0.05

NOMA, UE2, =0.001

NOMA, sum-rate, =0.001

NOMA, UE2, =0

NOMA, sum-rate, =0

OMA, UE1

OMA, UE2

OMA, sum-rate

Figure 5.11: Capacity comparison between uplink NOMA and OMA vs. ρ2 when
σ2
s1 = 3dB, σ2

s2 = 0dB and ρ1 = 20dB

134



1 2 3 4 5 6 7 8 9 10

s2
2

1

2

3

4

5

6

7

8

9

10

11

Th
ro

ug
hp

ut
(b

ps
/H

z)

NOMA, UE1

NOMA, UE2, =0.05

NOMA, sum-rate, =0.05

NOMA, UE2, =0.001

NOMA, sum-rate, =0.001

NOMA, UE2, =0

NOMA, sum-rate, =0

OMA, UE1

OMA, UE2

OMA, sum-rate

Figure 5.12: Capacity comparison between uplink NOMA and OMA vs. σ2
s2 when

σ2
s1 = 10dB and ρ1 = ρ2 = 20dB

0 5 10 15 20 25 30 35

1
 (P

1
/N

0
) (dB)

10-3

10-2

10-1

100

O
ut

ag
e NOMA, UE

1

NOMA, UE
2
, =0.05

NOMA, UE
2
, =0.001

NOMA, UE
2
, =0

OMA, UE
1

OMA, UE
2

Figure 5.13: Outage comparison between uplink NOMA and OMA vs. ρ1whenσ2
s1 =

3dB, σ2
s2 = 0dB, P2 = P1/5, Ŕ1 = 2 and Ŕ2 = 1
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Finally, BER performances of users are provided for the same scenarios of EC and out-

age comparison in Figure 5.16, Figure 5.17 and Figure 5.18, respectively. As expected

NOMA cannot outperform OMA in any scenario because of IUI. Likewise in downlink, it

can be considered that there is trade-off between error and capacity/outage performances

in also uplink NOMA. This should be taken into consideration when designing a NOMA

scheme. In Figure 5.16, NOMA users have poor performance since the performance of

UE1 is dominated by IUI even if the transmit SNR is increased. Hence, the performance

of UE2 gets worse since it is affected by SIC performance. In Figure 5.17, one can see

that increasing transmit power of UE2 causes worse error performance of UE1 since it

increases IUI whereas it provides performance gain for UE2 as expected. Nevertheless,

too much increase in ρ2 affects error performance of UE2 also in a negative manner since

then error performance of UE2 is dominated by erroneous detection of UE1’s symbols

during SIC. Unlike in EC and OP comparisons, one can easily see from Figure 5.18 that

channel quality difference does not affect error performance of users significantly as being

in EC an OP.

Cooperative-NOMA: In this part of the chapter, simulations for Cooperative-NOMA

networks given in Section 3.3 are presented and compared with conventional NOMA net-

works. In comparisons, simulations for the proposed TBS-C-NOMA are also provided to

emphasize its superiority and TBS-C-NOMA performances are given for derived optimum

threshold. In comparisons, the fairness is also taken into consideration in terms of energy

consumption. In relay networks, relay -it is UE1 in C-NOMA and TBS-C-NOMA- also

consumes energy to forward symbols. Thus, the total power consumption at the nodes

is fixed and the total power is shared2 by source (BS) and relay (UE1). On the other

hand, conventional NOMA and OMA networks use total power at the source. Firstly,

EC comparisons3 are provided for two different total energy sharing strategy between

source and relay in Figure 5.19 and Figure 5.20. Let the total power is represented by

PT , it is assumed that Ps = Pr = PT/2 in Figure 5.19 whereas it is shared as Ps = 4PT/5

2Relay can harvest its own energy by simultaneous wireless information and power transfer (SWIPT).
However, SWIPT is not considered in this work and beyond the scope.

3In C-NOMA and TBS-C-NOMA, it is assumed that short range communication is applied like
Bluetooth as proposed in [108], hence 1/2 coefficient does not exist in achievable rates of them which
is explained before in related sections.
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and Pr = PT/5 in Figure 5.20. The channel conditions are σ2
s1 = 10dB, σ2

s2 = 0dB and

σ2
r = 10dB. The power allocation coefficient for NOMA is chosen as α1 = 0.1 and the

imperfect SIC factor for UE1 is assumed as β = 0.001. Based on given simulations,

one can easily say that C-NOMA and TBS-C-NOMA has almost the same EC perfor-

mance and they outperform both conventional NOMA and OMA networks in terms of

UE2. UE1 has exactly the same performance since TBS-C-NOMA does not affect UE1,

hence its performance is presented only one cooperative-NOMA scheme. As expected,

the more power is consumed by relay the more EC is achieved by UE1 whereas the less

EC is achieved by UE2 since the total power (PT ) is shared and UE1 symbols have been

transmitted with less power from source. The power allocation has also important role

on performances of C-NOMA and TBS-C-NOMA. However, considering the total energy

consumption which is shared by source and relay, it is very complex to provide an op-

timum power allocation for cooperative-NOMA schemes. In optimum power allocation,

total power sharing and the position of the relay -UE1- also should be considered such as

provided for NOMA-CRS in Section 3.6. Nevertheless, in the next simulations, there will
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be also a discussion on the effect of power allocation for C-NOMA and TBS-C-NOMA.

Then, outage performances of C-NOMA and TBS-C-NOMA are given in Figure 5.21 and

Figure 5.22 for the same conditions in EC comparisons. The target rates of users are

assumed as Ŕ1 = 4BPCU and Ŕ2 = 3BPCU . Likewise in EC comparison, C-NOMA

and TBS-COMA outperform both conventional NOMA and OMA networks in terms of

outage performance of UE2 since it is strengthened by a cooperative phase. Once more

power is consumed at the source, UE1 in C-NOMA and TBS-C-NOMA can compete

with conventional NOMA, in this case TBS-C-NOMA also performs much more similar

to C-NOMA in terms of UE2’s outage. As discussed above, optimum power allocation

should be also considered in terms of individual outage performances of users.

Furthermore, BER comparisons are presneted for TBS-C-NOMA, C-NOMA, NOMA and

OMA for Ps = Pr = PT/2 and Ps = 4PT/5, Pr = PT/5 in Figure 5.23 and Figure 5.24,

respectively. It is hereby emphasized that TBS-C-NOMA outperforms significantly C-
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Figure 5.20: Capacity comparisons for TBS-C-NOMA, C-NOMA, NOMA and OMA
when σ2

s1 = 10dB, σ2
s2 = 0dB, σ2

r = 10dB, α1 = 0.1, β = 0.001, Ps = 4PT/5 and Pr = PT/5

0 5 10 15 20 25 30 35 40

Total Transmit SNR (P
T
/N

0
) (dB)

10-4

10-3

10-2

10-1

100

O
ut

ag
e

NOMA, UE1

NOMA, UE2

C-NOMA, UE1

C-NOMA, UE2

TBS-C-NOMA, UE2

OMA, UE1

OMA, UE2

Figure 5.21: Outage comparisons for TBS-C-NOMA, C-NOMA, NOMA and OMA
when σ2
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r = 10dB, α1 = 0.1, β = 0.001, Ps = Pr = PT/2,
Ŕ1 = 4BPCU and Ŕ2 = 3BPCU
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Figure 5.22: Outage comparisons for TBS-C-NOMA, C-NOMA, NOMA and OMA
when σ2

s1 = 10dB, σ2
s2 = 0dB, σ2

r = 10dB, α1 = 0.1, β = 0.001, Ps = 4PT/5, Pr = PT/5,
Ŕ1 = 4BPCU and Ŕ2 = 3BPCU

NOMA for both power sharing schemes since TBS-C-NOMA removes the effect of error

propagation in C-NOMA by increasing reliability of forwarded symbol from UE1 to UE2.

TBS-C-NOMA achieves full diversity order (i.e., 2) and its error performance gets very

close to genie-aided/perfect-SIC C-NOMA case where it is assumed that UE1 detects per-

fectly symbols of UE2 before forwarding and no error propagation occurs. Considering

this spectacular gain in error performance, a slight decay in EC and OP of TBS-C-NOMA

can be easily ignored compared to C-NOMA. In addition, this performance gain can be

provided when the total power mostly consumed by source hence, the UE1 in TBS-C-

NOMA does not also loose any performance compared to OMA (see Figure 5.24). One

can easily see that TBS-C-NOMA achieves full diversity order. Thus, by implementing

TBS-C-NOMA, better achievable rate, outage performance and error performance can be

achieved than both conventional NOMA and OMA networks. This provides us to defeat

the trade-off between capacity and error performances in conventional NOMA networks

compared to OMA.
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Finally for cooperative-NOMA networks, power allocation design in TBS-C-NOMA is

discussed in the following figures -from Figure 5.25 to Figure 5.27-. As mentioned above,

obtaining an optimum power allocation for TBS-C-NOMA is a very complex task since it

should be considered in terms of energy consumption sharing at the nodes (i.e., source and

relay) and the location of the relay -average channel quality between nodes- in addition

to individual performances of users in terms of EC, OP and BEP. Moreover, when consid-

ering users’ performances, user fairness should be also taken into account in a way that

none of user meet non-affordable decay in any performance compared to their conven-

tional NOMA or OMA counterparts. Furthermore, since users’ performances in NOMA

networks change oppositely each other, optimum power allocation is not a concave op-

timization problem either. Nevertheless, to draw a general scheme for optimizing power

allocation, simulations of TBS-C-NOMA are provided in terms of maximizing sum-rate,

minimizing outage and error performances of users in Figure 5.25, Figure 5.26 and Figure

5.27, respectively. The channel conditions are considered as given above comparisons and

the imperfect SIC factor (β = 0.001). The performances of TBS-C-NOMA are investi-

gated with respect to power allocation coefficient (α1) and to the power consumed by

source. For better illustration, let defining Θ and it denotes to be consumed rate of total

power by source (BS) (i.e., Ps = ΘPT ), hence Pr = (1− Θ)PT . The total transmit SNR

is fixed as PT/N0 = 25dB. The results for ECs of users in TBS-C-NOMA are presented

in Figure 5.25. It is seen that EC performances of users change exactly in opposite way

according to Θ and α1. It is explained as increasing power of relay or decreasing α1 de-

creases IUI at UE2, thus it provides performance gain for UE2 whereas it causes decrease

in energy for the symbols of UE1 so that performance of UE1 gets worse. In Figure 5.26,

outage performances of users are presented for Ŕ1 = 4BPCU and Ŕ2 = 1.5BPCU . Ŕ2

is chosen relatively lower compared to above given comparisons otherwise in the higher

α1 values, UE1 will always be in outage due to IUI by implementing SIC. Outage perfor-

mance of UE2 can be interpreted in a linear way such that the more power is consumed

by relay, the better performance it has. It is also valid for lower α1. On the other hand,

outage performance of UE1 changes non-linearly according to α1. With the increase of

α1, it is usually expected UE1 to have better performance since it affects the energy of

UE1’ symbol. However, if it is increased too much, UE1 will be in outage with highly

probability since it cannot succeed SIC. When it comes to Θ, UE1 also performs linearly
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Figure 5.25: Ergodic capacities in TBS-C-NOMA vs. Θ and α1 when σ2
s1 = 10dB,

σ2
s2 = 0dB, σ2

r = 10dB and β = 0.001 a) UE1 b) UE2

with the change of it. If Θ is increased, it means the power of UE1 is increased since it

only receives symbol from source so that its performance gets better. From Figure 5.27,

one can easily see that the discussions on outage performance of TBS-C-NOMA are also

valid in BER for both users. Considering all these constraints, Θ and α1 pair should be

chosen what the priority performance metrics of users are. Based on simulations, with-

out decreasing any performance metrics dramatically for each user, it can be said that

0.7 ≤ Θ ≤ 0.8 and 0.2 ≤ α1 ≤ 0.3 can be chosen.

SMA and SSK-NOMA: In this part of the chapter, simulations are presented to com-

pare proposed SMA and SSK-NOMA with their NOMA/OMA counterparts. In com-

parisons, since only one transmit antenna is selected and one RF chain is required, the

comparisons for conventional NOMA and OMA networks are given for 1×Nr SIMO case

with MRC as explained in the complexity analysis in Section 4.4.1.1.2.

Firstly, comparisons between SMA and two users NOMA/OMA networks are presented.
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Figure 5.26: Outage performances in TBS-C-NOMA vs. Θ and α1 when σ2
s1 = 10dB,

σ2
s2 = 0dB, σ2

r = 10dB, β = 0.001, Ŕ1 = 4BPCU and Ŕ2 = 1.5BPCU a) UE1 b) UE2

Figure 5.27: BER performances in TBS-C-NOMA vs. Θ and α1 when σ2
s1 = 10dB,

σ2
s2 = 0dB and σ2

r = 10dB a) UE1 b) UE2
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Figure 5.28: Ergodic capacity comparisons for SMA, NOMA and OMA when σ2
s1 =

3dB, σ2
s2 = 0dB and Nr = 2

σ2
s1 = 3dB and σ2

s1 = 0dB are assumed. Simulation results are presented for Nt = Nr = 2

and Nt = Nr = 4 in Figure 5.28 and Figure 5.29, respectively. Power allocation coeffi-

cients for NOMA are chosen as α1 = 0.2 and α2 = 0.8. In both figures, one can easily see

that SMA outperforms NOMA and OMA networks in terms of EC of UE1 and sum-rate.

It is hereby noted that NOMA performances are given for perfect SIC case (β = 0) and it

is obvious that performance gain in SMA will be higher when this assumption is relaxed.

EC of UE2 in SMA is dominated by the number of transmit antennas (Nt) -it actually

only depends on Nt, only correct detected bits change according to SNR-, it is almost

constant in whole SNR regime. Although, it seems that UE2 in SMA has worse capacity

performance than NOMA and OMA in low SNR regime, it can be easily increased by im-

plementing more transmit antennas without increasing implementation complexity/cost.

Then, the same comparisons are given in terms of outage performances of users in Figure

5.30 and Figure 5.31. Target rates of users are chosen as Ŕ1 = Ŕ2 = log2Nr. Based

on simulations, when the number of receive antennas is increased OMA can outperform
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Figure 5.29: Ergodic capacity comparisons for SMA, NOMA and OMA when σ2
s1 =

3dB, σ2
s2 = 0dB and Nr = 4

NOMA in terms of outage. Nevertheless, it is clear that SMA outperforms both OMA

and NOMA in all cases even if perfect SIC (β = 0) is assumed in simulations.

Lastly for SMA, BER simulations are presented in Figure 5.32 and Figure 5.33 for the

same channel conditions above in EC and OP comparisons. Based on simulations, SMA

outperforms NOMA in terms of both users and this is very promising considering the

decay in error performance of NOMA networks which is explained previous section and

it is defined as the cost to be paid for NOMA networks. In SMA, error performance of

UE2 takes place between NOMA and OMA and this can afford the trade-off between

error and capacity/outage performance of NOMA. In addition, it can be seen from the

previous comparisons that UE2 reaches that error performance besides gain in EC and

outage. When it comes to UE1, the performance gain is much more, it is beyond afford-

ing the decay in error performance, its error performance is the same with OMA as seen

from figures. Hence, it is noteworthy that, SMA is much more reasonable multiple access

scheme than multiple antenna NOMA considering all performance metrics.
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Figure 5.30: Outage comparisons for SMA, NOMA and OMA when σ2
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s2 =
0dB, Ŕ1 = Ŕ2 = log2Nr and Nr = 2
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Figure 5.31: Outage comparisons for SMA, NOMA and OMA when σ2
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Figure 5.32: Error performance (BER) comparisons for SMA, NOMA and OMA when
σ2
s1 = 3dB, σ2

s2 = 0dB and Nr = 2
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Figure 5.33: Error performance (BER) comparisons for SMA, NOMA and OMA when
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s1 = 3dB, σ2

s2 = 0dB and Nr = 4
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Figure 5.34: Capacity comparisons for SSK-NOMA, NOMA and OMA when L = 3
and Nr = 2

Finally, simulations are presented for SSK-NOMA and comparisons with NOMA/OMA

counterpart are given for performance evaluation. In all simulations, it is assumed that

σ2
si = 2σ2

s(i−1) and σ2
s1 = 0dB. The power allocation coefficients for NOMA users are

fixed and chosen as αi = [0.8, 0.2], αi = [0.7, 0.2, 0.1], αi = [0.6, 0.25, 0.1, 0.05] and

αi = [0.4, 0.25, 0.2, 0.1, 0.05] when the number of NOMA users is equal to, 2, 3, 4 and

5, respectively.

In Figure 5.34, capacity comparisons of users within SSK-NOMA, NOMA and OMA

are given when L = 3 and Nr = 4. As seen that, although NOMA is proposed due to

its potential in terms of achievable capacity, this gain is increased by SSK-NOMA. All

users in SSK-NOMA have better ergodic capacity performance than those counterparts

in NOMA. It can be explained as users in SSK-NOMA encounter less IUI than NOMA

counterparts since number of users multiplexed in power domain is decreased by intro-

ducing SSK.

151



0 2 4 6 8 10 12 14 16 18

s
 (P

s
/N

0
) (dB)

10-4

10-3

10-2

10-1

100

O
ut

ag
e

SSK-NOMA, UE
1

SSK-NOMA, UE
2

SSK-NOMA, UE
3

NOMA, UE
1

NOMA, UE
2

NOMA, UE
3

Figure 5.35: Outage comparisons for SSK-NOMA and NOMA when L = 3, Nr = 2,
Ŕ1 = 1BPCU , Ŕ2 = 1BPCU and Ŕ3 = 2BPCU

Then, in Figure 5.35 and Figure 5.36, outage performances are presented for two differ-

ent target rates of users when L = 3 and Nr = 2. In Figure 5.35, it is assumed that

Ŕ1 = 1BPCU , Ŕ2 = 1BPCU and Ŕ3 = 2BPCU . SSK-NOMA outperforms NOMA in

terms of outage performance of NOMA users (i.e., UE2 and UE3) whereas NOMA seems

superior slightly to SSK-NOMA in terms of first user (UE1). Nevertheless, if the target

rates of users are updated as Ŕ1 = 2BPCU , Ŕ2 = 2BPCU and Ŕ3 = 4BPCU as in

Figure 5.36, outage performance of UE1 in SSK-NOMA almost does not change. On the

other hand, UE1 in NOMA remains in outage till ∼ 10dB and after that point SSK-

NOMA still outperforms NOMA. Furthermore, this target rate increase also causes other

users in NOMA to be in outage because of iterative SIC procedures and the performance

gap between SSK-NOMA and NOMA gets larger for UE2 and UE3. It is noteworthy

that achievable rate of UE1 in SSK-NOMA is increased by just placing Nt = 4 without

any further changes which does not cost any implementation complexity.
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Figure 5.36: Outage comparisons for SSK-NOMA and NOMA when L = 3, Nr = 2,
Ŕ1 = 2BPCU , Ŕ2 = 2BPCU and Ŕ3 = 2BPCU

Moreover, BER simulations are provided for SSK-NOMA and NOMA to compare them.

In addition, OMA results are also provided to highlight that SSK-NOMA can reduce

performance decay in NOMA due to IUI. Simulation result are given for Nr = 2 and

Nr = 4 in Figure 5.37 and Figure 5.38, respectively when L = 3. One can easily see that

conventional NOMA has severe error performance when the number of users is increased

to L = 3 even if number of receive antennas is increased. In addition, it is usually ex-

pected as Nr diversity order for users performances. However, it is not valid for NOMA

due to IUI at UE1 and erroneous detection during SIC procedures in UE2 and UE3. On

the other hand, SSK-NOMA has much more acceptable/affordable error performance for

all users and all users achieve full diversity order (i.e., Nr). SSK-NOMA outperforms

NOMA about 10− 15dB and this is very promising for energy efficiency. One can easily

see that SSK-NOMA offers a reliable communication compared to NOMA although it

cannot also achieve error performance of OMA networks since OMA does not encounter

any IUI. Nevertheless, considering the performance gain in achievable rate compared to

OMA and its potential to support massive connection -e.g for L = 3 number of users in
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Figure 5.37: Error performance (BER) comparisons for SSK-NOMA, NOMA and OMA
when L = 3 and Nr = 2

a resource block is increased by 3 times with an affordable decay in error performance-

SSK-NOMA seems a major candidate for future networks.

Finally, optimum power allocation discussions for conventional NOMA networks still valid

for also SSK-NOMA. Optimum power allocation should be handled considering priority

in performance metrics of users. Thus, power allocation can change from application to

application. If the data reliability is essential, power allocation should be arranged in a

way minimizing users’ bit error rate. On the other hand, if the continuity in connection

is important, power allocation should be designed in way users become in outage with

very low probability. To highlight this in SSK-NOMA, outage and BER performances

of NOMA users (i.e., UE2 and UE3) are represented with respect to α2 when Nr = 2

and ρs = 20dB in Figure 5.49 and Figure 5.40, respectively. In Figure 5.39, results

are presented for two different target rates. Based on simulations, it can be concluded

that when α2 is low (i.e., ∼ 0.5), both users can remain in outage and have poor error

performance. Nevertheless, when α2 is high (i.e., above ∼ 0.85), performance of both
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Figure 5.38: Error performance (BER) comparisons for SSK-NOMA, NOMA and OMA
when L = 3 and Nr = 4

users decreases again because of SIC procedure. Thus, optimum power allocation should

be in range 0.7 ≤ α2 ≤ 0.8 by considering performances of both users.
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Figure 5.39: Outage performance of NOMA users in SSK-NOMA vs. α2 when L = 3,
Nr = 2, ρs = 20dB
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Figure 5.40: Error performance (BER) of NOMA users in SSK-NOMA vs. α2 when
L = 3, Nr = 2, ρs = 20dB
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CHAPTER 6

CONCLUSIONS

In this chapter, the contributions of this thesis are summarized and discussions on results

are provided. Based on accomplished works and detailed literature research for future

wireless networks, insights are also presented for what future directions of researches on

NOMA involved networks are to be.

6.1 SUMMARY AND CONTRIBUTIONS

In this thesis, NOMA involved systems have been analyzed under imperfect SIC. Analy-

sis consists of three chapter according to considered NOMA system models. Hereby, the

contributions in each chapter are summarized and discussions on them are provided.

In Chapter 2, conventional downlink and uplink NOMA networks are studied and closed-

form expressions are derived for ergodic capacity (EC), outage probability and bit error

probability (BEP). All analyses are validated via computer simulations.

In Chapter 3, the interplay between NOMA and cooperative communication is considered

in three major concepts. Firstly, the cooperative-NOMA (C-NOMA) is analyzed where

users are in cooperation and the intra-cell user also acts as a relay as well for the cell-edge

user to improve its performance. The closed form expressions of EC, OP and BEP for

C-NOMA are derived and validated with simulations. Then, threshold-based selective

cooperative-NOMA (TBS-C-NOMA) is proposed where transmission in the second phase

is conditioned on the reliability of SIC process at the intra-cell user to improve error per-

formance of C-NOMA. Then, optimum threshold for TBS-C-NOMA is derived and it is

proved that TBS-C-NOMA achieves full diversity order and minimum BER nearly perfect

SIC case. In addition, the EC and OP of TBS-C-NOMA remain the same with C-NOMA

by introducing optimum threshold. In this chapter, relay-assisted/aided-NOMA networks
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are analyzed with imperfect SIC unlike previous studies, and the derived expressions are

validated via simulations. Considering user fairness, reversed relay-assisted-NOMA is pro-

posed where detection at the relay is reversed by changing power allocation coefficients

for users’ symbols. It is seen that, in some cases, proposed reversed network provide

better performance and higher user fairness than conventional relay-assisted-NOMA net-

work. Considering users’ demands (QoS) under various constraints (i.e., EC, OP and

BEP), optimum power allocation is discussed for both conventional and reversed relay-

assisted-NOMA networks. Moreover, NOMA-based cooperative relaying systems (CRS)

are analyzed. Analytical results are validated via simulations. Then, NOMA based dia-

mond relaying network (DRN) is also investigated as a subset of NOMA-CRS in terms

of BEP. Based on simulations, it is pointed out that NOMA-DRN turns out to be a

non-equiprobable communication and again pointed out that NOMA-DRN has a poor

error performance though it has been proposed for achievable rate. Lastly, based on the

simulation results, the trade-off between capacity and reliability of NOMA-CRS is em-

phasized and it is discussed how the optimal power allocation should be handled in terms

of BER constraints.

In chapter 4, spatial multiple access (SMA) and space shift keying (SSK)-NOMA are

proposed as alternatives to the two users and multiple users NOMA networks, respec-

tively. SMA and SSK-NOMA are analyzed in terms of EC, OP and BEP. The derived

expressions are validated with simulations. In addition, complexity comparisons between

SSK-NOMA and NOMA are provided and it is shown that only cell-edge user in SSK-

NOMA has higher computational complexity than NOMA and it is only if the number

of users and modulation order are both relatively high. Nevertheless, this is an afford-

able complexity considered the performance gain in all three KPIs. SSK-NOMA allows

serving more than three users without decreasing any performance metric and increasing

complexity. This is very promising for mMTC.

In chapter 5, extensive simulations are provided to compare performances of NOMA

networks with OMA counterparts in terms of all performance metrics. Based on extensive

simulations it is proved that NOMA is superior to OMA networks in terms of EC and

OP. However, NOMA cannot compete with OMA counterparts in terms of bit error
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rate (BER) due to the inter-user-interferences (IUI). In addition, this performance decay

in error performance get worse when the number of users served in a resource block

is increased. Thus, the trade-off between capacity and reliability of NOMA networks

is raised and it is emphasized that target error probability should be considered when

designing NOMA schemes. In addition, numerous efforts on optimum power allocation

and user pairing algorithms in the literature should be adopted by considering BER

constraints and user fairness in terms of error performance. Then, comparison between

C-NOMA and proposed TBS-C-NOMA are also provided and it is proved that TBS-C-

NOMA outperforms C-NOMA in terms of error performance without decreasing EC or

outage performance. Then, optimum power allocation is discussed for TBS-C-NOMA

in terms of energy efficiency, sum-rate maximization, outage and BEP minimization.

Furthermore, performances of proposed SMA and SSK-NOMA models are evaluated and

comparisons with NOMA counterparts are provided. Based on extensive simulations,

both proposed models outperform conventional NOMA networks in terms of all three

KPIs. Thus, SMA as a new multiple access provides higher spectral efficiency than

NOMA and is competitive to OMA for two user networks. In addition, the hybrid SSK-

NOMA achieves higher spectral efficiency without decreasing error performance of users

compared to NOMA for more than three users networks.

6.2 FUTURE WORKS

Firstly as related to this thesis, all analysis throughout this thesis can be easily extended

for different fading channels/multiple-antenna situations and the BEP analysis can be

extended for different modulation constellations. In addition, as mentioned above opti-

mum power allocation and user pairing algorithms should be adopted according to error

performance targets of users to provide a reliable communication. The proposed SMA

and SSK-NOMA schemes can be extended for other index modulation (IM) techniques

where our insight is that using media based modulation (MBM) rather than SSK can be

a good solution to limit the number of required antennas at BS. In addition, since the

proposed models in thesis (i.e., SMA and SSK-NOMA) are easily applicable with other

physical layer techniques, the models can be extended with the usage of cooperative com-

munication, cognitive radio etc.
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Secondly, all considered NOMA models should be evaluated in terms of other KPIs

which are physical security, secrecy rate, energy efficiency and based on these constraints,

NOMA involved systems can be evolved.

Lastly, based on our insights during this research, NOMA indeed is a promising technique

for future networks. However, due to the penalty of the error performance, NOMA may

not be a reasonable solution to serve mobile users in a cellular network in a conventional

way and NOMA should be considered something else than conventional multiple access

techniques. Recalling the trade-off between capacity and reliability in NOMA networks,

NOMA is not a reasonable solution for uRLLC concept of 5G and beyond due to the re-

liability although it is still strong candidate for mMTC thanks to high spectral efficiency.

Nevertheless, if the error performance of NOMA networks can be improved, this insight

will be invalid. This improvement may be succeeded with the use of new techniques for

modulation/demodulation such as machine learning algorithms. Their first attempts in

NOMA seem promising [173–175].

NOMA will take the role in more challenging tasks such as mobile edge computing (MEC)

[176–178], coordinated multipoint (CoMP) [179–181] or in more flexible situations such

as grant-free access [182–184], unnamed aerial vehicles/drone networks [185–187]. Thus,

future researches of NOMA are expected to be on those topics and further researches will

evolve to investigate the role of NOMA on those challenging issues.
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